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Abstract

With the increasing application of encrypted image re-
versible data hiding in cloud storage, military, medical,
and other fields, its research has received increasing at-
tention. A reversible data-hiding algorithm for encrypted
binary images based on an improved prediction method is
proposed in this paper. The image owner divides the im-
age into non-overlapping uniform and non-uniform blocks
and encrypts these blocks. The data hider encrypts the
secret data and embeds it in different blocks. The re-
ceiver implements extraction or recovery functions based
on different keys, where the non-uniform blocks use a
combination of cross-prediction and T-shaped prediction
to achieve data extraction. Simulation experiments show
that the algorithm is completely reversible at low embed-
ding rates and can restore images with minimal distortion
at high embedding rates. In addition, the algorithm can
achieve complete image recovery by correcting the predic-
tion error while maintaining a high embedding rate.

Keywords: Binary Images; Encrypted Images; Image
Blocking; Pizel Prediction; Reversible Data Hiding

1 Introduction

With the development of society and the progress of tech-
nology, people have paid more and more attention to
data security. Data hiding technology can be selected to
achieve the confidentiality of digital media [1,2,819,15//17].
Early algorithms tended to compromise the integrity of
the original image during the process of data embedding.
However, in certain special scenarios where the integrity
of the original image is paramount and the carrier data
cannot be tampered with, researchers proposed the con-
cept of Reversible Data Hiding (RDH). This technology
not only allows for the complete extraction of embedded
data, but also the lossless recovery of the original image.
Among the various methods used in reversible data hiding
for gray images, lossless compression, differential expan-

sion, and histogram shifting are the three most commonly
employed approaches [3,(7,[22].

Yin proposed a RDH scheme for binary images [18|,
which embed data by flipping pairs of patterns with op-
posite central pixels. Feng [4] explored a secure binary im-
age steganography technique based on minimizing texture
distortion and enhanced the security and robustness of
the steganography. Xuan [16] constructed a histogram by
analyzing the lengths of consecutive pixels with the same
value in an image, and then modified the histogram to
achieve data embedding. Ho [5] explored a high-capacity
reversible data hiding method for binary images based on
pattern replacement. This method utilized the character-
istics of binary images and achieved data embedding by
replacing pattern blocks in the image.

In certain applications, where maintaining the confi-
dentiality of the original image is crucial to prevent unau-
thorized access or tampering, users may encrypt their im-
ages before storing them in the cloud. This process, where
reversible data hiding techniques are applied to the en-
crypted image, is known as Reversible Data Hiding in En-
crypted Images (RDHEI) [6,{10H12]. When dealing specif-
ically with binary images, it is referred to as Reversible
Data Hiding in Encrypted Binary Images (RDHEBI).

In general, RDHEI consists of three parts: the con-
tent owner, the data hider, and the receiver. The content
owner encrypts the original image using encryption key
and sends it to the data hider. The data hider embeds
data into the encrypted image using data embedding key
and transmits it to the receiver. Upon receiving the im-
age, the receiver can choose to either restore the image or
extract the data, using decryption key and data extrac-
tion key.

Existing RDHEI approaches can be classified into two
categories: Reserving Room Before Encryption (RRBE)
and Vacating Room After Encryption (VRAE). RRBE
involves preprocessing the original image to create space
for data embedding before encryption, leveraging the in-
herent redundancy in the image. VRAE, on the other
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hand, directly embeds data into the encrypted image.

Zhang [20] presented the first RDHEI scheme, while
the original image can only be approximately recovered.
Subsequently, Zhang [21] proposed a novel separable RD-
HEI algorithm that enables the receiver to restore the
image and extract the data separately. Yin [19] proposed
a novel algorithm that utilizes pixel prediction and multi-
MSB plane rearrangement to achieve the purpose of hid-
ing data. Wu [14] explored a technique based on adaptive
prediction error that securely embeds additional data into
encrypted images while maintaining data reversibility.

The latest achievement in the field of RDHEBI is pro-
posed by Ren [13], which allows for completely indepen-
dent image restoration and secret data extraction. How-
ever, this method not only exhibits relatively large errors
but also poses certain security concerns.

This paper proposes an improved reversible data hid-
ing method for encrypted binary images. By dividing the
image into uniform blocks (UBs) and non-uniform blocks
(NUBs) and employing different strategies for data em-
bedding, the overall embedding rate can be effectively in-
creased. For the restoration of NUBs, a novel prediction
method is utilized, which achieves more precise prediction
results and improves the similarity between the restored
image and the original image. Additionally, this paper
employs image encryption and data embedding keys, ef-
fectively enhancing the security of the encrypted image
and secret data.

2 Related Works

This section will introduce the main work of the litera-
ture [13], which consists of three parts: the rearrange-
ment of the original image, data embedding, extraction
and image restoration.

2.1 Original Image Rearranged

First, the N x N size image is divided into m * m size
non-overlapping blocks, and got num size blocks:

(1)

Then, classify the blocks: if all values in a block are
either completely black or completely white, this block is
classified as a uniform block (UB) and labeled as 1. If
there are both black and white values in the block, it is
classified as a non-uniform block (NUB) and labeled as 0.
Using an array of size num called T'ag to store the types
of all blocks sequentially, if the number of UBs is S,,, then
the number of NUBs, Sy, is calculated by Formula .

(2)

Finally, all UBs are placed in front sequentially, followed
by all NUBs in order. When restoring the image, the
blocks are rearranged according to their respective types
based on the T'ag values.

Sun = num — Sn

2.2 Data Embedding, Extraction and Im-
age Recovery for UBs

For UBs, a pixel point at the bottom right corner is se-
lected to record the state of the block. If the block is
completely black, a value of 0 is stored in the bottom
right corner, and if the block is completely white, a value
of 1 is stored. The remaining positions are used to embed
data. Since T'ag values is necessary to restore the image,
the last S, blocks among the UBs are selected to store
the T'ag values, where S, is calculated using Formula .

(3)

o]

The data embedding capacity of UBs is M.S,,, which is
calculated by Formula (4.

(4)

During data embedding, since the first S,, blocks of the
image are all UBs, data can be embedded in all but the
bottom right pixel of the first S,, — S, blocks.

During data extraction, data is sequentially extracted
from all but the bottom right pixel of the first S, — .Sy
blocks. To restore the image, only the bottom right pixel
values of the first S, blocks need to be read, and the other
pixel values are restored based on those values.

MS, = (msm—1)x (S, —Sy)

2.3 Data Embedding, Extraction and Im-
age Recovery for NUBs
When embedding data in NUBs, fixed positions are cho-
sen to embed the data. During data extraction, the data
is retrieved from those fixed positions in the same order.
During image restoration, the pixel values in NUBs
are recovered using a T-shaped prediction method, which

employs Formula to predict the central pixel P using
adjacent pixels R, S and L, as depicted in Figure

0
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if R+S+L=23 )

Figure 1: Four types of T-shaped models

The literature [13] and others have demonstrated that
the embedding capacity can be maximized when an image
is divided into 4*4-sized blocks. Each block is further
divided into four parts as shown in Figure 2] and four
fixed P points are used to embed data. The embedding
capacity M S,,,, for all NUBs is calculated by Formula( @

MSyn = 4% Syn (6)
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The total embedding capacity M A for the entire image
is calculated by Formula .

MA=MS, + MS., (7)

R
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Figure 2: T-shaped prediction embedding position

3 Proposed Algorithm

This section presents a novel reversible data hiding algo-
rithm for encrypted binary images. The algorithm con-
sists of four components: image preprocessing, image en-
cryption, data embedding, image restoration and data ex-
traction, as illustrated in Figure

During the image preprocessing and image encryp-
tion stages, the image owner first rearranges the UBs
and NUBs, and then performs preprocessing on the UBs.
When encrypting the image, the UBs and NUBs are
padded and permuted separately, and then the image is
encrypted using a stream cipher.

During the data embedding stage, the data hider en-
crypts the secret message before embedding it into the
UBs and NUBs.

During the image restoration and data extraction
stages, the receiver restores the image and extracts the
data based on different keys separately.

This section will describe the algorithm details in six
parts: (1) Image preprocessing; (2) Image encryption; (3)
Data embedding, extraction, and image restoration for
UBs; (4) Data embedding, extraction, and image restora-
tion for NUBs; (5) Enhancing the security of data embed-
ding and extraction; (6) Overall algorithm workflow.

3.1 Image Preprocessing

The image preprocessing consists of two parts: image re-
arrangement and UBs processing.

3.1.1 Image Rearrangement

Taking Figure [f] as an example to illustrate the image
rearrangement, the image is first divided into 4*4 blocks,
with UBs labeled as 1 and NUBs as 0, resulting in an
image block type map. In this case, the value of Tag is
001110010, which is stored in the last S, blocks of the

UBs. Then, all the blocks labeled 1 are placed in front in
order, and all the blocks labeled 0 are placed behind in
order, resulting in a rearranged image where all UBs are
in front and NUBs are at the back.

During image restoration, the image is divided into
blocks and the receiver reads the value of Tag from the
last Sy blocks of the UBs. Then the blocks are restored
based on the T'ag value.

3.1.2 UBs Processing

We use a key k, to determine the prediction pixel position
within a UB where the block’s value is recorded. Figure ]
illustrates the order of each pixel in a 4*4 block, and a
0-1 random binary sequence r generated by k, determines
the prediction pixel position.

The sequence r is divided into groups of {r;}, where r;
is four bits binary and the value ranges from 0 to 15.

(8)

The prediction pixel position for the i-th UB is ri +
1, the value of this position remains unchanged and the
remaining positions can be used to embed data.

The last Sy blocks of the UBs are selected to embed
the Tag value sequentially. When restoring the image,
the prediction pixel positions of the last S, UBs can be
determined by k,. The remaining bit in these blocks is
then extracted sequentially to obtain the T'ag value.

r="r1rors...... Tn

3.2

Image encryption consists of two stages: padding and per-
mutation, stream cipher encryption.

Image Encryption

3.2.1 Padding and Permutation

A random sequence of 0-1 values generated by the seed
key ke1 is used to pad in the first S, — S, UBs (excluding
the prediction pixel positions).

To enhance the security, block permutation is applied
to the NUBs and the rules are as follows:

1) Let G be the set of all possible permutations on Z,,, =
{1,2,3,...,m}, where m = Sy,.

2) Taking m € G.

3) Let the sequence of NUBs be:aq, as, as, ..., @, , where
a; is the i-th NUB.

4) Permuting all the NUBs by Formula @D:
eﬂ(a17a27a3""aam): (9)
(a’ﬂ'(l)) Ar(2)s A (3)s -+ aﬂ'(m))

The original NUBs can be obtained by Formula ,

where b; is the i-th NUB after permutation.
dﬂfl(blab2ab3a---7bm) = (10)
(br=1(1), br—1(2), br-1(3)s - - - On—1(m))

where 7 and 7~ ! are mutually inverse permutations on
L.



International Journal of Network Security(VDOI: 1816-3548-2025-00028) 4

Padding and 1
permutation J

Image 1 UBs

[ -~
rearranging H processing

encryption

Image restoration and secret data extraction

Image
restoration

Secret data
extraction

Image owner

00| 1 1 1 1

1 1|0 1100

O f 1] 0 0] 0] 0
(b) (c)

Figure 4: Image rearrangement: (a) Image block; (b)
Block type; (c) Block type rearrangement; (d) The rear-
ranged image.
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Figure 5: The order of a 4*4 block

3.2.2 Stream Cipher Encryption

Formula ) employs the seed key k.1 to generate a
random sequence {k;} and performs an XOR operation
with the image {X;} to yield the encrypted image {E;}.

E; =k ®X; (11)

Here, @ stands for the XOR operation. The image can
be restored by Formula .

X, =k dFE; (12)

3.3 Data Embedding, Extraction and
Block Recovery for UBs

When embedding data, for the first S, — S, UBs, apart
from the prediction pixel bit, the remaining 15 positions
can be used to sequentially embed the data.

During data extraction, for the first S,, — S, UBs, the
prediction pixel bit is determined using k,, and then the
remaining bits are extracted sequentially.

When restoring UBs, the image is first decrypted.
Then, using k,, the prediction pixel bit’s value is deter-
mined. After that, the remaining 15 bits of the block are
restored to the same value as the prediction pixel bit.

3.4 Data Embedding, Extraction and Im-
age Recovery for NUBs

For NUBS, 4 bits or 6 bits of data can be chosen for em-
bedding.

3.4.1 Embedding 4-bit Data

Four fixed positions are selected for sequential data em-
bedding, and the data are extracted from those four po-
sitions in the same order when extracting.

When restoring NUBs, the image is first decrypted
and the locations of the NUBs are recovered using For-
mula . Finally, the complete NUBs are restored using
the prediction algorithm proposed in this subsection.

The prediction methods are classified into two types:
cross prediction and T-shape prediction. Cross predic-
tion, as illustrated in Figure @ utilizes the Formula
to predict the central pixel P based on U, A, D and B:

P if U+A+D+B=0,1,2
P=:

if U+A+D+B=34 13

U

(®)| B

D

Figure 6: Cross prediction

Cross prediction is used for the two positions labeled 6
and 11, as illustrated in Figure [7}

T-shape prediction is conducted based on Formula .
Unlike the embedding positions in reference [13], the pro-
posed algorithm selects any two of the four positions 3, 8,
9 and 14 for data embedding, as shown in Figure|§] The
number of prediction errors in these four positions may
vary slightly. The two positions with the smallest number
of errors can be selected for embedding.

By combining the two prediction methods, we get the
final predictive method. We illustrate one such combina-
tion. If the T-shape prediction selects positions 8 and 9,
we integrate it with the cross prediction and embed data
in four positions 6, 8, 9 and 11, as depicted in Figure [0}
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Figure 7: Cross prediction embedding position
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Figure 8: Comparison of embedded positions (a) Refer-
ence [13]; (b) Proposed Scheme
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Figure 9: Embedding positions for cross prediction and
T-shaped prediction

During the recovery of this NUB, the values of positions
8 and 9 are restored by Formula , while the values of
positions 6 and 11 are recovered by Formula .

3.4.2 Embedding 6-bit Data

If all four positions of the T-shape prediction are chosen
for data embedding and combined with the cross predic-
tion, each NUB can embed 6 bits of data. The steps for
embedding, extraction, and restoration are identical to
those described in Section 3.4.1. Formula is used to
calculate the embedding capacity M S, of the NUBs.

MS,, =6 %Sy (14)

Compared to embedding 4 bits of data in each NUB,
the increased capacity of all NUBs can be calculated using

Formula .

’

MS.,,, — MSyup = 2% Sun (15)

3.5 Enhance Data Security with Keys

The secret data to be embedded is first encrypted using
stream cipher, where a seed key k.o is required to generate
the stream cipher. To further enhance security, seed keys
ky and k. are introduced to control the number of bits
to be embedded during each embedding process and the
interval between embedded data. Specifically:

Using the keys k; and k. as the seed keys for a chaotic
system, a random sequence is generated. A typical exam-
ple of a chaotic system is the Logistic Map:

Qni1 =71 Qn*(1—Qn)

where the parameter r is typically set to a fixed value
that enables the system to produce chaotic sequences.
The seed keys kp and k. are converted into the initial
values of the sequence separately through a hash function
or modulo operation. The chaotic system is then iterated
repeatedly to generate the chaotic sequence. By apply-
ing a binarization process using Formula , the chaotic
sequence can be converted into a random sequence of Os

and 1s.
g — 0 if @;>05
Tl if Q<05

The resulting random sequence is segmtioned into dec-
imal, denoted as {Sy;} and {S.;}, respectively, to deter-
mine the embedding position of the secret data. For ex-
ample, if the segment length is 4, the value of each bit in
the sequence ranges from 0 to 15, and the S¢; bit data is
embedded after each interval of Sy; bits

(16)

(17)

3.6 Complete Algorithm Flow

In this section, the complete algorithm flow is described
from three perspectives: the image owner, the data hider,
and the receiver.

The image owner preprocesses and encrypts the image,
as illustrated in Figure Firstly, the original image
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is rearranged, and the prediction pixel positions in the
UBs are determined based on k,. Then, a Tag value
is embedded in the last Sy, UBs. During the encryption
process, for the first S, — S, UBs, ke1 is used to fill in the
positions other than the prediction pixels. For NUBs, w
is applied to scramble their positions. Finally, the en-tire
image is encrypted using k.; and sent to the data hider.

The data hider performs data embedding, as depicted
in Figure Firstly, the data is encrypted using keo.
Then, the encrypted data is embedded into both UBs
and NUBs. For the first S, — S, UBs, data are embedded
using kp and k. outside the prediction pixel positions. For
NUBs, data embedding is done directly using k; and k..
The encrypted image with embedded data is sent to the
receiver.

The receiver performs data extraction and image
restoration, as shown in Figure [[2] The receiver first cal-
culates the values of S, and Sy based on S, to determine
the number of UBs and NUBs and get the T'ag value.

During the image restoration process, the receiver first
decrypts the image using k.; and then restores the UBs
and NUBs separately. For the UBs, the prediction pixel
positions are identified based on k,, the remaining posi-
tions are restored according to the prediction pixel values.
For NUBs, the scrambled positions are first restored us-
ing 7, then the values of the NUBs are recovered based
on the prediction method. Finally, the UBs and NUBs
are rearranged using T'ag value, resulting in the restored
image.

When extracting data, for the first S, — S, UBs, the
receiver first identifies the prediction pixel positions using
ko and then extracts the remaining valid bits of data using
kp and k.. For NUBs, the valid bits of data are extracted
using kp and k.. Finally, the extracted data is decrypted
using k.o to obtain the embedded data.

The recovery of the image and extraction of data in
this algorithm are separable, meaning that they can be
performed simultaneously. Only the keys kg, ke; and 7
are required to restore the image. To extract the data,
only the keys kq, ky, k. and keo are needed. Having all the
keys enables both image restoration and data extraction.

4 Experimental Results and Dis-
cussion

This section evaluates the performance of the algorithm
and discusses the results. The test images are binary im-
ages of 300*300 pixels, which are divided into blocks of
4*4 pixels. Data embedding is performed according to the
maximum embedding capacity. The test images consist
of six types of binary images, namely “CAD”, “Cartoon”,
“QR Code”, “Mask”, “Texture” and “Text” with ten im-
ages for each type. Figure shows one example image
from each type of the test images.

4.1 Reversible Data Hiding Performance

In this section, three types of experimental results are pre-
sented: (1) Comparison of the number of errors between
original images and recovered images when embedding 4-
bit data into NUBs, using the method in reference [13]
and this paper. (2) Comparison of the image embedding
capacity when embedding 4-bit data and 6-bit data, re-
spectively, into NUBs. (3) Performance analysis of fully
reversible data hiding.

4.1.1 Experimental Results of Embedding 4-bit

Figure[I4] presents the comparison results between the test
images and the recovered images. (a) shows one original
test image for each type. (b) displays the images recov-
ered using the algorithm proposed in this paper. (c) is
the error comparison diagram be-tween (a) and (b). It is
evident that most differences exist in the contours.

Let Pg denote the number of errors caused by the algo-
rithm in this paper, and Og denote the number of errors
caused by the algorithm in [13]. The reduced error rate
RE is obtained by Formula (18)).

(Or — Pg)

R = 05

(18)

Table|1flists the maximum Rpg for each image type and
the corresponding number of errors.

Table 1: Comparison of maximum error rate

Error Error number

. Maximum
number  in proposed R

in [13] algorithm B
CAD 630 341 45%
Cartoon 1461 1253 14%
QR Code 40 31 22%
Mask 117 89 23%
Texture 568 501 11%
Text 1137 961 15%

Table [I] shows that the maximum reduction in error
achieved by the proposed algorithm can be up to 45%.
Furthermore, based on the average values of errors gener-
ated by the algorithm in |13] and the proposed algorithm,
the average error reduction rate for each image type is
calculated and presented in Table [2]

The data in Table ] indicate that the errors for each
type of image have been reduced.

4.1.2 Experimental Results of Embedding 6-bit

The algorithm proposed in this paper can embed up to
6-bit data into NUBs, and the embedding capacity M A’
can be obtained using Formula .

MA = MS, + 6% Sun (19)
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Table 2: Comparison of average error rate

Average
Average error  error number  Average
number in [13]  in proposed Rg
algorithm
CAD 663 584 11%
Cartoon 830 799 3% { -
QR Code 63 58 7% !
Mask 124 122 1% 5= il
Texture 1219 1190 2% il Ll Sl e
Text 1031 923 10% e e

(d)

Figure 13: 6 kinds of test images: (a) CAD; (b) Cartoon;
(¢) QR Code; (d) Mask; (e) Texture; (f) Text

To compare the degree of improvement of embedding
capacity, the embedding capacity improvement rate Rgc
is obtained using Formula (20).

(MA’ _ MA)
- MA

Using Formula (7)) and Formula (19)), we calculate the
capacity sizes of the test images when embedding 4-bit
and 6-bit data, respectively. Then, we determine the av-
erage capacity values for each image type when embed-
ding 4-bit and 6-bit data. Finally, we compute the Rgc
value for each type and summarize them in Table [3| It
can be observed that the average embedding capacity of
all six types has increased. Among them, the embedding  cwewws-
capacity enhancement of texture and text types is the e ptetedee
most significant. (@) b) ()

Rpc = (20)

Table 3: Comparison of embedding capacity

Embedded 4-bit Embedded 6-bit

average capacity  average capacit Rpc  Figure 14: Comparison between original images and re-

stored images: (a) The original image; (b) The recovered

CAD 73441 76201 4% image; (c) The difference between these images.
Cartoon 71128 74274 4%
QR Code 74288 76907 4%

Mask 85647 86569 1%
Texture 65312 69427 6%

Text 65728 69774 6%
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4.1.3 Fully Reversible Data Hiding Analysis

The distortion generated by this scheme originates from
the prediction error of P in NUBs. This section provides
an analysis of the fully reversible data hiding.

When there is less secret information, it is optional
to embed the information only in UBs. After obtaining
the size of the embedded data in all UBs, M S,,, through
Formula (4)), the maximum embedding rate (EMS,,) for
UBs can be calculated by Formula .

MSn
N x N

Table [] presents the average maximum embedding
rates for different types of UBs. When the required em-
bedding rate is less than the maximum embedding rate
of the UBs, embedding data only in the UBs allows for
complete reversible recovery of the image.

When there is a large amount of secret information, the
correction error sequence of NUBs can be embedded into
the UBs. Based on the prediction errors in NUBs, 0 and
1 are used to represent whether the prediction results are
correct or not, generating a correction error sequence W.
This sequence is then compressed to obtain W', which
is stored in the UBs. When restoring the image, W' is
used to correct the prediction errors in NUBs, achiev-
ing complete reversibility. Assuming that [y represents
the length of W’ under the condition of embedding 4-bit
data, a new embedding capacity M A. can be obtained

using Formula .
MAC == MA — lw/

EMS,, =

(21)

(22)

Table 4: Maximum embedding rate for UBs

Maximum embedding

rate of UBs

CAD 65%
Cartoon 61%
QR Code 66%
Mask 82%
Texture 53%
Text 54%
Average value 64 %

According to Table [2] the number of prediction errors
in this paper is less than that in [13], therefore, under the
condition of complete reversibility, the embedding capac-
ity of this paper is greater than that in |13].

Furthermore, the average restoration degree R of each
type of image is calculated by Formula and the results
are shown in Table [l
Nx N — OE

N« N

As can be seen from Table [ even if complete re-
versibility is not required, the distortion of the proposed
scheme in this paper is extremely small, so a choice can
be made between reversibility and complexity according
to the requirements.

R= (23)

Table 5: Average recovery degree

Embedding 4-bit
average restoration

Embedding 6-bit

average restoration

CAD 99.35% 98.97 %
Cartoon 99.11% 98.64%
QR Code 99.94% 99.90%
Mask 99.86% 99.82%
Texture 98.68% 97.98%
Text 98.97% 98.38%

4.2 Security Analysis

This section analyzes the security of the algorithm from
the key space and evaluates the visual quality of the re-
stored image compared to the original image.

4.2.1 Key Space Analysis

This algorithm utilizes six keys: k4, kb, k¢, ke1, ke2 and 7.
Figure[I5 demonstrates the function of each key. Extract-
ing secret data alone requires kg, kp, k. and k.2. Restoring
the image alone requires k,, k.1 and m. Extracting secret
data and restoring the image simultaneously requires all
six keys.

Image restoration

Secret data decryption

[TIT
TTIIEE

Image restoration and
secret data decryption

Figure 15: Key function diagram

The lengths of the keys k., kp, k¢, ke1 and k.o are
generally not less than 128 bits, meaning that each key
has at least 2'?® possible values, and the key spaces of
these five keys are mutually independent. The key space
required for extracting secret data is 2°'2, while the key
space needed for restoring the image is 22°6. The key
space required for simultaneously extracting secret data
and restoring the image is 2640, Additionally, the size of
7 is related to the number of NUBs. When the number
of NUBs is Sy, there are S,,,! possible values for 7. Ex-
perimental results show that the typical value of S, is
generally greater than 1000, making it nearly impossible
to crack via brute force. Additionally, as these six keys are
randomly generated and not correlated with each other,
they are completely independent and diverse. This means
that even if one key is cracked via brute force, the other
keys remain secure.

Furthermore, the keys k; and k. are used to generate
random sequences {Sy;} and {S.;} utilizing chaotic sys-
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tems. Since chaotic systems are extremely sensitive to ini-
tial conditions (i.e., the key seeds k; and k.), this means
that even minor changes in the keys k; and k. will result
in completely different {Sy;} and {S;}, further increasing
the difficulty of cracking.

4.2.2 Visual Quality Analysis

Figure presents a comparison between the original
images and the encrypted image after embedding data.
Specifically, (a) and (c) are the original images, while (b)
and (d) are the images after image encryption and secret
data embedding using the proposed algorithm.

(a) (b) () d

Figure 16: Original image and encrypted image after em-
bedding data. (a) The original image; (b) Encrypted im-
age after embedding data; (c¢) The original image; (d)
Encrypted image after embedding data.

The PSNR, SSIM values for each pair of images in the
test set were calculated, and the average PSNR, SSIM
values for each type of image and the overall average
PSNR,SSIM value are presented in Table [6] It can be
observed that the PSNR values of the test images fluc-
tuate around 3.4 and the SSIM values of the test images
fluctuates around 0.0030, indicating a minimal correla-
tion. Therefore, it is highly unlikely for an attacker to
analyze and extract the original image features directly
from the processed images.

Table 6: PSNR and SSIM values

PSNR SSIM
CAD 3.4 0.00375
Cartoon 3.4 0.00352
QR Code 3.0 0.00407
Mask 3.2 0.00224
Texture 3.0 0.00302
Text 3.6 0.00391
Average value 3.2 0.00342
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5 Conclusions

This paper proposes an improved reversible data hiding
algorithm for encrypting binary images. The image blocks
are classified into UBs and NUBs, and different embed-
ding strategies are applied in different blocks. A novel
combined method of cross prediction and T-shaped pre-
diction is designed for the restoration of NUBs, which re-
duces the distortion of the restored image under the same
embedding capacity.

The algorithm comprehensively utilizes multiple en-
cryption methods, which not only enhances the conceal-
ment of the original image but also improves the security
of the embedded data. Moreover, the algorithm proposes
a method to increase the embedding capacity, allowing the
embedding of 6-bit information in NUBs. Experimental
results show that under the condition of equal block di-
vision, the embedding capacity is significantly improved.
Furthermore, a prediction error correction method is pre-
sented, which enables the complete reversible recovery of
the original image.
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