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#### Abstract

This paper describes impossible differential (ID) attacks on an AES variant designed by Venkaiah et al.. They claim that their cipher has improved resistance to ID attacks due to a new MixColumns matrix with a branch number 4, which is smaller than that of the original AES. We argue against this statement. The contributions of this paper include ID distinguishers for Venkaiah et al.'s cipher, and a discussion of the susceptibility of such variants to impossible differential and other modern cryptanalytic techniques.
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## 1 Introduction

Rijndael is a Substitution Permutation Network (SPN) type block cipher designed by Joan Daemen and Vincent Rijmen for the AES Development Process, initiated by the National Institute of Standards and Technology (NIST) in the USA in 1997 [1, 9]. The 128-bit block version of Rijndael, with a key of 128,192 or 256 bits, is officially known as the AES [10]. Typically, text blocks, keys and subkeys are represented compactly by a $4 \times N b$ state matrix of bytes, where $N b$ is the number of 32 -bit words in a block. For instance, the state matrix for a $4 t$-byte text block, $A=\left(a_{0}, a_{1}, a_{2}, a_{3}, a_{4}, \ldots, a_{4 t-1}\right)$, is denoted

$$
\text { State }=\left(\begin{array}{cccc}
a_{0} & a_{4} & \ldots & a_{4 t-4}  \tag{1}\\
a_{1} & a_{5} & \ldots & a_{4 t-3} \\
a_{2} & a_{6} & \ldots & a_{4 t-2} \\
a_{3} & a_{7} & \ldots & a_{4 t-1}
\end{array}\right)
$$

namely, with bytes inserted columnwise. Note that byte positions in a state matrix follows the subscripts of the bytes in (1).

There are four layers in a full round of Rijndael, in order: SubBytes (denoted SB), ShiftRows (SR), MixColumns (MC) and AddRoundKey $\left(\mathrm{AK}_{i}\right.$, where $i$ is the round number) [10].

This paper is organized as follows: Section 2 describes the AES variant by Venkaiah et al.. Section 3 gives a brief
overview of the impossible-differential technique. Section 5 concludes the paper.

## 2 Venkaiah et al.'s AES Design

In [14], Venkaiah et al. suggested a variant of AES with a new S-box, a modified MixColumns matrix, and a new irreducible polynomial for $\operatorname{GF}\left(2^{8}\right)$. They used $x^{8}+x^{6}+$ $x^{5}+x+1$ as primitive irreducible polynomial for $\mathrm{GF}\left(2^{8}\right)$, in contrast to the AES irreducible (but not primitive) polynomial $x^{8}+x^{4}+x^{3}+x+1$. Their new S-box was constructed based on two transformations in this order:

- powers of 3 , a primitive element in $F_{257}^{*}$. If the power is 256 , the result is treated as 0 .
- take multiplicative inverse in $\operatorname{GF}\left(2^{8}\right)$, with 0 mapped to itself.

One feature of their new S-box is its algebraic expression in $\operatorname{GF}\left(2^{8}\right)=\operatorname{GF}(2)[\mathrm{x}] /\left(x^{8}+x^{6}+x^{5}+x+1\right)$ : $S^{\prime}[x]=01_{\mathrm{x}}+2 \mathrm{f}_{\mathrm{x}} \cdot x+\mathrm{d}_{\mathrm{x}} \cdot x^{2}+23_{\mathrm{x}} \cdot x^{3}+\mathrm{dd}_{\mathrm{x}} \cdot x^{4}+\mathrm{ed}_{\mathrm{x}} \cdot x^{5}+$ $\mathrm{a} 8_{\mathrm{x}} \cdot x^{6}+98_{\mathrm{x}} \cdot x^{7}+49_{\mathrm{x}} \cdot x^{8}+03_{\mathrm{x}} \cdot x^{9}+\mathrm{a} 4_{\mathrm{x}} \cdot x^{10}+39_{\mathrm{x}} \cdot x^{11}+$ $78_{\mathrm{x}} \cdot x^{12}+8 \mathrm{e}_{\mathrm{x}} \cdot x^{13}+94_{\mathrm{x}} \cdot x^{14}+\mathrm{f} 2_{\mathrm{x}} \cdot x^{15}+19_{\mathrm{x}} \cdot x^{16}+66_{\mathrm{x}} \cdot x^{17}+$ $\mathrm{bc}_{\mathrm{x}} \cdot x^{18}+46_{\mathrm{x}} \cdot x^{19}+6 \mathrm{f}_{\mathrm{x}} \cdot x^{20}+74_{\mathrm{x}} \cdot x^{21}+\mathrm{db}_{\mathrm{x}} \cdot x^{22}+70_{\mathrm{x}} \cdot x^{23}+$ $75_{\mathrm{x}} \cdot x^{24}+43_{\mathrm{x}} \cdot x^{25}+\mathrm{e} 3_{\mathrm{x}} \cdot x^{26}+\mathrm{eb}_{\mathrm{x}} \cdot x^{27}+\mathrm{eb}_{\mathrm{x}} \cdot x^{28}+\mathrm{ad}_{\mathrm{x}} \cdot x^{29}+$ $79_{\mathrm{x}} \cdot x^{30}+22_{\mathrm{x}} \cdot x^{31}+\mathrm{fb}_{\mathrm{x}} \cdot x^{32}+\mathrm{ed}_{\mathrm{x}} \cdot x^{33}+28_{\mathrm{x}} \cdot x^{34}+62_{\mathrm{x}} \cdot x^{35}+$ $\mathrm{f} 4_{\mathrm{x}} \cdot x^{36}+24_{\mathrm{x}} \cdot x^{37}+36_{\mathrm{x}} \cdot x^{38}+4 \mathrm{~b}_{\mathrm{x}} \cdot x^{39}+31_{\mathrm{x}} \cdot x^{40}+\mathrm{ae}_{\mathrm{x}} \cdot x^{41}+$ $\mathrm{bf}_{\mathrm{x}} \cdot x^{42}+3 \mathrm{f}_{\mathrm{x}} \cdot x^{43}+57_{\mathrm{x}} \cdot x^{44}+22_{\mathrm{x}} \cdot x^{45}+9 \mathrm{f}_{\mathrm{x}} \cdot x^{46}+\mathrm{a} 4_{\mathrm{x}} \cdot x^{47}+$ $\mathrm{b} 7_{\mathrm{x}} \cdot x^{48}+96_{\mathrm{x}} \cdot x^{49}+56_{\mathrm{x}} \cdot x^{50}+25_{\mathrm{x}} \cdot x^{51}+56_{\mathrm{x}} \cdot x^{52}+8 \mathrm{e}_{\mathrm{x}} \cdot x^{53}+$ $\mathrm{c} 7_{\mathrm{x}} \cdot x^{54}+9 \mathrm{c}_{\mathrm{x}} \cdot x^{55}+26_{\mathrm{x}} \cdot x^{56}+57_{\mathrm{x}} \cdot x^{57}+05_{\mathrm{x}} \cdot x^{58}+82_{\mathrm{x}} \cdot x^{59}+$ $\mathrm{ea}_{\mathrm{x}} \cdot x^{60}+\mathrm{bb}_{\mathrm{x}} \cdot x^{61}+2 \mathrm{~b}_{\mathrm{x}} \cdot x^{62}+\mathrm{f} 6_{\mathrm{x}} \cdot x^{63}+13_{\mathrm{x}} \cdot x^{64}+96_{\mathrm{x}} \cdot x^{65}+$ $\mathrm{c}_{\mathrm{x}} \cdot x^{66}+5 \mathrm{a}_{\mathrm{x}} \cdot x^{67}+\mathrm{ba}_{\mathrm{x}} \cdot x^{68}+\mathrm{da}_{\mathrm{x}} \cdot x^{69}+27_{\mathrm{x}} \cdot x^{70}+60_{\mathrm{x}} \cdot x^{71}+$ $\mathrm{c} 8_{\mathrm{x}} \cdot x^{72}+74_{\mathrm{x}} \cdot x^{73}+\mathrm{b} 8_{\mathrm{x}} \cdot x^{74}+\mathrm{d} 5_{\mathrm{x}} \cdot x^{75}+\mathrm{f} 2_{\mathrm{x}} \cdot x^{76}+\mathrm{c} 2_{\mathrm{x}} \cdot x^{77}+$ $71_{\mathrm{x}} \cdot x^{78}+\mathrm{a}_{1} \cdot x^{79}+\mathrm{c} 3_{\mathrm{x}} \cdot x^{80}+85_{\mathrm{x}} \cdot x^{81}+\mathrm{b} 7_{\mathrm{x}} \cdot x^{82}+6 \mathrm{~d}_{\mathrm{x}} \cdot x^{83}+$ $18_{\mathrm{x}} \cdot x^{84}+\mathrm{ch}_{\mathrm{x}} \cdot x^{85}+72_{\mathrm{x}} \cdot x^{86}+\mathrm{ea}_{\mathrm{x}} \cdot x^{87}+07_{\mathrm{x}} \cdot x^{88}+\mathrm{ac}_{\mathrm{x}} \cdot x^{89}+$ $18_{\mathrm{x}} \cdot x^{90}+13_{\mathrm{x}} \cdot x^{91}+85_{\mathrm{x}} \cdot x^{92}+\mathrm{b} 7_{\mathrm{x}} \cdot x^{93}+\mathrm{a} 4_{\mathrm{x}} \cdot x^{94}+\mathrm{c} 2_{\mathrm{x}} \cdot x^{95}+$ $23_{\mathrm{x}} \cdot x^{96}+\mathrm{ee}_{\mathrm{x}} \cdot x^{97}+\mathrm{e} 2_{\mathrm{x}} \cdot x^{98}+59_{\mathrm{x}} \cdot x^{99}+46_{\mathrm{x}} \cdot x^{100}+34_{\mathrm{x}} \cdot x^{101}+$ $\mathrm{a} 1_{\mathrm{x}} \cdot x^{102}+38_{\mathrm{x}} \cdot x^{103}+3 \mathrm{c}_{\mathrm{x}} \cdot x^{104}+0 \mathrm{~b}_{\mathrm{x}} \cdot x^{105}+7 \mathrm{~d}_{\mathrm{x}} \cdot x^{106}+$ $\mathrm{b} 4_{\mathrm{x}} \cdot x^{107}+41_{\mathrm{x}} \cdot x^{108}+05_{\mathrm{x}} \cdot x^{109}+\mathrm{e} 7_{\mathrm{x}} \cdot x^{110}+\mathrm{ee} \mathrm{e}_{\mathrm{x}} \cdot x^{111}+$ $5 \mathrm{~d}_{\mathrm{x}} \cdot x^{112}+80_{\mathrm{x}} \cdot x^{113}+\mathrm{b} 5_{\mathrm{x}} \cdot x^{114}+15_{\mathrm{x}} \cdot x^{115}+\mathrm{d} 4_{\mathrm{x}} \cdot x^{116}+$ $65_{\mathrm{x}} \cdot x^{117}+85_{\mathrm{x}} \cdot x^{118}+8 \mathrm{f}_{\mathrm{x}} \cdot x^{119}+\mathrm{ec}_{\mathrm{x}} \cdot x^{120}+50_{\mathrm{x}} \cdot x^{121}+$ $\mathrm{cc}_{\mathrm{x}} \cdot x^{122}+2 \mathrm{a}_{\mathrm{x}} \cdot x^{123}+8 \mathrm{f}_{\mathrm{x}} \cdot x^{124}+0 \mathrm{c}_{\mathrm{x}} \cdot x^{125}+85_{\mathrm{x}} \cdot x^{126}+$ $9 \mathrm{e}_{\mathrm{x}} \cdot x^{127}+3 \mathrm{f}_{\mathrm{x}} \cdot x^{128}+02_{\mathrm{x}} \cdot x^{129}+\mathrm{e} 9_{\mathrm{x}} \cdot x^{130}+6 \mathrm{a}_{\mathrm{x}} \cdot x^{131}+$
 $c 9_{x} \cdot x^{252}+0 \mathrm{~d}_{\mathrm{x}} \cdot x^{253}+29_{\mathrm{x}} \cdot x^{254}$, which is much more involved and certainly not as sparse as AES S-box expres$\operatorname{sion} S[x]=63_{\mathrm{x}}+8 \mathrm{f}_{\mathrm{x}} \cdot x^{127}+\mathrm{b} 5_{\mathrm{x}} \cdot x^{191}+01_{\mathrm{x}} \cdot x^{223}+\mathrm{f} 4_{\mathrm{x}} \cdot x^{239}+$ $25_{\mathrm{x}} \cdot x^{247}+\mathrm{f} 9_{\mathrm{x}} \cdot x^{251}+09_{\mathrm{x}} \cdot x^{253}+05_{\mathrm{x}} \cdot x^{254}$. The subscript x indicates hexadecimal notation. The motivation for this new S-box, denoted $S^{\prime}$, may be related to attacks exploiting the sparsity of the algebraic expression of the AES S-box [8].

The highest non-trivial differential probability and maximum non-trivial linear probability of $S^{\prime}$ are depicted in Table 1, together with the profiles for the AES S-box [9]. These figures are called simply differential and linear profiles of $S^{\prime}$.

From a differential cryptanalysis perspective, the AES S-box maximum probability is smaller than Venkaiah et al.'s AES S-box. Thus, the former's differential profile is better than the latter's. Also, from a linear cryptanalysis point of view, the original AES S-box linear profile is better than Venkaiah et al.'s profile.

Before discussing the minimum number of rounds for a differential and a linear attack, we first discuss the diffusion power of Venkaiah et al.'s AES. Another modification suggested in [14] is a new MixColumns matrix, which we denote $\mathrm{MC}^{\prime}$, with branch number four:

$$
M C^{\prime}=\left[\begin{array}{llll}
02_{\mathrm{x}} & 01_{\mathrm{x}} & 03_{\mathrm{x}} & 01_{\mathrm{x}} \\
01_{\mathrm{x}} & 02_{\mathrm{x}} & 01_{\mathrm{x}} & 03_{\mathrm{x}} \\
03_{\mathrm{x}} & 01_{\mathrm{x}} & 02_{\mathrm{x}} & 01_{\mathrm{x}} \\
01_{\mathrm{x}} & 03_{\mathrm{x}} & 01_{\mathrm{x}} & 02_{\mathrm{x}}
\end{array}\right]
$$

An example of an input/output difference tuple with branch number four is $(\delta, 0, \delta, 0) \xrightarrow{M C^{\prime}}(\delta, 0, \delta, 0)$, where $\delta \neq 0$. Similarly, $(0, \delta, 0, \delta) \xrightarrow{M C^{\prime}}(0, \delta, 0, \delta)$. These differences tuples show that MC' is not an MDS matrix, since
there are $2 \times 2$ singular submatrices of $\mathrm{MC}^{\prime}$, such as

$$
\left[\begin{array}{ll}
01_{\mathrm{x}} & 01_{\mathrm{x}}  \tag{3}\\
01_{\mathrm{x}} & 01_{\mathrm{x}}
\end{array}\right]
$$

Notice that MC' uses the same coefficients as the original MixColumns matrix of the AES, but in a different order. The apparent motivation for the choice of MC' was to speed up the decryption procedure, since $\mathrm{MC}^{\prime}$ is involutory (it is its own inverse). But, this discrepancy between the performance of AES encryption and decryption procedures can be diminished by other means, as pointed out by Barreto in [2], in which the InvMixColumns matrix is split as

$$
\left.\begin{array}{llll}
0 e_{\mathrm{x}} & 0 \mathrm{~b}_{\mathrm{x}} & 0 \mathrm{~d}_{\mathrm{x}} & 09_{\mathrm{x}} \\
09_{\mathrm{x}} & 0 \mathrm{e}_{\mathrm{x}} & 0 \mathrm{~b}_{\mathrm{x}} & 0 \mathrm{~d}_{\mathrm{x}} \\
0 \mathrm{~d}_{\mathrm{x}} & 09_{\mathrm{x}} & 0 \mathrm{e}_{\mathrm{x}} & 0 \mathrm{~b}_{\mathrm{x}} \\
0 \mathrm{~b}_{\mathrm{x}} & 0 \mathrm{~d}_{\mathrm{x}} & 09_{\mathrm{x}} & 0 \mathrm{e}_{\mathrm{x}}
\end{array}\right] \cdot\left[\begin{array}{lllll}
05_{\mathrm{x}} & 00_{\mathrm{x}} & 04_{\mathrm{x}} & 00_{\mathrm{x}} \\
00_{\mathrm{x}} & 05_{\mathrm{x}} & 00_{\mathrm{x}} & 04_{\mathrm{x}}  \tag{}\\
04_{\mathrm{x}} & 00_{\mathrm{x}} & 05_{\mathrm{x}} & 00_{\mathrm{x}} \\
00_{\mathrm{x}} & 04_{\mathrm{x}} & 00_{\mathrm{x}} & 05_{\mathrm{x}}
\end{array}\right]=\left[\begin{array}{llllll}
02_{\mathrm{x}} & 03_{\mathrm{x}} & 01_{\mathrm{x}} & 01_{\mathrm{x}} \\
01_{\mathrm{x}} & 02_{\mathrm{x}} & 03_{\mathrm{x}} & 01_{\mathrm{x}} \\
01_{\mathrm{x}} & 01_{\mathrm{x}} & 02_{\mathrm{x}} & 03_{\mathrm{x}} \\
03_{\mathrm{x}} & 01_{\mathrm{x}} & 01_{\mathrm{x}} & 02_{\mathrm{x}}
\end{array}\right]
$$

The matrix in the right-hand-side of (4) is the AES matrix used in encryption mode. The leftmost matrix in (4) is used in decryption mode. According to [2] "InvMixColumn can be efficiently implemented with the same resources as MixColumn, plus six exclusive-ors and four xtime calls".

The main drawback of $\mathrm{MC}^{\prime}$ is that it is not an MDS matrix like AES's MixColumn matrix. Venkaiah et al. stated in [14] that MC' "... has branch number 4 and, correspondingly, has low diffusion power. This reduction in branch number may be viewed positively as a way to curtail the effect of impossible differential cryptanalysis". The consequences of the smaller branch number from an ID cryptanalysis perspective are discussed in Section 4.

An immediate consequence of the smaller branch number in Venkaiah et al.'s design concerns the resistance to differential [6] and linear [13] cryptanalysis. In (5), we depict an 4-round differential of Venkaiah et al.'s AES, constructed to minimize the number of active S-boxes, using MC' and (3). The symbol $\delta$ denotes a nonzero exclusive-or byte difference, and 0 a zero byte difference. The round transformations, AddRoundKey $\left(\mathrm{AK}_{i}\right)$, SubBytes (SB), ShiftRows (SR) and MixColumns (MC) are composed in left-to-right order, for instance, $S R \circ S B \circ A K_{0}(X)=$ $S R\left(S B\left(A K_{0}(X)\right)\right)$. Notice that there are 20 active Sboxes in (5). Table 2 compares the number of active $S$ boxes of the best differential characteristics and linear relations across four rounds of Venkaiah et al.'s design and for the AES.

Taking into account Tables 1 and 2, Venkaiah et al.'s design not only have a smaller number of active S-boxes (due to weaker diffusion of $\mathrm{MC}^{\prime}$ ), but also the differential profile of $S^{\prime}$ is worse (higher) than that of the AES S-box. Concerning differential cryptanalysis (DC), the estimated number of active S-boxes for four rounds is 20 , and the probability of the differential becomes $\left(2^{-4.41}\right)^{20}=2^{-88.2}$, while for the AES, the corresponding probability is $\left.\left(2^{( }-6\right)^{25}\right)=2^{-150}$. Analogously, for LC, Venkaiah et al.'s design restricted to four rounds has bias of the linear relation equal to $\left(2^{-2.83}\right)^{20}=2^{-56.6}$, while for the AES, it is $\left.\left(2^{( }-3\right)^{25}\right)=2^{-75}$. Thus, considering conventional DC and LC, the original AES [9] is

Table 1: Differential and linear profiles of $S$ and $S^{\prime}$

| Cipher | Best nontrivial <br> DC profile of $S$ | Best nontrivial <br> LC profile of $S^{\prime}$ |
| :---: | :---: | :---: |
| AES | $2^{-6}$ | $2^{-3}$ |
| Venkaiah et al. | $12 / 256 \approx 2^{-4.41}$ | $36 / 256 \approx 2^{-2.83}$ |

Table 2: Comparison of differential and linear profiles

| Cipher | Branch <br> Number | \# act. S-boxes <br> DC (4 rounds) | \# act. S-boxes <br> LC (4 rounds) |
| :---: | :---: | :---: | :---: |
| AES | 5 | 25 | 25 |
| Venkaiah et al.'s | 4 | 20 | 20 |

\# active S-box DC: minimum number of active S-boxes in a differential characteristic across 4 rounds. \# active S-box LC: minimum number of active S-boxes in a linear relation across 4 rounds.
more robust than Venkaiah et al.'s design.

$$
\begin{aligned}
& \left(\begin{array}{llll}
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \delta & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \stackrel{\left(R \circ S B \circ A K_{0}\right.}{\longrightarrow}\left(\begin{array}{cccc}
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& S B \circ A \xrightarrow{K_{1}} \circ M C^{\prime}\left(\begin{array}{llll}
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \xrightarrow{S R}\left(\begin{array}{llll}
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & \delta & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& S B \circ A \xrightarrow{K_{2}} \circ M C^{\prime}\left(\begin{array}{llll}
\delta & 0 & \delta & 0 \\
\delta & 0 & \delta & 0 \\
\delta & 0 & \delta & 0 \\
\delta & 0 & \delta & 0
\end{array}\right) \xrightarrow{S R}\left(\begin{array}{llll}
\delta & 0 & \delta & 0 \\
0 & \delta & 0 & \delta \\
\delta & 0 & \delta & 0 \\
0 & \delta & 0 & \delta
\end{array}\right) \\
& S B \circ A \xrightarrow{K_{3} \circ M C^{\prime}}\left(\begin{array}{llll}
\delta & 0 & \delta & 0 \\
0 & \delta & 0 & \delta \\
\delta & 0 & \delta & 0 \\
0 & \delta & 0 & \delta
\end{array}\right) \xrightarrow{A K_{4} \circ S R}\left(\begin{array}{llll}
\delta & 0 & \delta & 0 \\
\delta & 0 & \delta & 0 \\
\delta & 0 & \delta & 0 \\
\delta & 0 & \delta & 0
\end{array}\right) \text { (5) }
\end{aligned}
$$

## 3 Impossible Differential Attacks

Unlike differential and linear techniques, which look for events such as text patterns or statistical correlations of high probability, the impossible differential (ID) method looks for events that never happen. The impossible differential (ID) technique operates in a chosen-plaintext setting. This attack was formerly proposed in [11] against the DEAL block cipher, and further applied to Skipjack [3], IDEA and Khufu [4], the AES [5] and several other ciphers.

ID distinguishers currently reported in the literature use the miss-in-the-middle technique described in [3]. This technique requires two differentials ( $\nabla$ and $\Delta$ ) both holding with probability one. We denote by $\nabla$ the "topdown" truncated differential, because the difference patterns propagate in the encryption direction. And $\Delta$ is the "bottom-up" truncated differential because the difference patterns propagate in the decryption direction. The ID
distinguisher consists of the concatenation of both differentials. But, the differentials are constructed such that the output difference pattern of $\nabla$ is incompatible with the output difference pattern of $\Delta$, in the sense that the output difference of $\nabla$ cannot cause the input difference of $\Delta$. This contradiction explains the term "miss-in-themiddle".

In byte-oriented ciphers such as Rijndael (AES), it is typical to use truncated differentials [12] to construct $\Delta$ and $\nabla$, because truncated difference patterns hold with certainty, and are independent of the S-box. In truncated differentials, one only distinguishes between zero and nonzero differences, namely, the exact value of the nonzero difference is irrelevant. For bytewise difference patterns (as in Rijndael), a nonzero byte difference will be denoted $\delta$. In contrast, a zero byte difference will be denoted simply 0 . Recall that although $\delta$ is used throughout the distinguisher, it does not mean that all these bytes contain the same difference value. The difference operator used in Rijndael is exclusive-or.

In the following sections we assume that the user key size is the same as the block size, 128 bits.

## 4 ID Distinguisher for Venkaiah et al.'s AES

In this section we demonstrate that a decrease in the branch number (or diffusion power) in Venkaiah et al.'s AES does not curtail the effect of impossible differential attacks.

In (6) we have an example of 4-round ID distinguisher for Venkaiah et al.'s AES. This distinguisher is exactly the same one used in [5] by Biham and Keller against AES. The top-down truncated differential covers $\mathrm{AK}_{0}$ until MC' of the third round. The bottom-up truncated differential covers $\mathrm{AK}_{4}$ up until MC' of the third round. These two
differentials are incompatible. Note the pattern of four nonzero byte differences in the leftmost column of the state matrix before the MC' layer of the third round, and the pattern of four zero byte differences in the same column after the MC' layer. This difference pattern before and after $\mathrm{MC}^{\prime}$ in the leftmost column is contradictory (even with the branch number 4). The symbol $\rightarrow$ means that the difference pattern on the left-hand side causes the difference pattern on the right-hand side. Contradiction is denoted by $\nrightarrow$.

$$
\begin{align*}
& \left(\begin{array}{llll}
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \stackrel{M C^{\prime} \circ S R \circ S B \circ A K_{0}}{\longrightarrow}\left(\begin{array}{llll}
\delta & 0 & 0 & 0 \\
\delta & 0 & 0 & 0 \\
\delta & 0 & 0 & 0 \\
\delta & 0 & 0 & 0
\end{array}\right) \\
& \xrightarrow{S R \circ S B O A K_{1}}\left(\begin{array}{llll}
\delta & 0 & 0 & 0 \\
0 & 0 & 0 & \delta \\
0 & 0 & \delta & 0 \\
0 & \delta & 0 & 0
\end{array}\right) \stackrel{S R \circ S B \circ A K_{2} \circ M C^{\prime}}{ } \\
& \left(\begin{array}{llll}
\delta & \delta & \delta & \delta \\
\delta & \delta & \delta & \delta \\
\delta & \delta & \delta & \delta \\
\delta & \delta & \delta & \delta
\end{array}\right) \stackrel{M C^{\prime}}{\nrightarrow}\left(\begin{array}{llll}
0 & \delta & \delta & \delta \\
0 & \delta & \delta & \delta \\
0 & \delta & \delta & \delta \\
0 & \delta & \delta & \delta
\end{array}\right) \\
& A K_{3} \circ S B^{-1} \circ S R^{-1} \circ A K_{4}\left(\begin{array}{llll}
0 & \delta & \delta & \delta \\
\delta & \delta & \delta & 0 \\
\delta & \delta & 0 & \delta \\
\delta & 0 & \delta & \delta
\end{array}\right) \tag{6}
\end{align*}
$$

The distinguisher (6) belongs to a set of related distinguishers, all of which share the same input difference pattern, the same number of rounds, and the same number of zero output byte differences, but the precise output difference pattern changes. For example, (6) contains zero byte differences in the ciphertext positions $(0,7,10,13)$ of the state matrix, but other ciphertext difference patterns also cause contradiction. These patterns contain zero byte differences only in positions $(1,4,11,14),(2,5$, $8,15)$ and $(3,6,9,12)$. Thus, all of these zero (ciphertext) byte positions are 'forbidden'.

### 4.1 ID Attack

A key-recovery ID attack on 5-round Venkaiah et al.'s AES operates the same way as the one used against 5round AES in [5]. The distinguisher (6) is positioned in the last four rounds. The attack works as follows:
(i) Create a pool of $2^{32}$ plaintexts $P_{i}=\left(p_{0}, p_{1}, \ldots, p_{15}\right)$, such that $\left(p_{0}, p_{5}, p_{10}, p_{15}\right)$ range over all 32 -bit values, while the remaining bytes assume arbitrary constant values. Encrypt this pool across 5 rounds and obtain a corresponding ciphertext pool $C_{i}=$ $\left(c_{0}, c_{1}, \ldots, c_{15}\right)$. Each such pool leads to about $2^{32}\left(2^{32}-1\right) / 2 \approx 2^{63}$ pairs $C_{i} \oplus C_{j}$, with $i \neq j$;
(ii) For each pair of ciphertexts $\left(C_{i}, C_{j}\right)$ such that only the bytes at position $(0,7,10,13)$ are zero, guess 32 bits of $\mathrm{AK}_{0}$ in position $(0,5,10,15)$ and decrypt the first round of $\left(P_{i}, P_{j}\right)$ up to the leftmost column of the first MC' layer. If only one byte difference is nonzero in this column (see (6)), then the guessed 32 -bit subkey is wrong;
(iii) Output the (only) 32-bit subkey value that is not eliminated by the filtering in (ii).

The attack procedure and its complexities are the same as the one on the original AES: $2^{31}$ time, $2^{29.5}$ chosen plaintexts (CP), $2^{32}$ memory.

Another attack using (6) can recover subkey bits from both $\mathrm{AK}_{0}$ and $\mathrm{AK}_{6}$ of 6 rounds of Venkaiah et al.'s AES, similar to [7]. This attack works as follows:
(a) Create a pool of $2^{32}$ plaintexts $P_{i}=\left(p_{0}, p_{1}, \ldots, p_{15}\right)$ such that $\left(p_{0}, p_{5}, p_{10}, p_{15}\right)$ assume all possible 32 -bit values, and the remaining bytes assume arbitrary constant values. Each such pool leads to about $2^{32}\left(2^{32}-1\right) / 2 \approx 2^{63}$ pairs $C_{i} \oplus C_{j}$, with $i \neq j$;
(b) Consider $2^{59.5}$ pools, which mean $2^{91.5}$ chosen plaintexts (CP) and $2^{122.5}$ plaintext pairs. Find ciphertext pairs that contain zero difference in the bottommost two rows of the state matrix (a $2^{-64}$ filtration condition). The expected number of pairs that satisfy this restriction is $2^{122.5-64}=2^{58.5}$.
(c) Guess 64 bits of $\mathrm{AK}_{6}=\left(k_{6,0}, k_{6,1}, \ldots, k_{6,15}\right)$ corresponding to the topmost two rows of the state ma$\operatorname{trix}$, i.e. $\left(k_{6,0}, k_{6,1}, k_{6,4}, k_{6,5}, k_{6,8}, k_{6,9}, k_{6,12}, k_{6,13}\right)$.
(d) For each ciphertext pair $\left(C_{i}, C_{j}\right)$ that satisfies step (b), decrypt the last round and compute $\mathrm{MC}^{\prime-1}\left(C_{i} \oplus\right.$ $C_{j}$ ) and check if there are zero byte differences in one of the forbidden positions $(0,7,10,13),(1,4,11,14)$, $(2,5,8,15),(3,6,9,12)$. The joint probability of these difference patterns is $4 \cdot 2^{-32} \approx 2^{-30}$, and the expected number of remaining pairs is $2^{58.5} \cdot 2^{-30}=$ $2^{28.5}$.
(e) For a plaintext pair $\left(P_{i}, P_{j}\right)$ corresponding to a ciphertext pair from step (d), guess 32 subkey bits $\left(k_{0,0}, k_{0,5}, k_{0,10}, k_{0,15}\right)$ of $\mathrm{AK}_{0}=\left(k_{0,0}, k_{0,1}, \ldots\right.$, $k_{0,15}$ ) and encrypt the first round until after the first MC' layer. Keep those pairs for which there is only one nonzero byte difference in the leftmost column after MC'. The probability of this event is $4 \cdot\left(2^{8}-1\right) / 2^{32} \approx 2^{-22}$ for three zero byte differences in a single column of MC'.
(f) Every subkey that leads to such difference is wrong. After analyzing $2^{28.5}$ pairs, there remains about $2^{32}\left(1-2^{-22}\right)^{2^{28.5}} \approx 2^{32} \cdot e^{-2^{6.5}}<1$ wrong key values.
(g) Steps (c) and (d) require $2 \cdot 2^{58.5} \cdot 2^{64}=2^{123.5} 1$ round computations, and step (e) requires about $2^{119}$ 1 -round computations [7]. The total time complexity is $\left(2^{123.5}+2^{119}\right) / 6 \approx 2^{121} 6$-round computations, $2^{91.5} \mathrm{CP}$ and $2^{32}$ memory. To recover the remaining bits of $\mathrm{AK}_{6}$, we repeat the same attack, but look for the subkey bits on the lower two rows of the state matrix. Only the time complexity doubles.

Table 3: Complexity of ID attacks on Venkaiah et al.'s AES

| \# Rounds | Time | Data | Memory |
| :---: | :---: | :---: | :---: |
| 5 | $2^{31}$ | $2^{29.5} \mathrm{CP}$ | $2^{32}$ |
| 6 | $2^{122}$ | $2^{91.5} \mathrm{CP}$ | $2^{32}$ |

## 5 Conclusion

This paper argued about differential and linear cryptanalysis of Venkaiah et al.'s AES design, and concluded that it is not better than the original AES (Table 2).

In [14], it is claimed that "The reduction in branch number leading to low diffusion power may in fact be viewed as a factor that curtails the effect of impossible differential cryptanalysis." We argue against their claim, and described impossible differential (ID) distinguishers and attacks on reduced-round versions of Venkaiah et al.'s AES. We used the same approach as [4] and [7] to construct the ID distinguishers and attack 4 and 5 rounds of Venkaiah et al.'s design.

Table 3 lists the complexities of ID attacks on reducedround variants of Venkaiah et al.'s design. These complexities are the same as for reduced-round AES. Therefore, we do not agree with their claim that a small branch number effectively curtails the effect of ID attacks.

It is left as an open problem whether there are other ID distinguishers that achieve a better tradeoff (more rounds, smaller attack complexities) on Venkaiah et al.'s AES than (6).
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