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Abstract

Single user chaotic communication system is well known
and documented in recent years as a system that enhance
the security in signal transmission. In this paper, we
propose a multiuser chaos-based communication system.
We will present the results of the investigation of this
proposed system, called Chaotic Phase Shift Keying, ob-
tained by simulation, operating in white Gaussian noise
channel. The theoretical expression for the probability of
error is derived and compared to the bit error rate (BER)
characteristics of the system obtained by simulation. The
results reveal that the simulated system achieves excellent
BER performance, matching that of theoretical CPSK.

Keywords: Chaos-based communications, secure commu-
nications

1 Introduction

In the past decade, there has been extensive growth and
demand in personal communications services. In many
cases, users must be provided access to the same or ad-
jacent frequency band simultaneously. However, mobile
radio systems are limited by interference from other users
[3].

The concept of cryptologia with chaotic systems was
introduced by Pecora and Carroll in 1990 [2]. The idea of
a chaos shift keying (CSK) system was first proposed by
Parlitz et al. [4] and Dedieu et al. [5], and it is to encode
digital information using chaotic basis signals. In this
system the transmitter consists of two generators, gener-
ating two different basis functions. In each bit duration,
depending on the transmitted bit (+1 or -1), only one ba-
sis function will be used for mapping. The CSK receiver
relies on the self-synchronizing properties of chaotic sys-
tems, in which the exact replica of the basis signal can be
generated at the receiver. The receiver has a correlator,

which evaluates the correlation between the basis signal
and the received signal, and a decision circuit, which de-
termines what the binary value of the received bit is [11].

In this paper, the theory behind chaotic phase shift
keying (CPSK), an idea which was first proposed in 1995
[7] and has been investigated by others since then [10, 12],
will be studied. The analytical solution for a multi-user
CPSK system, such as the bit error rate formula, and
simulation results will be presented and compared with
the CSK ones, mentioned in [11]. In particular the aspect
of system capacity improvement will also be discussed.

2 Chaotic Transceiver Scheme -
Chaotic Phase Shift Keying

(CPSK) in AWGN Channel

In past five years, a lot of research effort has been put
into the study of digital transceiver schemes using chaotic
signals [11, 3, 9, 8, 6]. A single-user chaotic communi-
cation system consists of 3 components (See Figure 1).
Firstly, it is the transmitter, which includes an encoder,
a chaotic signal generator and a chaotic modulator. Sec-
ondly, it is the receiver, which has a demodulator and a
decoder. Lastly, it is the communication channel, where
noise is added onto the modulated signal approaching the
receiver. In our analysis, the frequency up conversion will
be excluded and a baseband signal analysis will be con-
ducted.

The main difference between the CPSK system that is
proposed here and well-known CSK system is that only
one chaotic sequence generator exists in each of the trans-
mitter and receiver in the proposed CPSK system. For
the CSK system, two sequence generators are required in
each of the transmitter and receiver.
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Figure 1: Block diagram of a chaotic communication system

2.1 Theoretical Model of a Chaotic PSK
System

Without loss of generality, we will analyze a multi-user
communication system, called the baseband communica-
tion system shown in Figure 2. The system consists of N
transmitters at the base station and N receivers, where
each receiver belongs to a single user. Each transmit-
ter consists of a chaotic sequence generator and a mod-
ulator. The modulated sequence will be combined with
those of the other users, and passed through the chan-
nel, where noise (AWGN) is added onto the combined
sequence. Each receiver consists of a chaotic sequence
generator, for locally generating chaotic sequences, and a
correlator and a decision circuit, for estimating the origi-
nal transmitted sequence.

Let’s denote the outputs of the chaotic generators,
called the chaotic sequences, by {xt} and the transmit-
ted bits by {γ1, γ2, γ3, . . .}. Let γi ∈ (+1,−1) be the ith

transmitted bit, assuming the probabilities of occurrence
of +1 and -1 are equal. Let 2β be the spreading factor,
which corresponds to the number of chaotic samples in
each transmitted bit. During the ith bit duration, i.e. for
discrete time t = 2β(i− 1) + 1, 2β(i− 1) + 2, . . . , 2βi, the

transmitter’s output of the nth user, s
(n)
t , is x

(n)
t if the

transmitted bit is +1. Else if transmitted bit is -1, then

transmitter’s output will be equal to −x
(n)
t . The Cubic

Map is chosen as the mapping scheme for the chaotic se-
quence generator, due to its excellent correlation proper-
ties [11]. The chaotic samples for each user are generated
by different initial conditions. The mean value of each of

the N generated chaotic sequences, E[x
(n)
t ], is zero.

This scheme is called chaotic phase shift keying
(CPSK) because only one generator is needed at the trans-
mitter, and if and only if the transmitted bit is -1, there
will be an 180o phase shift to the chaotic sequence (i.e. it
is multiplied by -1).

The noisy channel distorts the transmitted signal, and
the signal at the input of any receiver at time t is given
by

rt = ΣN
n=1s

(n)
t + ξt,

where the first term is the total output of the transmit-
ter at time t, and the second term, ξt, is the additive

white Gaussian noise, with zero mean and the variance
(i.e. power spectral density) equal to N0/2.

At the end of the ith bit duration, the output of the
correlator of the nth user is

z
(n)
i = Σ2βi

t=2β(i−1)+1rt · x
(n)
t ,

which is then compared to the decision value of zero.

2.2 Probability of Error Derivation

The probability of error, as the basic measure of quality of
any digital communication system, will be derived in this
section for the gth user. For the first symbol (i.e. i = 1)
sent by the gth user, the correlator output is given by

z
(g)
1 =

2β
∑

t=1

s
(g)
t · x

(g)
t +

N
∑

n=1,n6=g

2β
∑

t=1

s
(n)
t · x

(g)
t +

2β
∑

t=1

ξ · x
(g)
t . (1)

Using Equation 1 and the fact that the chaotic se-
quences generated by different initial conditions are mu-
tually independent to each other, the mean value of the

correlator’s output z
(g)
1 , given that the gth user’s trans-

mitted bit is +1, can be shown to be (See Appendix A1)

E[z
(g)
1 |(γ

(g)
1 = +1)] = 2β · E[(x

(g)
t )2],

and the variance of is derived to be (See Appendix A2)

var[z
(g)
1 |(γ

(g)
1 = +1)] = 2βvarb(x

(g)
t )2)c + βN0Eb(x

(g)
t )2c

+ ΣN
n=1,n6=g2βE[(x

(n)
t )2]E[(x

(g)
t )2].

The output of a single correlator is a sum that consists
of a large number of independent identical distributed
random variables, which is a result of correlation between
the 2β samples of the incoming noise corrupted sequence,
and the chaotic sequence of a particular user. According
to Central Limit Theorem, this sum, containing a large
number of independent variables, has a distribution that
tends to Gaussian when the number of variables tends to
infinity. And an error occurs when z

(g)
1 > 0, given that

that transmitted bit, γ
(g)
1 , was -1, or vice versa. There-

fore, the bit error rate (BER) for the gth user, denoted by
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Figure 2: Block diagram of a chaotic communication system

p(g), can be expressed as [11]

p(g) =
1

2
p(z(g) ≤ 0|γ(g) = +1) +

1

2
p(z(g) > 0|γ(g) = −1)

=
1

2
erfc

E[z(g)|γ(g) = +1]
√

2 · var[z(g)|γ(g) = +1]
,

where the error complimentary function, erfc(.), is defined
as in [11]. Assuming that all N users have equal average
transmit power Ps, i.e.,

Ps = E[(x
(1)
t )2] = E[(x

(2)
t )2] . . . = E[(x

(N)
t )2],

the probability of error for the gth user is (See Appendix
A3 for derivations)

P (g) =
1

2
erfc(

var[(x
(g)
t )2]

β · E2[(x
(g)
t )2]

+
(N − 1)

β
+

N0

2βPs

)−
1

2 . (2)

Let Ψ = [(x
(g)
t )2]/E2[(x

(g)
t )2], then, substituting Eb =

2βPs into Equation 2 we may have the general formula
for the probability of error

BERCPSK =
1

2
erfc([

Ψ

β
+

(N − 1)

β
+ (

Eb

No

)−1]−
1

2 ), (3)

which is slightly different from the expression obtained for
the CSK system, and is expressed as [11]

BERCSK =
1

2
erfc([

Ψ

β
+

(2N − 1)

β
+ (

Eb

No

)−1]−
1

2 ). (4)

This difference will have significant influence on BER
characteristics of these two systems and will give advan-
tage to the CPSK system as we will see in the next sec-
tions.

2.3 Analytical and Simulation Results

The CPSK scheme, shown in Figure 2, is simulated using
the cubic map and the spreading factor 2β = 100. For
accuracy purposes, a minimum of 35 errors were to be

detected for each user at each Eb/No level. Some of the
measurements (i.e. for BER ≤ 10−4) were done with a
higher number of errors, but the simulation time was in-
creased for the orders of magnitude, and the improvement
in the accuracy of measurements was not pronounced.
The choice of a minimum of 35 errors was determined
by following the method described in [1], which states to
achieve a BER of 10−4, with a 99% confidence, approxi-
mately 30 errors are required to be detected.

The simulator consists of a transmitter, a receiver, and
a noise generator, which generates the white noise, based
on the noise power, bandwidth of the sequence, and the
spreading factor. 20 bits are sent at a time and, the error
checking process and the computation of bit error rate
take place afterwards. Figure 3 shows the BER results
obtained from the analytical Solution 3 and simulations
and for different number of users. Figure 4 shows how
the BER changes with the number of users, at 5 different
Eb/No levels.

Figure 3: Plot of BER versus Eb/No of 1,2 and 4 users
CPSK system

Simulation results and analytical solutions are very
similar to each other and the BER increases as the Eb/No

decreases or the number of users increases. Figure 4 shows
that as the number of users increases, the change in BER
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becomes negligible. The increase in BER in the case when
the number of users increases and when Eb/No is fixed are
caused by the inter-user interference in the system. As a
conclusion, the analytical Formula 3, can provide good
estimations of the performances of the actual system.

Figure 4: Plot of BER versus number of users in the
CPSK system (top to bottom: Eb/No = 2, 4, 6, 8 and 10
dB)

Let’s compare the error probability characteristics of
CPSK derived in this paper with those of CSK, presented
in [11] and, Binary Phase Shift Keying (BPSK), presented
in [13] (See Figures 5, 6). In the case of a single user
system the BER characteristics of the CPSK system are
significantly better than the characteristics of the CSK
system, being more than 3 dB for BER = 10−3, as can
be seen from Figure 5. Also, the characteristics of the
BPSK practically match the characteristics of CPSK, the
difference being negligible at BER = 10−3. Therefore, it is
possible to design a secure single user system using CPSK
modulator that has the BER characteristics comparable
with BPSK system.

Figure 5: BER comparisons between BPSK, CSK and
CPSK (Single user system for each one)

Let us consider the difference between the CPSK and
CSK schemes, in terms of the number of users, N. To carry

Figure 6: Plot of BER versus number of users, for CSK
and CPSK. Eb/No is 10 dB

out this comparison (See Figure 7), Equations 3 and 4 are
re-arranged to give us the following formulae

NCPSK =
β

(erfc−1(2 · BER))2
− Ψ + 1 − β · (

Eb

No
)−1, (5)

NCSK =
β

2 · (erfc−1(2 · BER))2

− (Ψ − 1 + 2β · (
Eb

No
)−1)/2. (6)

Subtracting Equation 6 from Equation 5 gives us

Ndiff =
1

2
(

β

(erfc−1(2 · BER))2
− Ψ + 1). (7)

Figure 7: Increased in number of users when compar-
ing the CPSK system with the CSK system, (NCPSK4 -
NCSK), at various BER

Another point to be noted is that, the increase in num-
ber of users is consistent across all levels of noise or bit
energy, since Equation 7 does not contain the term Eb/No.
The number of users that can be supported is significantly
higher for the CPSK system, being at least 10 users more
than for the CSK system, for a BER of 10−2. This can
be considered as an important advantage of the CPSK
system that is proposed in this paper.
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3 Conclusions

In this paper the background theory and results of sim-
ulation of a multi-user chaos-based communication sys-
tem, called Chaotic Phase Shift Keying, in the presence of
white Gaussian noise is presented. The bit error rate for-
mula was derived and theoretical BER curves were com-
pared with the corresponding curves obtained by simula-
tion. It was found that the BER characteristics for the
proposed CPSK system are substantially better than that
of classical CSK. For a BER of 10−3, the improvement,
compared to CSK, in Eb/No ratio is about 3.5 dB. The
CPSK scheme was found to have a greater system capac-
ity than the classical CSK scheme because it can accom-
modate more users with the same quality. Also, it was
confirmed that the BER curves obtained from software
simulations match extremely well the theoretical curves
of CPSK.

Possible future work in this field could include the im-
plementation of this proposed system on a hardware plat-
form, such as DSP (digital signal processor) or FPGA
(Field Programmable Gate Array) as issues such as pro-
cessors speeds and finite precision of chaotic samples
might degrade the performance of the system.
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Appendix A: Derivations for E[z(g)]

z
(g)
1 =

N
∑

n=1

2β
∑

t=1

s
(n)
t x

(g)
t +

2β
∑

t=1

ξtx
(g)
t

=

2β
∑

t=1

(x
(g)
t )2 +

N
∑

n=1,n6=g

2β
∑

t=1

s
(n)
t x

(g)
t +

2β
∑

t=1

ξtx
(g)
t

E[z
(g)
1 ] = E[

2β
∑

t=1

(x
(g)
k )2] + E[

N
∑

n=1,n6=g

2β
∑

t=1

(s
(j)
t x

(g)
t ] + E[

2β
∑

k=1

ξtx
(g)
t ]

=

2β
∑

t=1

E[(x
(g)
k )2] +

N
∑

n=1,n6=g

2β
∑

t=1

E[(s
(j)
t x

(g)
t ] +

2β
∑

k=1

E[ξtx
(g)
t ]

= 2βE[(x
(g)
t )2] + 0 + 0.

Appendix B: Derivations for

var[z(g)]

z
(g)
1 =

N
∑

n=1

2β
∑

t=1

s
(n)
t x

(g)
t +

2β
∑

t=1

ξtx
(g)
t

=

2β
∑

t=1

(x
(g)
t )2 +

N
∑

n=1,n6=g

2β
∑

t=1

s
(n)
t x

(g)
t +

2β
∑

t=1

ξtx
(g)
t

= z
(g)
1A

+ z
(g)
1B

+ z
(g)
1C

.

var[z
(g)
1 ] = var[z

(g)
1A

] + var[z
(g)
1B

] + var[z
(g)
1C

]

+ cov(z
(g)
1A

, z
(g)
1B

) + cov(z
(g)
1A

, z
(g)
1C

) + cov(z
(g)
1B

, z
(g)
1C

),
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where cov(z
(g)
1A

, z
(g)
1B

) = cov(z
(g)
1A

, z
(g)
1C

) = cov(z
(g)
1B

, z
(g)
1C

) =
0.

1) var[z
(g)
1A

] = var[
∑2β

t=1(x
(g)
t )2] =

∑2β

t=1 var[(x
(g)
t )2] =

2βvar[(x
(g)
t )2].

2) var[z
(g)
1B

] = var[
∑N

n=1,n6=g

∑2β

t=1 s
(n)
t x

(g)
t ] =

∑N

n=1,n6=g

∑2β

t=1 var[s
(n)
t x

(g)
t ], where

var[s
(n)
t x

(g)
t ] = var[x

(n)
t x

(g)
t ]

= E[(x
(n)
t x

(g)
t )2] − E

2[x
(n)
t x

(g)
t ]

= E[(x
(n)
t )2(x

(g)
t )2] − E

2[x
(n)
t ]E2[x

(g)
t ]

= E[(x
(n)
t )2]E[(x

(g)
t )2] − E

2[x
(n)
t ]E2[x

(g)
t ]

= E[(x
(n)
t )2]E[(x

(g)
t )2] + 0.

var[z
(g)
1B

] =

N
∑

n=1,n6=g

2β
∑

t=1

var[s
(n)
t x

(g)
t ]

=

N
∑

n=1,n6=g

2β
∑

t=1

E[(x
(n)
t )2]E[(x

(g)
t )2]

=

N
∑

n=1,n6=g

2βE[(x
(n)
t )2]E[(x

(g)
t )2].

3)

var[z
(g)
1C

] = var[

2β
∑

t=1

ξtx
(g)
t ] =

2β
∑

t=1

var[ξtx
(g)
t ]

= 2βvar[ξtx
(g)
t ] = 2βvar[ξt]var[x

(g)
t ].

Since var[(x
(g)
t )] = E[(x

(g)
t )2] and var[ξk] = N0/2, where

N0 is the noise density, then var[z
(g)
1C

] can be given as:

var[z
(g)
1C

] = 2βN0/2 · P (g)
c = βN0E[(x

(g)
t )2].

Therefore, the var[z
(g)
i ] is

var[z
(g)
1 ] = var[z

(g)
1A

] + var[z
(g)
1B

] + var[z
(g)
1C

]

+ cov(z
(g)
1A

, z
(g)
1B

) + cov(z
(g)
1A

, z
(g)
1C

) + cov(z
(g)
1B

, z
(g)
1C

)

= 2βvar[(x
(g)
k )2] +

N
∑

n=1,n6=g

2βE[(x
(n)
t )2]E[(x

(g)
t )2]

+ βN0E[(x
(g)
t )2].

Appendix C: Derivations for P
(g)

P
(g) =

1

2
erfc

E[z(g)|γ(g) = +1]
√

2 · var[z(g)|γ(g) = +1]

=
1

2
erfc(

2βP5

V
)

=
1

2
erfc{(

V1

4β2P 2
5

)−
1

2 }

=
1

2
erfc{(

var[(x
(g)
t )2]

βP 2
5

+
(N − 1)

β
+

N0

2βP5
)−

1

2 }

=
1

2
erfc{(

var[(x
(g)
t )2]

βE2[(x
(g)
t )2]

+
(N − 1)

β
+

N0

2βP5
)−

1

2 }

V =

√

√

√

√2(2βvar[(x
(g)
t )2]) +

N
∑

n=1,n6=g

2βP 2
5 + βN0P5)

V1 = 4βvar[(x
(g)
k )2] + 4β(N − 1)(P5)

2 + 2βN0P5.
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