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Abstract

In this paper, we explore mechanisms for defending
against Distributed Denial of Service (DDoS) attacks,
have become one of the major threats to the operation
of the Internet today. We propose a novel scheme for de-
tecting and preventing the most harmful and difficult to
detect DDoS Attacks—those that use IP address spoof-
ing to disguise the attack flow. Our scheme is based on
a firewall that can distinguish the attack packets (con-
taining spoofed source addresses) from the packets sent
by legitimate users, and thus filters out most of the at-
tack packets before they reach the victim. Unlike the
other packet-marking based solutions, our scheme has a
very low deployment cost; We estimate that an imple-
mentation of this scheme would require the cooperation
of only about 20% of the Internet routers in the marking
process. The scheme allows the firewall system to config-
ure itself based on the normal traffic of a Web server, so
that the occurrence of an attack can be quickly and pre-
cisely detected. We have extensively tested our scheme
by simulating DDoS attacks with up to several thousand
attackers and the experimental results show that more
than 90% of attack packets can be effectively filtered-out
without much affecting the flow of legitimate packets to
the victim Web-server.
Keywords: Distributed denial-of-service attacks, firewall,
IP address spoofing, packet filtering

1 Introduction

Today, the Internet is an essential part of our everyday
life and many important and crucial services like bank-
ing, shopping, transport, health, and communication are
partly or completely dependent on the Internet. Accord-
ing to recent sources [12, 13] the number of hosts con-
nected to the internet has increased to almost 400 million
and there are currently more than 1 billion users of the
Internet. Thus, any disruption in the operation of the

Internet can be very inconvenient for most of us.

As the Internet was originally designed for openness
and scalability without much concern for security, mali-
cious users can exploit the design weaknesses of the in-
ternet to wreak havoc in its operation. Incidents of dis-
ruptive activities like e-mail viruses, computer worms and
denial-of service attacks have been on the rise ([6] reports
an increase of such incidents from 252 in 1990 to 137,529
in 2003). The incidents which has raised the most con-
cern in recent years are the denial-of-service(DoS) attacks
whose sole purpose is to reduce or eliminate the availabil-
ity of a service provided over the Internet, to its legitimate
users. This is achieved either by exploiting the vulnera-
bilities in the software, network protocols, or operation
systems, or by exhausting the consumable resources such
as the bandwidth, computational time and memory of
the victim. The first kind of attacks can be avoided by
patching-up vulnerable software and updating the host
systems from time to time. In comparison, the second
kind of DoS attacks are much more difficult to defend.
This works by sending a large number of packets to the
target, so that some critical resources of the victim are ex-
hausted and the victim can no longer communicate with
other users.

In the distributed form of DoS attacks (called DDoS),
the attacker first takes control of a large number of vul-
nerable hosts on the internet, and then uses them to si-
multaneously send a huge flood of packets to the victim,
exhausting all of its resources. There are a large num-
ber of exploitable machines on the internet, which have
weak security measures, for attackers to launch DDoS at-
tacks, so that such attacks can be executed by an at-
tacker with limited resources against the large, sophisti-
cated sites. The attackers in DDoS attacks always modify
the source addresses in the attack packets to hide their
identity, and making it difficult to distinguish such pack-
ets from those sent by legitimate users. This idea, called
IP address spoofing has been used in major DDoS attacks
in the recent past, including the attacks on e-commerce
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giants like Yahoo, Amazon, Microsoft, and eBay.
These recent DDoS attack used highly sophisticated

and automated tools which ironically are readily available
over the Internet, to be downloaded and used by anyone,
even computer novices, to attack any Web site. Network
worms have been developed and are available for the au-
tomatic scanning, exploitation, deployment, and propa-
gation process of the attack tools.

The devastating effects of the DoS and DDoS attacks
have caused attention of scientists and researchers, lead-
ing to various mechanisms that have been proposed to
deal with them. However, most of them are ineffec-
tive against massively distributed DoS attacks involving
thousands of compromised machines. In this paper, we
present and analyze a Marking-based Detection and Fil-
tering (MDADF) scheme to defend massively distributed
DoS attacks. The rest of the paper is organized as fol-
lows. In Section 2 we discuss the existing approaches
for defending DDoS attacks and argue why they are not
adequate. In Section 3 we state the objectives of our pro-
posed solution and then introduce the idea behind our
scheme in Section 4. The complete scheme is described in
detail in Section 5 followed by an analysis of the experi-
mental results in Section 6. In Section 7 we compare our
scheme with an existing marking-based scheme (called the
Pi scheme), to illustrate the improvements achieved by
our scheme. Finally, Section 8 concludes the discussion.

2 Approaches for Defending
DoS/DDoS Attacks

Current DoS/DDoS defenses can be classified into three
categories: preventive mechanisms, reactive mechanisms,
and source-tracking mechanisms.

2.1 Preventive Defence

The preventive schemes aim at improving the security
level of a computer system or network; thus preventing
the attacks from happening, or enhancing the resistance
to attacks.

A proactive server roaming scheme [15] belongs to this
category. This system is composed of several distributed
homogeneous servers and the location of active server
changes among them using a secure roaming algorithm.
Only the legitimate users will know the server’s roaming
time and the address of new server. All connections are
dropped when the server roams, so that the legitimate
users can get services at least in the beginning of each
roaming epoch before the attacker finds the active server
out again.

Such solutions are generally costly and difficult to re-
ally prevent attacks.

2.2 Source Tracking

The source-tracking schemes, on the other hand, aim to
track-down the sources of attacks, so that punitive ac-
tion can be taken against them and further attacks can
be avoided. The existing solutions fall into four groups:
packet marking, message traceback, logging, and traffic
observation.

Many different packet marking schemes have been pro-
posed, for encoding path information inside IP packets,
as they are routed through the internet. The idea is first
put forward by Savage et al. [21], called probabilistic
packet marking (PPM), in which the routers insert path
information into the Identification field of IP header in
each packet with certain probability, such that the victim
can reconstruct the attack path using these markings and
thus track down the sources of offending packets. Song
and Perrig improve PPM basing on a preestablished map
of upstream routers, and provide authentication to the
markings by encoding them using MAC functions [24].
Dean et al. [11] mention an algebraic approach based
on reconstructing polynomial functions to track packets.
Peng et al. [20] propose to reduce the number of pack-
ets needed for the attack path reconstruction in PPM, by
dynamically changing the marking probability of a router
according to its location in the path. If each router marks
packets with a fixed probability, the victim needs to wait
for the packets marked by the routers farther away from
it, which are relatively fewer. Therefore, the farther a
router is to the victim, the higher the marking probability
should be. Belenky and Ansari [2, 3] propose a determin-
istic marking approach (DPM), in which only the address
of the first ingress interface a packet enters instead of the
full path the packet passes (as used in PPM) is encoded
into the packet.

In the message traceback method [4, 17], routers gener-
ate ICMP traceback messages for some of received pack-
ets and send with them. By combining the ICMP packets
with their TTL differences, the attack path can be deter-
mined. Some factors are considered to evaluate the value
of an ICMP message, such as how far is the router to the
destination, how quick the packet is received after the be-
ginning of attack, and whether the destination wishes to
receive it.

Another method called logging [22, 23, 26] is to record
packet information at routers. The path to the attacker
can be determined by the routers exchanging information
with each other.

The traffic-observation method [5] is to determine the
attack path by observing the rate change of attack traffic.
During an attack, basing on the knowledge of the Internet
topology, the victim floods an incoming link with exces-
sively large numbers of packets, so that the attack traffic
will be reduced if it comes from this link. By performing
the link test recursively, the attacker can be finally found
out.

A common problem existing in these four solutions is
that the reconstruction of attack path becomes quite com-
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plex and expensive when there are a large number of at-
tackers (i.e. for highly distributed DoS attacks). Also,
these types of solutions are designed to take corrective
action after an attack has happened and cannot be used
to stop an ongoing DDoS attack.

2.3 Reactive Solutions

The reactive measures for DDoS defence are designed to
detect an ongoing attack and react to it by controlling
the flow of attack packets to mitigate the effects of the
attack.

One of the proposed reactive schemes, given by Yaar et
al. [27] uses the idea of packet marking for filtering out the
attack packets instead of trying to find the source of such
packets. This scheme uses a path identifier (called Pi) to
mark the packets; the Pi field in the packet is separated
into several sections and each router inserts its marking
to one of these. Once the victim has known the marking
corresponding to attack packets, it can filter out all such
packets coming through the same path.

The Pushback [14] method generates an attack signa-
ture after detecting a congestion, and applies a rate limit
on corresponding incoming traffic. This information is
then propagated to upstream routers, and the routers
help to drop such packets, so that the attack flow can
be pushed back.

D-WARD [18] is designed to be deployed at the source
network. It monitors the traffic between the internal net-
work and outside and looks for the communication diffi-
culties by comparing with predefined normal models. A
rate-limit will be imposed on any suspicious outgoing flow
according to its offensive.

A PacketScore [16] scheme estimates the legitimacy of
packets and computes scores for them by comparing their
attributes with the normal traffic. Packets are filtered at
attack time basing on the score distribution and conges-
tion level of the victim.

In the Neighbor Stranger Discrimination (NSD) [1] ap-
proach, NSD routers perform signing and filtering func-
tions besides routing. It divides the whole network into
neighbors and strangers. If the packets from a network
reach the NSD router directly without passing through
other NSD routers, this network is a neighbor network.
Two NSD routers are neighbor routers to each other if
the packets sending between them do not transit other
NSD routers. Therefore, a packet received by an NSD
router must either from a neighbor networks, or from a
neighbor router. Each NSD router keeps an IP addresses
list of its neighbor networks and a signatures list of its
neighbor routers. If a packet satisfies neither of the two
conditions, it is looked as illegitimate and dropped.

The success of the reactive schemes depends on a pre-
cise differentiation between good and attack packets.

3 Designing an Effective Protec-
tion Scheme

Generalizing from the various defense mechanisms, a good
protection scheme against DDoS attacks should be based
on continuous monitoring, precise detection and timely
reaction to attacks. The following characteristics are de-
sirable:

• The scheme should be able to control or stop the
flow of attack packets before it can overwhelm the
victim. The timely detection and immediate reaction
to an attack is essential, to prevent the depletion of
resources at the victim location. The suitable place
to deploy defense scheme are the perimeter routers
or the firewall of a network.

• In stopping the flow of attack packets to the victim,
the scheme must ensure that packets from legitimate
users are successfully received so that the service to
the legitimate users is not denied or degraded. Any
degradation in service would signify a partial success
for the denial of service attack.

• The implementation cost should be low. Unless most
internet users fully recognize the threats posed by
DoS/DDoS attacks, it is difficult to get cooperation
from them in defending such attacks, especially when
the investment required is costly. Therefore, any vi-
able DDoS defence scheme should require minimal
participation of third party networks or intermediate
routers on the internet.

A good defence mechanism should be able to precisely
distinguish the attack packets from the legitimate pack-
ets. What makes it difficult to control or stop the DDoS
attacks is the use of spoofed IP address.

Spoofed packets are commonly used in DoS/DDoS at-
tacks to hide the location of attackers and the compro-
mised machines, so that the paths to them are concealed.
Also, the success of the reflector attacks and many of the
basic DoS attacks require the use of spoofed IP addresses
in the attack packets [7]. In the reflector attack, attack-
ers flood the victim through some hosts called reflectors.
They control the compromised hosts to send a large num-
ber of packets to many reflectors with spoofed source IP
addresses of the victim. All the reflectors will send re-
sponds to the victim, so that the effect of the attack is
amplified many times. Also, the attack path becomes un-
clear due to the participation of reflectors. Some of the
DoS attacks, such as smurf, fraggle, land, and the flood
attacks, need to spoof their packets, using the victim’s or
random IP address, to fulfill their attacks.

If we can distinguish the packets which have spoofed
IP addresses, then these packets can be selectively filtered
out by a firewall to stop most attacks.
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4 Distinguishing the Attack Pack-
ets

In this section, we present our packet marking method
which will help us to distinguish DDoS attack packets
from packets sent by legitimate users.

Though source IP addresses can be spoofed by attack-
ers, the paths packets take to the destination are totally
decided by the network topology and routers in the Inter-
net, which are not controllable by the attackers. There-
fore, the path of a packet has taken can really show the
source of it. By recording the path information, the pack-
ets from different sources can be precisely differentiated,
no matter what the IP addresses appeared in the packets.
Packet marking, which is firstly proposed by Savage et al.
in the PPM scheme [21], is a good method to record path
information into packets.

To indicate the path a packet traverses, the simplest
way is to add all the routers’ IP addresses into the packet.
The number of hops a packet passes through in the Inter-
net is about 15 on average and mostly less than 31 [9, 10].
Since the length of a path is uncertain, it is difficult to re-
serve enough space in the packet to put all the addresses,
and the packet size increases as the length of the path
increases.

In order to avoid the increase in packet size, a possible
method is to put all information into a fixed space. A
router puts its IP address into the marking space of each
packet it receives; if there is already a number in that
space, it calculates the exclusive-or (XOR) of its address
with the previous value in the marking space and puts the
new value back. This method ensures that the marking
does not change its length when a packet travels over the
Internet, so the packet size remains constant.

In order to make the marking scheme fast and efficient
we use part of the header in an IP packet, as the marking
field. The 16-bit Identification field in IP header has been
commonly employed as the marking space (see [2, 3, 20,
21, 24, 27]). The Identification(ID) field is currently used
to indicate IP fragments belonging to different packets,
but only less than 0.25% of the packets on the Internet
actually use this feature [25]. Therefore, employment of
ID-field as the marking space will not much affect the
normal transmission of IP packets.

The PPM scheme [21] used packet marking to trace-
back to the attack sources. However, traceback becomes
quite inefficient when the attackers amount increases.
Moreover, finding out the sources of attack packets can
only stop these compromised machines from sending more
attack packets, but usually cannot discover the genuine
attackers hiding behind them. Therefore, a better idea of
defending should be to identify the attack flows and stop
them from reaching the victim.

In our scheme each cooperating router on the path of
an IP packet would insert a mark on the ID-field of the
packet. The generated marking should be such that two
packets reaching the victim through different routes are

guaranteed to have distinct markings.

4.1 Computing the Packet Marking

The mark made by a router would be a function of its IP
address. To fit the 32-bit IP address A of a router into
the ID field, we employ a hash function h that converts
A to a 16-bit value. We adopt the CRC-16 hash function
which is easy to compute and has low collision rate.

Since attackers can easily know the routers’ IP ad-
dresses, they can spoof the marking on a packet if they
know the hash function used by each router. We cannot
expect every router in the Internet to participate in the
marking scheme and mark all packets passing through it.
If a packet with such a spoofed marking passes through a
route where there are no co-operating routers, this packet
is impossible to be identified as an attack packet.

To avoid such spoofing of the marking, each router R
uses a 16-bit key KR (which is a random number chosen
by the router) when computing its marking. The marking
for a router R is calculated as MR = h(A) XOR KR, where
A is the IP address of the router. After receiving a packet
the router computes the marking M = MR ⊕Mold, if an
old marking Mold exists in that packet, and replaces Mold

with M.

4.2 Inserting Order Information

One possible drawback with the scheme mentioned above
is that the marking on a packet depends only on the
routers it passes through, but not on the order passing
them. This means that the packets which pass the same
routers on two different paths have the same marking.

To make the marking scheme more effective, we let
each router perform a Cyclic Shift Left(CSL) operation
on the old marking Mold and compute the new marking
as M = CSL(Mold)⊕MR. In this way, the order of routers
influences the final marking on a packet received by the
firewall.

KR

CSL(M old)

h( )

= M new

32-bit IP Address A

16-bit Hash Value h(A)

MR=

Figure 1: The marking scheme

The complete marking scheme is shown in Figure 1,
and the pseudo code is described below:

Marking procedure at router R (having IP address A):

k <- a 16-bit random number

M(R) <- k XOR h(A)

For each packet w

{



International Journal of Network Security, Vol.7, No.1, PP.69–80, July 2008 73

If W.ID = 0 Then

w.ID <- M(R)

Else

{

M_old <- w.ID

M_new <- M(R) XOR CSL(M_old)

w.ID <- M_new

}

}

5 Filtering Scheme

The MDADF scheme employs a firewall at each of the
perimeter routers of the network to be protected and the
firewall scans the marking field of all incoming packets to
selectively filter-out the attack packets (see Figure 2).

Internet

Firewall

Protected

Website

Filter
Table

CheckList

Packets with

Mis-matched
Marking or

Unknown IP

Address

Verified

IP & Marking

Marked

Packets

Matched

Packets

Dropped

Marked

Packets
Accepted

Packets

Filtering at the Firewall:

Accepted

Part of

Unknown
IP Packets

Figure 2: The system structure

On employing our marking scheme, when a packet ar-
rives at its destination, its marking depends only on the
path it has traversed. If the source IP address of a packet
is spoofed, this packet must have a marking that is differ-
ent from that of a genuine packet coming from the same
address. The spoofed packets can thus be easily identi-
fied and dropped by the filter, while the legitimate packets
containing the correct markings are accepted.

5.1 Learning Phase

To distinguish the spoofed packets, the firewall needs to
keep a record of the genuine markings. During normal
time that no attacks are happening, the firewall can learn
about the correct markings for packets sent from specific
IP addresses. The (IP-address, Marking) pairs are stored
in a Filter Table1, which are later used to verify each in-
coming packet and filter-out the spoofed ones. The learn-
ing phase continues for a sufficient time to allow most of
the filter table to be filled up. If the Filter Table gets full,
any new entry to be added replaces the oldest one.

1The filter table can be implemented as a content-addressable
memory to speed up the filtering process.

5.2 Normal Filtering Procedure

After the learning phase, the firewall begins to perform
its normal filtering operations. To the packet from an
IP address recorded in the Filter Table, it is accepted
if it has a consistent marking; otherwise, it is dropped.
For the packet from a new IP address, we accept it with
probability p and put the (IP-address, Marking) pair to
a Check List, so that the marking can be verified. The
value of p is set to high (close to 1) initially. When an
attack is detected, the value of p is decreased according
to the packet arrival rate and the victim’s capability for
handling the incoming traffic.

5.3 Marking Verification

To verify the markings in the Check-List, a random echo
message is sent periodically to the source address for
each (IP-address, Marking) pair in the Check-List, and
a counter is used to record the number of echo messages
have been sent for it. To avoid the reply being imitated by
the attacker, the content of the echo message is recorded
in the Check-List and compared with the content of reply
received.

On receiving an echo reply from the source, the mark-
ing can be verified and the (IP-address, Marking) pair
is moved to the Filter Table; otherwise, it indicates the
previously received packet was spoofed, then this pair is
deleted from the Check List. If the counter in the Check
List shows that more than d(= 10) echo messages have
been sent to an IP address x, then the entry for this IP
address is removed from the Check List and the pair (x,φ)
is added to the filter table, where φ is a special symbol de-
noting that all packets having source IP address x should
be discarded. Since in this situation, this source IP must
be either non-existent or inactive, so that the packets re-
ceived with this source address are coming from the at-
tacker and need to be rejected.

5.4 Attack Detection

To detect the start of a DDoS attack, we use a counter
called Total-Mismatches-Counter (TMC), which counts
the number of packets whose marking cannot be matched
at the firewall. This includes both packets with incor-
rect markings as well as packets from unknown source
addresses that are not recorded in the Filter Table. When
the TMC value becomes greater than a threshold θ, it is
considered as a signal of DoS/DDoS attack. The value
of TMC is reset to zero after fixed intervals to ensure
that the cumulative results over a long duration is not
considered as the indication of attack by mistake.

5.5 Route Change Consideration

Though routes on the Internet are relatively stable, they
are not invariable. Once the route between two hosts has
changed, the packet received by the destination will have
a different marking with the one stored in the Filter Table,
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so that it may be dropped according to our basic filtering
scheme.

Taking route changes into consideration, we introduce
another counter called SMC, to count the number of mis-
matching packets for any IP address A. When the value
of SMCA reaches a threshold δ, the entry (A, MarkingA)
is copied to the Check List to test whether the route from
this source has changed and SMCA is reset to zero. If
the new marking is verified by the Check List verifica-
tion process, the marking for this IP address is updated
in the Filter Table. Otherwise, the original marking is
preserved. Unless the route change has been verified, the
original marking is still used to filter packets.

5.6 Complete Filtering Scheme

Using the techniques and criteria introduced above, a
complete filtering procedure is described below. Any
packet received by the firewall is judged by the filter ac-
cording to the following rules:

1) If the (IP-address, Marking) pair is same with one of
the records in the Filter Table, the packet is received.

2) If the source IP address of the packet exists in the
Filter Table, but the marking does not match, this
packet is considered to be a spoofed packet and is
dropped. TMC is incremented.

3) If the source IP address does not appear in the Filter
Table, then this packet is accepted with a probability
p. TMC is incremented.

4) If the TMC value exceeds the threshold, an attack is
signaled.

5) All echo reply messages that are received as re-
sponses to the firewall’s requests are handled by the
Check List verification process. They are not passed
through the filter.

In general, our MDADF scheme has the following func-
tions:

• Distinguish and filter out spoofed packets by checking
the marking of each packet using the Filter Table.

• Detect the occurrence of DDoS attack, so that appro-
priate defensive measures can be taken before serious
damage is caused.

• Ensure that not many legitimate packets are dropped
mistakenly, due to route changes on the Internet.

5.7 Pushback Implementation

By employing the filtering scheme, the firewall can pro-
tect the victim Web site by filtering out attack packets.
However, sometimes the attack flow may be too large and
the firewall may not have enough resources to handle it.
In that case, we may employ the method of pushback [14].

In the Pushback method, the victim of a DDoS attack
sends the signatures of attack to upstream routers and
ask them to help filtering out these packets. Since one
IP address can be used in the attack packets from many
different sources, if we use the markings of spoofed pack-
ets as the attack signatures, large numbers of comparison
need be done by the upstream routers. Instead, we create
a list of IP addresses with their corresponding markings
from the Filter Table and send this list (called the Push-
back List) to the upstream routers.

Whenever the firewall adds new entries or updates old
entries in the Filter Table, these entries are sent as up-
dates to the upstream routers, so that the Pushback List
can be updated. The upstream routers compare each
packet with the Pushback List after marking it and dis-
card spoofed packets. Most of the attack packets are fil-
tered before arriving at the victim, so that the victim Web
site can continue with its normal operations.

In some instances, the upstream routers of the victim
still cannot deal with the attack flow, then they need to
pushback further. To perform this function, each router
R transforms all original markings Mi(i = 0, 1, · · · , n) in
the Pushback List by computing M ′

i = CSR(Mi ⊕MR),
where CSR (Cyclic Shift Right) is the inverse of the CSL
operation. The router then sends the new generated
markings M ′

i(i = 0, 1, · · · , n) to its upstream routers.
This process can be performed recursively until the at-
tack flow is controlled.

6 Experimental Results

We have evaluated the performance of the MDADF
scheme under various parameter settings by simulating
DDoS attacks of different magnitudes.

6.1 Simulation of Internet Traffic

In our simulation, we have used the topological data ob-
tained from the Internet Mapping Project [9] of Lumeta
Corporation. This data was generated by using tracer-
oute to probe the paths in Internet from a single host
(netmapper.research.lumeta.com, 65.198.68.56). Since all
the paths in the database congregate at the single node,
this node is quite suitable to act as the victim in the sim-
ulations of DDoS attacks.

We use a packet generator process to simulate the nor-
mal Internet traffic, which periodically sends packets from
a randomly selected internet user. Then the packet mark-
ing process is simulated, by computing the markings for
each cooperating router on the route for this particular
user. Finally, the marked packet is inserted into a packet-
queue at the firewall of the victim. The rate, at which
packets are added to the packet-queue, mimics the nor-
mal traffic flow for a typical Web-server on the Internet.

Attackers usually have two methods to disguise the
source locations: spoofing a genuine host’s IP address,
or inserting a randomly generated IP address into source
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address field. We simulated both types of attacks,
called Spoofed attack and Randomized attack respectively.
Packets are generated from each attacker to simulate the
attack traffic. So, higher the number of attackers, more
will be the volume of the attack flow. In the simulation of
Spoofed attack, for each attack packet, one of the legiti-
mate user is randomly selected and its IP address is used
as the spoofed value of the source address. The mark-
ing field is initially filled with a random value and the
marking process is simulated, as before.

6.2 Parameter Selection

The choice of values for different parameters affects the
performance results of the MDADF scheme. In our ex-
periments, we have come up with some suitable values for
these parameters by trail and error and we have tested the
effects of changing the values of these parameters. The
data-set used in the experiments contained 10,000 hosts
and 50,000 intermediate routers. The size of the filter
table was varied from 5000 to 10,000. The participation
rate of routers was varied from 100% to 0%. For the pa-
rameter p, the most suitable value were found to 0.75 and
0.1 respectively for the pre-attack and post-attack scenar-
ios. A learning phase of 10 minutes gave good results in
our simulation setting. In the following, we discuss the
results obtained during the experiments.
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Figure 3: Ratio of accepted packets vs. different amount
of attackers under spoofed attack

6.3 Performance under Spoofed Attack

Figure 3 shows the ratio of packets that were accepted
at the firewall under different magnitudes of attack. As
can be seen, more than 70% good packet are accepted
even in the most severe condition under spoofed attack, in
which the attack traffic is almost 10 times of the normal
traffic. As the number of attackers is increased, there
is a slight decrease in the acceptance rate of legitimate
packets, as due to the heavy congestion some packets are
dropped before the firewall can handle them. Though the

good packets acceptance ratio decreases a little with the
increasing number of attackers, the bad packets accepting
ratio stays at a very low level.
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Figure 4: Acceptance ratio gap vs. different participation
percentage under spoofed attack

The participation of routers in the marking schene is
important to our MDADF scheme; However we cannot ex-
pect all the routers to be willing to cooperate. Therefore,
we have tested the effect of different participation rates
on our scheme when the attackers are 500, 2000, and 5000
respectively. We show the difference between acceptance
ratio of good and bad packets, which is called “Accep-
tance Ratio Gap”. Obviously, if no markings are applied,
the acceptance ratio of good and bad packets should be
equal and the gap is zero. As shown in Figure 4, many
more good packets are accepted than the bad ones even
when the participation rate is only 20% under all three
conditions. This means that the MDADF scheme can ef-
ficiently distinguish between good and bad packets when
just 20% of routers in the Internet deploy our marking
scheme.
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Figure 5: Acceptance ratio gap vs. different filter table
size under spoofed attack

The Filter Table is a critical part of our system, which
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stores the (IP-address, Marking) pairs and more the num-
ber of records in the Filter Table, less good packets will
be dropped by mistake. We have tested the performance
of our scheme with different sizes of Filter Table under
different attack environments and Figure 5 shows that
keeping 80% of the legitimate user records is sufficient to
filter packets, and even 70% is good enough.
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Figure 6: Ratio of accepted packets vs. different proba-
bility value under spoofed attack

The value of probability p affects the acceptance ratio
of both good and bad packets whose IP addresses are not
recorded in the Filter Table. Figure 6 exhibits the influ-
ence of the value of p (after detection) on the acceptance
ratio of packets, when the initial value of p (before the
attacks) is set at 0.9.

Though relatively more good packets are accepted with
the increase in the value of p, the the percentage of attack
packets that are accepted also increases (which, in real-
life, could lead to more packets being deleted from the
queue).
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Figure 7: Ratio of accepted packets vs. different number
of attackers under randomized attack
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Figure 8: Acceptance ratio gap vs. different filter table
size under randomized attack

6.4 Performance under Randomized At-
tack

We tested our scheme’s performance under randomized
attack in which attackers use randomly generated IP ad-
dresses. Figures 7, 8, and 9 show the variations in the
packet acceptance ratio on changing the magnitude of
attacks, using various Filter Table size, or using differ-
ent values for p respectively. The results show that our
scheme is effective even under attacks of high magnitude.
The acceptance ratio of bad packets increases rapidly with
the value of p, because most attack packets contain IP ad-
dresses that are new to the system.
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Figure 9: Ratio of accepted packets vs. different proba-
bility value under randomized attack
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6.5 Attack Detection Time

Under our simulation setting, the MDADF scheme de-
tected the occurrence of an attack in 3 - 4 seconds in
most conditions as shown in Table 1. The results were
almost same for the spoofed attacks and the randomized
attacks. When the number of attackers is too small (100
or less), it takes a little more time for the system to notice
the effects of the attack.

Table 1: Attack detection time for different number of
attackers

Attack Detection Time (sec)
# of Attackers Spoofed Randomized

Attack Attack
100 6.86 6.85
500 3.66 3.63
1000 3.57 3.56
1500 3.54 3.51
2000 3.54 3.51
2500 3.54 3.51
3000 3.51 3.50
3500 3.51 3.48
4000 3.50 3.48
4500 3.51 3.49
5000 3.51 3.49

7 Comparison with the Pi
Scheme

The Path Identification (Pi) mechanism proposed in [27]
is similar with our MDADF scheme, in that they are both
deterministic and filter packets basing on packet marking.
The Pi scheme can identify attack packets coming from a
same path after knowing the first one. The identification
is basing on the marking, Path Identifier, of each packet,
which is same to all packets passing through the same
path. Though the marking does not include the infor-
mation of entire path an attack packet has traversed, as
other traceback mechanisms do, it can help the victim to
distinguish attack packets basing on the markings they
have.

7.1 Marking Scheme

In the Pi scheme, the ID field of each packet is divided into
b16/nc parts, and each router inserts n bits of marking
into the packet. Since the last several bits of IP addresses
are usually clustered at a few numbers, such as 0 and
1, then the markings of different routers cannot be dis-
tinguished in this way. To avoid the iteration, a router
computes the MD5 hash value of its IP address, which
makes the value of its last n bits address distributed.

Furthermore, to the packets coming from different up-
stream routers, a router uses different markings to distin-
guish them. Since the space is limited, not all markings of
routers along the path can be put into, so that the later
routers will overwrite the markings of previous routers.
To ensure the packets from one origination will have the
same marking and will not be affected by the attacker’s
manipulation, the marking is adjusted every time so that
the oldest marking always appears in a fixed location.
To keep the markings of different routers in a packet as
many as possible, n can be 1 or 2 and the internal nodes
of autonomous systems can omit marking, because the in-
ternal routes can be known from the local administration
department.

In the MDADF scheme, all the routers on the path of a
packet contribute to the marking. Each router computes
a 16-bit hash value of its IP address, with a secret 16-
bit value, to construct its marking. Every time the old
marking of a packet XORs with the router’s marking to
form the new marking.

7.2 Filtering Scheme

To filter packets, the Pi scheme needs to be informed
about the attack packet first, learns its marking, then be-
gins to block packets with the same marking. Therefore,
it needs to store the attack markings. When the number
of attackers is large, lots of markings will be blocked, then
it is quite possible for legitimate packets to have the same
markings and be dropped. Therefore, to decrease the false
positive, a threshold can be applied so that a packet will
be dropped only when the percentage of attack packets
having the same marking exceeds the threshold.

In the MDADF scheme, the genuine (IP-address, mark-
ing) pairs are stored. The packets with mis-matching
markings are considered as spoofed packets from attackers
and dropped. For the packets with source IP addresses
not kept in the archives, they are accepted with certain
probability. Furthermore, the markings of packets with
unknown IP addresses will be verified through a marking
verification process, as well as those stored IP addresses
from which many packets with different markings have
been received.

Both of the two schemes filter packets basing on the
marking of packets. They do not use the marking to find
the source of attack, but use it to separate attack packets.
Then, the victim do not need to wait until enough packets
have been received to reconstruct the path as the trace-
back mechanisms do. Therefore, these two mechanisms
have low overhead to both the routers and the victim.
Both mechanisms can be combined with pushback.

The Pi scheme filters packets basing on known attack
markings. A disadvantage of it is that, if an attacker
spoofs the marking or inserts random value and the mark-
ing is not overwritten by other routers, the victim cannot
recognize the attack packet. While the MDADF filtering
scheme use genuine markings of IP addresses, the pack-
ets with mis-matching markings are dropped. Even if
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no router marks the attack packet, the genuine marking
cannot be spoofed by attackers in our marking scheme,
because each router’s marking is a function of its own
secret key, which is not available to attackers.

The Pi scheme cannot distinguish between legitimate
and attack packets by itself, unless it knows the markings
of attack packets from an external source. Therefore, this
source must be reliable and capable to provide precise
information. Accordingly, the MDADF scheme differen-
tiates attack packets automatically by using the records
of genuine (IP-address, marking) pairs.

Route change is considered in the MDADF scheme.
Since the path between two hosts in the Internet is not
invariable, when we use recorded markings to differenti-
ate packets, good packets will be classified falsely if their
routes have changed. To reduce the false positive caused
by the change, echo messages are used to test the genuine
markings marked by routers at current time.

Though a threshold is used in packet filtering process
of Pi scheme, the false positive and false negative are in-
evitable and determined by the threshold value. If the
value is low, many legitimate packets will be dropped;
otherwise, lots of attack packets will come through, yet
higher threshold is more suitable when the number of at-
tackers is large. Again, the threshold is the percentage
of attack packets versus the total number of packets hav-
ing the same marking. In practical implementation, it is
difficult to know a packet is actually an attack packet or
legitimate one, which is the aim of most DDoS defense
schemes. Therefore, it is hard to say a packet is from
attacker while another having the same marking is from
legitimate user. Moreover, if the victim can really get the
percentage, he would have already had the ability to pre-
cisely differentiate attack packets, then he does not need
to recur to the threshold to filter packets and lead to good
packets be dropped mistakenly.

7.3 Performance Comparison

The Pi scheme can accept at most 60% more good packets
than bad ones when 100% routers participate the mark-
ing, while the advantage decreases to as low as 5% when
the participation is 50%. In MDADF scheme, we get an
acceptance ratio gap of 70% until the participation rate
decreases to 20% and the gap is still bigger than 60% when
only 10% routers cooperate (as in in Figure 4). The much
less participation requirement to the Internet routers in-
dicates much less implementation overhead required by
MDADF. Moreover, our MDADF scheme has the func-
tions to detect the occurrence of DDoS attacks automati-
cally and distinguish attack packets. The Pi scheme can-
not do the filtering unless it is told which are the attack
packets and has learned the attack markings.

The mainly differences between PI and MDADF
schemes are listed in Table 2.

8 Conclusions and Discussion

In this paper, we have proposed a low-cost and efficient
scheme called MDADF, for defending against DDoS at-
tacks, The MDADF scheme is composed of two parts:
marking process and filtering process. The marking pro-
cess requires the participation of routers in the Internet
to encode path information into packets. We suggest the
use of a hash function and secret key to reduce collisions
among packet-markings. The scheme also includes mech-
anisms for detecting and reporting DDoS in a timely man-
ner.

The evaluation of the scheme under simulations, show
that our scheme can effectively and efficiently differenti-
ate between good and bad packets under spoofed attack
when the routers’ participation rate is as low as 20%, so
the deployment cost of our scheme is very low. Also, most
good packets are accepted even under the most severe at-
tack, whose traffic is about 10 times of normal traffic. At
the same time, the bad packet acceptance ratio is main-
tained at a low level. Our scheme performs well even
under massively distributed DoS attacks involving upto
5000 attackers.

Under both spoofed and randomized DDoS attacks,
the MDADF scheme detected the occurrence of attack
precisely within 3 - 4 seconds. The quick detection is
valuable to the victim so that appropriate actions can be
taken to minimize the damage caused by a DDoS attack.
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