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Abstract

The study of countermeasures for hardware fault attack
in multi-prime RSA cryptosystems is very important for
applications such as computer network and smart cards.
In this paper, an efficient countermeasure method is pro-
posed for the FPGA-based multi-prime RSA systems.
The proposed method can survive the attacks [27, 30] that
broke the previous methods [5, 33]. Furthermore, by us-
ing a simple operation and small wordlength parameters,
the proposed method is very efficient in terms of hardware
resources and speed. In order to verify the effectiveness
of the proposed method, the FPGA implementation and
testing in attacking environment are carried out for sev-
eral two-prime and three-prime design examples.

Keywords: Chinese remainder theorem, countermeasure,
FPGA, hardware fault attack, immunity, RSA cryptosys-
tem

1 Introduction

With the rapid growth of the Internet and telecommuni-
cation systems, the security of cryptosystems is becoming
more and more important [9, 22]. The study of various
attacks and their corresponding countermeasures for the
cryptosystems has drawn a lot of attentions. The most
popular ones are power, timing and fault attacks, which
can be classified into side channel attacks [1, 2, 3, 5, 6, 8, 9,
12, 13, 14, 19, 20, 22, 24, 25, 27, 29, 30, 31, 32, 33, 34, 35].
Amongst different side channel attacks, hardware fault
attack [2, 6, 8, 19] seems to be the easiest to realize
and is proved to be effective in breaking the implemen-
tation of Chinese Remainder Theorem (CRT)-based RSA
systems, namely, multi-prime RSA or CRT-RSA. Since
a multi-prime RSA can speed up large modular opera-
tions of RSA and is very useful for applications such as
smart cards, the cryptanalysis and countermeasure study
on hardware fault attack for a multi-prime RSA is of high
importance. When a fault attack occurs, the public mod-

ulus of the cryptosystem may be factored due to some
faulty computation values purposely induced by the at-
tacker. There has been extensive study in the literature
[2, 3, 5, 6, 8, 12, 19, 25, 27, 29, 30, 31, 32, 33, 34, 35]
to explore securing multi-prime RSA against hardware
fault attacks, so that the CRT’s speed advantage is re-
tained without its susceptibility to fault attacks. One
countermeasure prevents the attacker from accessing the
message by using hash function [12]. Another one is
Shamir’s checking method, which contains checking the
interim calculation results to guarantee the correctness of
the signature [25]. To counteract hardware fault attack,
Shamir’s checking method is sometimes not very effec-
tive, since countermeasures without checking procedure
are desirable for RSA cryptosystems [32, 34, 35]. Yen
et. al. [33] proposed non-checking protocols (CRT-1 and
CRT-2) based on an appealing notion of infective compu-
tation. This is a method where any error introduced by a
fault propagates throughout the computation, ultimately
ensuring the final result to be randomized and not to be
used to break the system. Consequently, with an infective
algorithm, there is no need to check the output for errors.
However, these protocols proposed by Yen, et. al. were
later shown to be insecure in a new fault attack [30]. At
ACM CCS 2003, Blomer et. al, proposed another scheme,
namely, BOS algorithm, also based on the ideas of infec-
tive computation [5]. However, it was demonstrated in
[27] that the BOS algorithm can also be broken. There-
fore, it remains a challenging open problem to find an
infective implementation of multi-prime RSA. To ensure
security in practice, one must consider the properties of
different implementations of cryptosystems. In this work,
we focus the countermeasure study against hardware fault
attack for the FPGA implementation of the multi-prime
RSA. One advantage of the FPGA implementation of such
a system is that logic cells and interconnects can be eas-
ily scattered, which limits the ability of the attacker to
control the timing and location of the computation [8].
Therefore, an infective multi-prime RSA can be achieved
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for FPGA implementation. In this paper, a new counter-
measure method is proposed for FPGA-based multi-prime
RSA cryptosystems, which can resist hardware fault at-
tack. The calculation expression of the standard RSA
signature is revised by including an additive term to en-
sure that no useful information can be obtained from the
faulty output signature. The proposed method can sur-
vive the attacks [27, 30] that broke the previous methods
[5, 33]. By using a simpler operation and smaller size
parameters, the proposed method is also very efficient
in terms of hardware resources and speed. In order to
prove the functions of the proposed method, the FPGA
implementation and testing in attacking environment are
carried out for several two-prime and three-prime design
examples.

2 Multi-prime RSA and Hard-

ware Fault Attack

RSA [22], as a popular public key cryptography, is widely
used to provide the essential security over the network
[9]. RSA can be used for both encryption/decryption and
signing process. In this paper, our study concentrates
on the signing process of RSA systems, which computes
digital signatures.

2.1 Basics of Multi-prime RSA

The basic RSA cryptosystem has two public quantities
referred to as n (modulus) and e, and two private quan-
tities d and λ(n). λ(n) is defined as the Least Common
Multiple (LCM) of the factors of n. The public expo-
nent e is an integer smaller than λ(n), which satisfies
gcd (e, λ(n)) = 1. The private key d is calculated as
d = e−1 mod λ(n). During the signing and signature-
verification process, the secret key d is used to obtain the
signature of message m as s = md mod n and the public
key is to verify the signature by checking whether se mod
n equals to the message m.

The main computation of RSA is based on a modular
exponentiation of large integers, which involves long de-
lay and many hardware resources. In order to speed up
RSA cryptosystem, a multi-prime RSA is generally used
based on Chinese Remainder Theorem, in which an RSA
operation is replaced by several parallel operations with
smaller bases and exponents [7, 4, 10, 23, 28]. This speed
gain is very useful for applications such as smart cards.

A multi-prime RSA cryptosystem is shown in Figure
1. The modulus n has multiple prime factors i1, · · · , ij,

such that n =
∏j

k−1 ik. The quantities {n, e} are made
public while {i1, · · · , ij , λ(n), d} are kept private. Then,
the signing process can be accelerated by using a general
j-prime RSA as follows. For k = 1, · · · , j, we have

mi = m mod ik

sik
= mdik

ik
mod ik where dik

= d mod (ik − 1)

s = CRT (si1 , · · · , sij
), (1)
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Figure 1: The block diagram of the signing process for a
multi-prime RSA

where j is the number of prime factors in the RSA system.
The CRT equation is denoted as follows [6]. An in-

teger p is defined as p =
∏j

k=1 pk, where pk’s are posi-
tive integers and relatively prime in pairs (here, pi 6= pj ,
and if i 6= j, all p1, p2, · · · , pj are primes). Also,
we have xk = x mod pk. Then, x can be calculated
by x = (

∑j

k=1 xkrksk) mod p = CRT (s1, · · · , sj) where
k = 1, · · · , j, rk = p

pk
and sk = r−1

k mod pk.
It is clear that a large public modulus n is split into j

small wordlength prime numbers in the CRT algorithm.
Thus, the modular exponentiation operation of the basic
RSA is calculated in parallel using smaller numbers, thus
achieving high speed. If the modulus is a product of j
primes of equal length, the multi-prime RSA has a speed
up of j2.

It is also noted that the multi-prime RSA with more
channels or a large value of j provides higher operating
speed than the one with less channels or a small j. For ex-
ample, a three-prime RSA gives a theoretical speedup by
a factor of 9/4 compared to the corresponding two-prime
case [6]. However, due to the implementation efficiency,
the most popular used ones are generally two-prime or
three-prime RSAs.

2.2 Hardware Fault Attack

For a multi-prime RSA cryptosystem, the attacker is able
to purposely introduce some types of hardware fault into
the system. Then, the affected computation values may
be used to factor the public modulus of the system [1,
20]. This is called hardware fault attack. A hardware
fault attack example is given here for a two-prime RSA.
s′p is denoted as the faulty value of sp, induced by some
errors due to the interference of the attacker. Then, a
faulty signature s′ will be computed based on the fault-
free values of sq and s′p. After the attacker intercepts the
faulty signature s′, he will be able to factor the modulus of
the two-prime RSA system by computing q = gcd((s′e −
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m) mod n, n) and p = n/q [1].

Various methods of fault injections and their effects
are reviewed in [8]. These techniques include: variations
in supply voltage and external clocks, temperature, white
light, laser, X-ray and ion beam, which can be categorized
into four models of attacks [5]. We list the summary of
these four models from [27].

• Fault Model #1: The attacker can cause a fault in
a single bit. The attacker has full control over the
timing and location of the fault.

• Fault Model #2: The attacker can cause a fault in
a single byte. The attacker has full control over the
timing, but may have only partial control over the
location of the fault (e.g., which byte or bit is af-
fected), and cannot predict the new faulty value that
is introduced.

• Fault Model #3: The attacker can cause a fault in
a single byte of a variable. The attacker has only
partial control over the timing and location of the
fault, and cannot predict the new faulty value.

• Fault Model #4: The attacker can cause a fault in a
single variable. The attacker has only partial control
over the timing and no control over the location; the
targeted variable will be replaced by an entirely new
random value not known to the attacker.

Note that these models are listed in order of decreasing
attacker power, so a scheme that is secure against one
fault model will be secure against all higher-numbered
models as well. Also, the models 3 and 4 are the most
common practical attacks.

2.3 Countermeasure Study

There has been extensive study in the literature to search
for some way to secure multi-prime RSA against hard-
ware fault attacks [2, 3, 5, 6, 8, 12, 19, 25, 27, 29, 30, 31,
32, 33, 34, 35]. Countermeasures without checking pro-
cedure are desirable for RSA cryptosystems [33]. Typical
non-checking methods are the CRT-1 and CRT-2 proto-
cols proposed by Yen et. al. [33] and the BOS algorithm
[5] based on a notion of infective computation. These
techniques revise the calculation expression of the signa-
ture so that the public modulus will not be factored even
if faulty signatures are sent out of the system. It has
been proven that the complexity to factor the modulus
is O(n) for both CRT-1 and CRT-2 protocols when the
attacker intercepts a faulty signature. CRT-1 requires a
serial operation, which operates in a low computational
speed. In CRT-2, the calculations can be performed in
parallel. Therefore, CRT-2 provides higher speed than
CRT-1. The computation steps in CRT-2 for a two-prime
RSA are as follows.

In a two-prime RSA, j = 2 and the modulus n is a
large number with two prime factors i1 and i2. These two

prime numbers are often denoted as i1 = p and i2 = q
such that n = p · q. Also, we have

kp = bm/pc

kq = bm/qc.

Definition 1. t is chosen to be a small integer and a key
pair (et, dt) is selected, where

dt = d − t

et ≡ d−1
t (modλ(n)).

The CRT-2 protocol calculates the signature s as fol-
lows:

Step 1. Compute Spt and Sqt as follows:

Spt = (m mod p)dtmod(p−1) mod p

Sqt = (m mod q)dtmod(q−1) mod q.

Step 2. The signature s is calculated by including a
product term to the CRT expression as

s = (CRT (spt, sqt) · m̃
t) mod n where (2)

m̃ = b
(set

pt mod p + kp · p + set

qt mod q + kq · q)

2
c.

The Equation (2) will provide the correct result when
there is no hardware fault attack. When there is an at-
tack, the result will be randomized to prevent the attacker
from doing the factorization. The CRT-2 algorithm given
above is for a two-prime case and can be easily extended
to the general multi-prime case. However, it is discovered
in [30] that if the attacker will inject an error in kp or kq,
the system will be broken. The attack is as follows.

Provided that kp, sp and sq are correct and kq becomes
incorrect, we get s′ = (md + R × q) mod n, where R is a
random number due to the incorrect kq. This will lead to

q = gcd((s′e − m), n). (3)

Similarly,a fault on kp leads to

p = gcd((s′e − m), n). (4)

In order to improve the CRT-2 in view of the attack
of [30], the BOS algorithm [5] was proposed by using two
parallel structures and a more involved algorithm. How-
ever, it is then later discovered that another attack in [27]
can break the BOS algorithm.

3 Proposed Countermeasure

Method

In this section, we propose a new countermeasure method
without using kp and kq variables. Then, based on the
properties of the FPGA implementation, we carry out a
cryptanalysis and comparison study.
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Figure 2: The block diagram of the proposed multi-prime
RSA

3.1 Proposed Countermeasure Method

Definition 2. We use a new key pair of (et, dt), where t
is an integer smaller than d, and

dt = d + t

et ≡ d−1
t (modλ(n))

ds = d − t.

Proposed countermeasure: Based on Definition 2, the
signature of the proposed j-prime RSA is calculated by the
following steps. Let k = 1, · · · , j, we have

• Step 1: Compute mik
= m mod ik.

• Step 2: Compute Xik
= mt

ik
mod ik and sikt =

m
ds mod (ik−1)
ik

mod ik.

• Step 3: Compute sik
= (sikt · Xik

) mod ik, then
the signature s is computed by adding a perturb-
ing summing term to the standard CRT operation
as s = (CRT (si1 , · · · , sij

) + m̃) mod n, where m̃ =

(
∑j

k=1((sik
·Xik

)et mod ik−mik
)) ·( n

min(i1,··· ,ij)
+1).

Based on the above algorithm, the block diagram of the
proposed multi-prime RSA is shown in Figure 2. This
system will give the correct signature when there is no
hardware fault attack as explained next.

Proposition 1. When there is no hardware fault attack,
s = (CRT (si1 , · · · , sij

) + m̃) mod n = CRT (si1 , ..., sij
).

Proof. If there is no hardware fault attack and let k =
1, · · · , j:

sikt = m
ds mod (ik−1)
ik

mod ik

= (m mod ik)ds mod (ik−1)modik = mds mod ik.

sik
= sikt · Xik

= mds mod ik · mt
ik

mod ik

= (mds · mt) mod ik = md mod ik.

(sik
· Xik

)et mod ik − mik

= (md mod ik · mt mod ik)et mod ik − m mod ik

= (mdt mod ik)et mod ik − m mod ik

= m1+kλ(n) mod ik − m mod ik = 0.

Thus,

m̃ = (

j∑

k=1

((sik
· Xik

)et mod ik − mik
))

·(
n

min(i1, · · · , ij)
+ 1)

=

j∑

k=1

0 · (
n

min(i1, · · · , ij)
+ 1) = 0.

Therefore, s = (CRT (si1 , · · · , sij
) + m̃) mod n =

CRT (si1 , · · · , sij
),which is the same as the correct result

Equation (1).

When there is hardware fault attack, the proposed
countermeasure can ensure security. In the following
paragraphs, we discuss two typical attacks. The attacker
can keep sik

correct and insert byte error or random error
to make m̃ faulty. Based on a faulty m̃, the complexity for
the attacker to obtain any factor of the proposed multi-
prime RSA is O(n).

Proposition 2. Given a j-prime RSA, a faulty signature
s′k is obtained by an attacker from a faulty value m̃′. The
complexity of obtaining one factor ik is O(n), by using
ik = n/gcd((((s′k − ∆) mod n)e − m) mod n, n), where ∆
and k are integers, ∆ ∈ [0, n), and k ∈ [1, j].

Proof. When calculating the signature, we assume all the
other parts are correct except m̃. The faulty value of m̃′

will be a random number. This means a random value
is added to the signature. If the attacker tries to use the
wrong signature to factor n, he has to eliminate the value
of m̃′, by using ik = gcd((((s′k − ∆) mod n)e − m) mod
n, n) where ∆ is an integer and ∆ ∈ [0, n). The only
possible way for him to do so is to guess ∆ in the range
of n. Thus, the complexity for the attacker to obtain ik
from this faulty signature s′k is O(n).

The attacker can also inject byte error or random error
to make sik

faulty. Based on a faulty sik
, the complex-

ity for the attacker to obtain any factor of the proposed
multi-prime RSA is still O(n). We will need the following
Lemma to derive Proposition 3.

Lemma 1. Given that p is a prime number, a, b, c
are three integers smaller than p, and b 6= c, we have
abmodp 6= acmodp.

Proposition 3. Given a j-prime RSA, a faulty signature
s′k is obtained by an attacker from a faulty value s′ik

. The
complexity of obtaining one factor ik is O(n), by using
ik = n/gcd((((s′k − ∆) mod n)e − m) mod n, n), where ∆
and k are integers, ∆ ∈ [0, n), and k ∈ [1, j].
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Proof. Based on the above Lemma 1 and Lemma 4 in
[33], each erroneous value s′ik

will produce a wrong result
of m̃. Totally, there are p−1 possible values of s′ik

, which
will produce p − 1 possible erroneous values of m̃ in the
range of [0, n). When the signature s is calculated using
(5) with the wrong result of m̃, a value in the range of
[0, n) will be added as an interfering factor.

When the attacker uses s′k to factor n, he has to
eliminate the influence of m̃ from s′k, by using ik =
gcd((((s′k − ∆) mod n)e − m) mod n, n) where ∆ is an
integer and ∆ ∈ [0, n). The only possible way for him to
do so is to guess the value of ∆. Thus, the complexity for
the attacker to obtain ik from the faulty signature s′k is
O(n).

It is noted that the complexity of obtaining one factor
from a faulty signature in CRT-2 protocol is also proven
to be O(n) in [33]. Thus, based on Propositions 2 and 3,
the proposed method provides a similar immunity against
the two typical hardware fault attacks.

3.2 Comparison with CRT-2

The proposed method can be considered as a revised ver-
sion of CRT-2. It removes kp and kq variables in the
CRT-2 so that it can survive the attack of [30] that broke
CRT-2. We use the following two-prime case with the
modulus {p, q} for illustration. If the attacker keeps the
rest of the system correct and inserts errors in m̃ik

= p,
the result m̃ will not be ’0’ but a m̃′ = R · (q + 1) where
R is a random number. Then, we got

s′ = (CRT (si1 , · · · , sij
) − R · (q + 1)) mod n.

Thus, gcd((s′e −m, n) (see Equations (3) and (4)) will
not generate q to factor n.

The proposed method not only can survive the attack
of [30] but also is efficient for the FPGA implementation.
We compare the implementation aspects of the proposed
method with those of the CRT-2 protocol in Table 1. It
is clear that the operations of the proposed multi-prime
RSA use smaller numbers than those of the CRT-2 proto-
col. Moreover, extra dividers are needed to perform the
division computations of Kik

and m̃/j in CRT-2 protocol,
while no divider is needed in the proposed multi-prime
RSA.

3.3 FPGA

In order to further discuss the effectiveness of the pro-
posed countermeasure, we focus on the proposed counter-
measure from the perspective of FPGA implementation of
multi-prime RSA. To ensure security in real practice, one
must consider the properties of different implementations
of cryptosystems. FPGA implementation is very useful
for RSA cryptosystems [4, 7, 10, 11, 15, 16, 18, 23, 28] and
can have some advantages against various hardware fault
attacks. Introduced in 1985 by Xilinx, FPGA is a high
capacity programmable logic device consisting of an array
of programmable logic cells surrounded by programmable

interconnects. Its logic cells and interconnects can be pro-
grammed by end-user to implement specific circuitry. It
has many applications in prototyping, FPGA-based com-
puters, on-site hardware reconfiguration, DSP, logic emu-
lation, network components, and cryptography. One ad-
vantage of using FPGA for multi-prime RSA is that the
logic cells and interconnects used for one variable can be
easily scattered. This will somehow limit the attacker’s
control of the timing and location of the variable. In the
logic synthesis step of FPGA design, one can use synthe-
sis file (for example, UCF file in Xilinx FPGA design) to
let the logic cells and interconnects spread all over the
whole FPGA chip. Different bits of one variable will not
be in adjacent locations but scattered in different loca-
tions. Therefore, for the FPGA-based multi-prime RSA,
the hardware fault attacks will be similar to the model 3
and model 4 [5] with the limitation that the attack can
not locate the data bus. In the microprocessor and data
bus structure, the attacker can find the data bus location
and change the value of a variable to some parts of the
design, but keep the original value of the variable to other
parts of the design. However, due to the programmabil-
ity, and place and routing specialty of the interconnect
network in the FPGA, the data bus or interconnects of
the variable is scattered all over the chip and difficult to
find its direction. Therefore, the attack can inject error
in the logic cell or interconnect used for one variable and
this change will goes to every part of the design.

The importance of using FPGA to design the proposed
countermeasure is that FPGA utilizes the advantages of
the proposed structure, in which the CRT part and m̃
part are scrambled together. As shown in Figure 2, sev-
eral variables are shared between the CRT part and m̃
part such as sik

, ik, Xik
, and mik

. We use the following
example to illustrate the advantage. The attacker can in-
ject errors in the common variable such as mik

to make
both sik

and m̃ faulty. Due to the scattered interconnects
of FPGA, the attacker cannot find the specific location of
the data bus of mik

for sik
to inject errors without chang-

ing mik
in the m̃ part. In another word, the faulty m̃ and

faulty sik
will be based on the same wrong input mik

.
Thus, it is similar to the input being another number and
the attacker can not find the different effects of the faulty
m̃ and the faulty sik

and can not use this information to
break the system.

3.4 Various Attacks

In [27], in order to break the BOS algorithm, the attacker
needs to inject errors when the system reads m and keep
the correct value of m in the memory. This assumption
is correct for the structure of microprocessor and data
bus. However, based on the discussion of Section 3.3, the
attacker can not have this ability for the FPGA imple-
mentation.

In the literature, the countermeasure study of multi-
prime RSA is generally based on the microprocessor and
data bus structure. This leads to several attacks to eas-
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Table 1: Performance comparison

Division Base Modular Modular
exponentiation exponentiation

CRT-2 protocol [20] Kk = bm/ikc m mdt mod ik m̃t mod n
and m̃/j (m ∈ [1, n)) (m ∈ [1, n))

The proposed mik
= m mod ik mdt

ik
mod ik mt

ik
mod ik

multi-prime RSA (mik
∈ [1, ik)) (mik

∈ [1, ik))

Modular

exponentiation

component

E_in

X_in

N_in

Exp_start
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Figure 3: The implementation of m̃ for the proposed two-prime immune RSA

ily break these countermeasure methods. We propose to
study the countermeasure method for FPGA-based multi-
prime RSA. The FPGA structure limits the control of
the attacker of the location and timing of the data bus.
Therefore, FPGA might be an efficient solution for secure
cryptosystem designs.

Also, it is worthy to notice that the BOS algorithm
[5] might also be effective for the FPGA implementation,
since the attack to break BOS algorithm in [27] is not
valid for FPGA implementation. However, the BOS al-
gorithm uses a more complicated algorithm than the pro-
posed method. Therefore, the proposed method is more
practical for the actual RSA cryptosystem designs.

4 FPGA Implementation And

Testing

In this section, we carry out the FPGA implementation
and testing for two-prime and three- prime cases. The
implementation diagrams are shown in Figures 3, 4, 5,
and 6.

4.1 FPGA Implementation

The FPGA design approach includes the following steps:
design entry, logic verification (simulation), synthesis, im-
plementation design (translating, mapping, placing and

routing). The software used is Xilinx Integrated Synthesis
Environment (ISE) 6.1i version. Its Graphic User Inter-
face (GUI) consists of push-button flows where a design
can be specified either in Hardware Description Language
(HDL) form or in schematic form. It also includes all in-
tegrated tools for all the above steps and the interface
with the third party software. In our design, the VHDL
format is adopted as the design entry. The Modelsim XE
5.7 version software is used for Boolean logic function ver-
ification. The synthesis step of the VHDL code is accom-
plished by the Xilinx Synthesis Technology (XST) tool. In
the synthesis step, the design is scattered all over the chip
to reduce the attacker’s ability. Then, the implementation
design step is executed to compile the synthesized design
with the translating, mapping and placing & routing tools
available from Xilinx. This is the step to generate the lay-
out of the design on the selected chip. The ISE software
also provides an integrated tool ”core generator”, which
includes some Intellectual Property (IP) cores. The core
generator tool generates the needed dividers in the imple-
mentations. The xcv2000-bg560 device is chosen for the
implementation.

It is worthy to notice that in [4, 7], multi-prime RSA
systems with immunity have been implemented using
FPGA. The design in [7] implemented a system consisting
of the CRT-2 and other immunity algorithms for a two-
prime case. Therefore, we use the same RSA parameters
such as the modulus n, the secret key d and the message
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Figure 4: The implementation of the CRT part of the proposed two-prime immune RSA
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Figure 5: The implementation of m̃ for the proposed three-prime immune RSA

m as in [7]. The key length is also 512-bit. In our design,
in order to save hardware resources, modular exponenti-
ation calculations [17, 21, 26] for sp and sq are reused for
the calculation of m̃.

The implementation results of the proposed two-prime
and three-prime RSAs, including the configurable logic
block (CLB) usage, the look up table (LUT) usage, the
equivalent gates and the data rate, are shown in Table 2.
For the purpose of comparison, the implementation data
of the standard two-prime and three-prime, CRT-2-based
two-prime and three-prime RSA cryptosystems, and the
two-prime design in [7] are also shown in Table 2.

It is seen from Table 2 that for two-prime and three-
prime RSAs, the proposed method requires only 66% and
75% of hardware resources respectively (the percentage
of equivalent gate count) while providing higher operat-
ing speed, compared with the CRT-2 protocol or the one
in [7]. The reason is as follows. For the proposed multi-
prime RSA, the operations of the summing term m̃ to
increase the immunity are performed mainly by reusing
the hardware resources for the previous modular expo-
nentiation and modular multiplication operations. This
assures that the summing term does not require a lot of
resources usage.

It is also noted that the proposed design uses a scat-
tered structure, which can be more efficient in view of
hardware fault attacks. However, based on CRT-2, the
design [7] still used a microprocessor and data bus struc-
ture inside the FPGA. Therefore, it might not survive the
attacks proposed in [27] and [30].

4.2 Testing

In order to verify the effectiveness of the proposed coun-
termeasure, we carried out a number of testing for the
three-prime design in view of different hardware fault at-
tacks. The testing setup is shown in Figure 7. We first
carried out the testing of the attacks such as variations
in supply voltage and external clocks, and temperature.
These attacks can inject random errors for all the compo-
nents of the FPGA chip. The proposed system will not
provide useful information for the attacker to break the
system. Then, we carried out the testing for the laser
fault attack for specific locations of the FPGA chip. The
laser fault injection equipment is similar to the one used
in [8] and shown in Figure 8. The attack can inject byte
or random errors in variables of the system. But due to
the scattering of the FPGA logic cell and interconnects,
the attack can not locate specific data bus. It has been
verified that the proposed systems can handle such an at-
tack. Due to the limitation of our lab, other attacks such
as white light, X-ray and ion beam have not been tested.

5 Conclusion

In this paper, a study of the immunity algorithm,
structure and implementation of the Chinese remainder
theorem-based multi-prime RSA has been carried out.
Based on the FPGA implementation concepts, a novel
countermeasure method is proposed, which can survive
the attacks [27, 30] that broke the previous methods
[5, 33]. By using a simple operation and small wordlength
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Figure 6: The implementation of the CRT part of the proposed three-prime immune RSA

Table 2: FPGA implementation results using xcv1000-5bg560 device

CLB usage LUT usage Equivalent gates Data rate
Two-prime RSA based on standard CRT 1226 4775 46324 1.13Mbits.s
Two-prime RSA based on CRT-2 protocol [33] 1997 6577 85229 0.59Mbits/s
Two-prime RSA based on method in [7] 2788 8185 >90,000 0.03Mbits/s
Proposed two-prime RSA 1,431 5,615 55,913 0.68Mbits/s
Three-prime RSA based on standard CRT 1,759 6,939 68,144 1.74 Mbits/s
Three-prime RSA based on CRT-2 protocol [33] 2,646 9,121 109,756 0.75 Mbits/s
Proposed three-prime RSA 2,130 8,252 82,233 0.98 Mbits/s
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FPGA Attack equipment Data acquisition

Figure 7: The block diagram of the testing setup

Figure 8: Laser fault injection equipment

parameters, the proposed method is also efficient in terms
of hardware resources and speed. For a two-prime RSA
and a three-prime RSA, the proposed method requires
only 66% and 75% hardware resources respectively while
providing higher operating speed, compared with the ex-
isting method. In order to prove the functionality of the
proposed countermeasure, the FPGA implementation and
testing in attacking environment are carried out for sev-
eral two-prime and three-prime design examples. Utiliz-
ing the properties of FPGA implementations in the design
of multi-prime RSA cryptosystems can limit the ability
of the attacker to control the timing and location of the
cryptosystem. This should be useful in the design of many
other secure cryptosystems. It is expected that the pro-
posed techniques will have a positive impact on the hard-
ware implementation of cryptosystems and will be used
in the applications of computer networking, telecommu-
nications, and smart card.
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