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Abstract

We present a new algorithm that evaluates provable secu-
rity against differential and linear cryptanalysis for Feistel
ciphers with invertible substitution-diffusion (SD)-based
round functions. This algorithm computes an upper
bound on the maximum expected differential or linear
probability (MEDP or MELP) based on the number of
rounds. We then apply our algorithm to Camellia (minus
FL/FL−1). Previously, the best upper bounds for Camel-
lia were 2−12 (both MEDP and MELP) for 3+ rounds.
Our algorithm improves these bounds to 1.065 × 2−28

(MEDP) and 1.161 × 2−27 (MELP) for 6+ rounds. This
is a first step toward establishing the provable security of
Camellia and related ciphers against differential and lin-
ear cryptanalysis.

Keywords: Camellia, differential cryptanalysis, Feistel ci-
pher, linear cryptanalysis, provable security

1 Introduction

Differential cryptanalysis and linear cryptanalysis, gen-
erally considered the most powerful attacks on block ci-
phers, were first proposed in the context of Feistel ciphers,
specifically DES [7], in the early 1990s [4, 16]. Many
papers followed that investigated the theoretical under-
pinnings of these attacks, and explored nuances and ex-
tensions. In particular, Lai et al. [15] and Nyberg [20]
defined the concepts necessary for establishing provable
security [9, 21] against differential and linear cryptanal-
ysis, namely differentials and linear hulls, respectively.1

However, the application of these concepts to most block

1The definition of provable security used in this paper is well
established. However, note that there is at least one other widely
used definition of this term (see [26]).

ciphers is nontrivial, so resistance to differential and linear
cryptanalysis is often claimed when only the less stringent
criterion of practical security [14] has been established.

Since the work of Lai et al. and Nyberg, there have
been relatively few publications dealing with provable se-
curity for Feistel ciphers [1, 18, 19, 21]. On the other
hand, during the past few years many papers have ap-
peared dealing with provable security for block ciphers
based on the substitution-permutation network (SPN)
structure [5, 9, 11, 12, 13, 22, 23, 24]. This flurry of re-
sults has produced a growing “toolbox” of techniques for
such analysis of SPNs. (The recent bias toward SPNs is
no doubt due in large part to the adoption of the SPN Ri-
jndael as the Advanced Encryption Standard (AES) [6].)
However, there are almost no comparable techniques for
Feistel ciphers. It is our hope that the work of this paper
will constitute the first in a series of such techniques.

We present a new algorithm for deriving an upper
bound on the maximum expected differential probability
(MEDP) or maximum expected linear probability (MELP)
for Feistel ciphers with invertible substitution-diffusion
(SD)-based round functions. This upper bound is com-
puted as a function of the number of rounds under con-
sideration. (Our approach has elements in common with
the algorithm KMT2/KMT2-DC of Keliher et al. [12] (see
also [10]), which upper bounds the MEDP and MELP for
SPNs.) We then apply our algorithm to Camellia (mi-
nus FL/FL−1) [2]. Prior to this paper, the best upper
bounds on both the MEDP and MELP for Camellia were
2−12 for 3 or more rounds; this follows from a result of
Aoki and Ohta [1]. Our algorithm improves these bounds
to 1.065× 2−28 (MEDP) and 1.161× 2−27 (MELP) for 6
or more rounds.
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2 Background Concepts

2.1 Block Ciphers

A block cipher is a bijective mapping Ek : {0, 1}N →
{0, 1}N , where N is the block size and k is a key. The in-
put to a block cipher is called a plaintext, and the output
is called a ciphertext. Most block ciphers consist of a se-
quence of R weaker encryption steps called rounds, where
round r (1 ≤ r ≤ R), which also maps {0, 1}N → {0, 1}N ,
is parameterized by a subkey kr. The vector of subkeys
〈
k1,k2, . . . ,kR

〉
is derived from k via a separate key-

scheduling algorithm.

2.2 Feistel Ciphers

A standard Feistel cipher2 is a block cipher that modi-
fies half of the current block in each round (so N must
be even) [8]. Denote the left and right halves of the
N -bit input to round r by xr

L and xr
R, respectively. The

left half, xr
L, becomes the input to a round function,

F r : {0, 1}N/2 → {0, 1}N/2, which also takes kr as a pa-
rameter. The output from F r is XORed with xr

R to form
xr+1

L (the left half of the input to the next round), while
xr

L is preserved unchanged as xr+1
R . This swapping of half

blocks occurs in every round except the last. Figure 1 de-
picts the basic Feistel cipher structure.
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Figure 1: Basic Feistel cipher structure

In terms of implementation, one of the main advan-
tages of Feistel ciphers is that encryption and decryp-
tion are essentially identical operations—a ciphertext is

2There are many variations on the basic Fiestel structure—for
example, see [25].

decrypted by processing it through the encryption algo-
rithm with the order of the round functions and corre-
sponding subkeys reversed. If the same round function is
used in every round (a common approach), only the order
of the subkeys must be reversed. A related observation is
that the round functions are not required to be invertible.
Overall, there is no need to generate/store inverse cipher
components.

Obviously the choice of round function(s) is critical,
and many designs have been proposed and studied. We
will focus on round functions consisting of the three stages
of a single SPN round:

1) key-mixing stage – round function input is XORed
with N/2-bit subkey, kr

2) substitution stage – current block is partitioned into
M sub-blocks of size n (n = N/2M), and each sub-
block becomes the input to an n× n substitution box
(s-box ), i.e., a mapping {0, 1}n → {0, 1}n

3) diffusion stage – output from the substitution stage
is processed through a linear transformation L :
{0, 1}N/2 → {0, 1}N/2 (historically, a bitwise permu-
tation)

Remark 1. We adopt two simplifying assumptions that
hold for Camellia-like ciphers. First, all round functions
are identical; denote this unique round function by F .
Second, the s-boxes and linear transformation are invert-
ible (this is a requirement for SPNs, but can be relaxed
for general Feistel ciphers).

2.3 Camellia

Camellia is a Feistel cipher developed by NTT and Mit-
subishi Corporation that was introduced in 2000 [2]. It
has been adopted by numerous international standards
bodies, including ISO/IEC and IETF, and is generally
viewed as being competitive with the AES in terms of
security and performance.

Camellia has a block size of N = 128, and accepts keys
of sizes 128, 192, and 256 bits. The number of rounds
is 18 for 128-bit keys, and 24 for 192- and 256-bit keys.
Camellia adheres to the Feistel cipher structure described
above—including the use of an invertible SD-based round
function that is identical in all rounds—except for two
features:

• a 128-bit whitening key is XORed to the plaintext
before the first round, and another is XORed to the
output of the last round to form the ciphertext

• key-dependent linear functions FL and FL−1 are ap-
plied to the left and right halves, respectively, of
the current 128-bit block after rounds 6 and 12 for
18-round Camellia, and after rounds 6, 12, and 18 for
24-round Camellia

The substitution stage of the round function uses four dif-
ferent 8× 8 s-boxes, denoted s1, . . . , s4, each of which ap-
pears twice (M = 8). All four s-boxes are variations of the
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inversion mapping in GF (28). If the input to the linear
transformation stage is viewed as a vector (x1, x2, . . . , x8)
over GF (28), then the linear transformation can be repre-
sented by an 8×8 matrix, denoted P , all of whose entries
are 0 or 1:
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2.4 Assumption of Independent Subkeys

In analyzing the resistance of block ciphers to certain at-
tacks, including differential and linear cryptanalysis, it
is standard to assume that each subkey is chosen inde-
pendently and uniformly from the set of all possible sub-
keys, and to work with average values over this distri-
bution. We adopt this approach. Issues concerning the
“non-averaged” analysis of block ciphers remain largely
unexplored, as do issues related to subkey distributions
generated by specific key-scheduling algorithms.

3 Differential (and Linear) Crypt-

analysis

Differential cryptanalysis, due to Biham and Shamir [4],
is a chosen-plaintext attack that exploits the existence
of relatively large expected differential probability (EDP)
values over T core cipher rounds (T ≤ R). Linear crypt-
analysis, introduced by Matsui [16], is a known-plaintext
attack that exploits relatively large expected linear prob-
ability (ELP) values over T core rounds. Because of the
well-known duality between differential and linear crypt-
analysis [3, 17, 27], concepts related to one attack often
have counterparts for the other attack (see [13])—this
holds for the results of the current paper. In light of
this, we limit our exposition to differential cryptanalysis.

We first define concepts relevant to differential crypt-
analysis in the context of a general block cipher,3 and then
focus on Feistel ciphers with invertible SD-based round
functions.

3.1 Differential Probability

Definition 1. Let B : {0, 1}d → {0, 1}d, and let
∆x, ∆y ∈ {0, 1}d be fixed. If X ∈ {0, 1}d is a uniformly

3Technically, for all the following results to hold the block cipher
must be a Markov cipher—see [15].

distributed random variable, then the differential proba-
bility DP(∆x, ∆y) is defined as

DP(∆x, ∆y) = ProbX {B(X) ⊕ B(X ⊕ ∆x) = ∆y} .

If B is parameterized by a key, k, we write
DP(∆x, ∆y;k), and the expected differential probability
EDP(∆x, ∆y) is defined as

EDP(∆x, ∆y) = EK [DP(∆x, ∆y;K)] ,

where K is a random variable uniformly distributed over
the space of keys, and E[ ] denotes expectation.

The values ∆x / ∆y in Definition 1 are called in-
put/output differences. We can view DP and EDP values
as entries in a 2d × 2d table in the obvious way. The
following lemma is trivial.

Lemma 1. Let B : {0, 1}d → {0, 1}d, and let ∆x ∈
{0, 1}d. Then

∑

∆y∈{0,1}d

DP(∆x, ∆y) = 1 .

Remark 2. In what follows, terms such as “first round”
and “last round” are relative to the T rounds under con-
sideration. Single-variable superscripts refer to individual
rounds, e.g., DP t(∆x, ∆y;kt) and EDP t(∆x, ∆y) are DP
and EDP values, respectively, for round t (1 ≤ t ≤ T ).
Superscripts of the form [i . . . j] (with i < j) refer to a se-
quence of consecutive rounds viewed as a single unit, e.g.,
EDP [1...3](∆x, ∆y) is an EDP value over rounds 1 . . . 3.
For Feistel ciphers, we assume that swapping occurs in all
T rounds.

3.2 Provable Security (MEDP)

Given T ≥ 2 core rounds, the critical value for differ-
ential cryptanalysis is the maximum expected differential
probability (MEDP):

MEDP [1...T ] = max
∆x,∆y∈{0,1}N\0

EDP [1...T ](∆x, ∆y) .

(1)
The data complexity of the attack (the number of chosen
plaintext-ciphertext pairs required) is proportional to the
inverse of the MEDP. Therefore provable security can be
claimed if the MEDP is sufficiently small that the corre-
sponding data complexity is prohibitive [21].

3.3 Differential Characteristics

For most block ciphers, it is difficult to compute the
MEDP exactly. A traditional method of approximation
involves the use of characteristics.

Definition 2. A differential characteristic for rounds
1 . . . T is a (T + 1)-tuple

Ω =
〈
∆x1, ∆x2, . . . , ∆xT , ∆xT+1

〉
,
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where ∆xt and ∆xt+1 are N -bit input and output dif-
ferences, respectively, for round t (1 ≤ t ≤ T ). The cor-
responding expected differential characteristic probability
(EDCP) is defined as

EDCP [1...T ](Ω) =

T∏

t=1

EDP t(∆xt, ∆xt+1) . (2)

Remark 3. For many ciphers, it is feasible to compute
EDP t(∆xt, ∆xt+1) for each round t, and therefore to

compute EDCP [1...T ](Ω).

3.3.1 Using the Best Characteristic (Practical
Security)

A best characteristic (not necessarily unique) is one that

maximizes EDCP [1...T ](Ω). Denote a best characteristic
by Ω̂ =

〈
∆x̂1, ∆x̂2, . . . , ∆x̂T , ∆x̂T+1

〉
. The data com-

plexity of differential cryptanalysis is often estimated by
assuming that

MEDP [1...T ] ≈ EDP [1...T ](∆x̂1, ∆x̂T+1)

≈ EDCP [1...T ](Ω̂) . (3)

If the resulting data complexity is prohibitive, the cipher
is practically secure [14].

3.4 Differentials

Definition 3 (Lai et al. [15]). If T ≥ 2 and ∆x, ∆y ∈
{0, 1}N , then the corresponding differential, denoted
DIFF (∆x, ∆y), is the set of all characteristics for rounds
1 . . . T having ∆x as the first difference and ∆y as the
last difference, i.e., all characteristics of the form

Ω =
〈
∆x, ∆x2, ∆x3, . . . , ∆xT , ∆y

〉
.

Theorem 1 ([15]). Let ∆x, ∆y ∈ {0, 1}N . Then

EDP [1...T ](∆x, ∆y) =
∑

Ω∈DIFF (∆x,∆y)

EDCP [1...T ](Ω) .

It follows from Theorem 1 that the approxima-
tion in Equation (3) does not hold in general, since

EDP [1...T ](∆x, ∆y) is seen to be the sum of (a large

number of) terms EDCP [1...T ](Ω), and therefore, in gen-
eral, the EDCP of any characteristic will be strictly less
than the corresponding EDP value. Further, the MEDP
may not be equal to (i.e., may be strictly greater than)
the EDP associated with any best characteristic. This
situation may result in an overestimation of the data
complexity—beneficial for an attacker, but problematic
for a cipher designer.

3.5 Expected Differential Probability for
One SD-based Round

Consider input/output differences for one SD-based round
of a Feistel cipher, as in Figure 2. We are interested

in EDP t(∆x, ∆y), where ∆x = (∆xL ‖ ∆xR) and
∆y = (∆yL ‖ ∆yR) (the symbol ‖ denotes concatena-
tion). Clearly

EDP t(∆x, ∆y) = EDPF (∆xL, ∆xR ⊕ ∆yL) , (4)

where EDPF (·, ·) is an EDP value over the round func-
tion, F .

L⊕kt

∆yL

∆xR∆xL

∆yR

Figure 2: Input/output differences for one SD-based Feis-
tel round

Let ∆a and ∆b be the input and output differences, re-
spectively, for the substitution stage of F , i.e., ∆a = ∆xL

and ∆b = L−1(∆xR ⊕ ∆yL). Enumerate the s-boxes as
S1, . . . , SM . Subdividing ∆a and ∆b gives input/output
differences for each s-box, denoted ∆ai / ∆bi (1 ≤ i ≤
M). It is easy to show that

EDP t(∆x, ∆y) =

M∏

i=1

DPSi(∆ai, ∆bi) . (5)

A characteristic is consistent if, for any round with in-
put/output differences ∆x = (∆xL ‖ ∆xR) / ∆y =
(∆yL ‖ ∆yR), the following two conditions hold:

1) ∆yR = ∆xL

2) the input and output differences for any s-box are
either both zero or both nonzero

Given any consistent characteristic, an s-box with nonzero
input and output differences is called active. We limit
consideration to consistent characteristics.

3.6 Distribution of DP Values for Multi-
ple Active s-boxes

Definition 4. Let v be a binary vector of length
{0, 1}N/2 (resp. {0, 1}N). Then γv is a binary vector
of length L = M (resp. L = 2M) formed as follows: par-
tition v into L sub-vectors of length n = N/2M (the size
of the s-box input/output), denoted v1,v2, . . . ,vL; define
γi = 0 if vi = 0, and γi = 1 otherwise, for 1 ≤ i ≤ L; and
let γv = γ1γ2 · · ·γL.
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Remark 4. We think of γv as encoding the “pattern”
of nonzero sub-vectors in v. If v is an input or output
difference for the substitution stage of F , taken from a
consistent characteristic, then the active s-boxes are given
by γv = γ1γ2 · · · γM , i.e., Si is active if and only if γi =
1; the number of active s-boxes is wt(γv), where wt( )
denotes Hamming weight.

For simplicity, we assume that all nontrivial rows and
columns of the DP table for any s-box have the same dis-
tribution of values. This property holds for Camellia and
the AES—in fact, they share the same distribution [23].
(Dealing with the more general situation is straightfor-
ward, but detailed—see Section 6.5 in [10].) Let D1 be
the number of distinct values, let ρ1

1, ρ
1
2, . . . , ρ

1
D1

be these
distinct values in decreasing order, and let φ1

i be the fre-
quency with which ρ1

i occurs, for 1 ≤ i ≤ D1.

Definition 5. Let ∆x ∈ {0, 1}N/2 \ 0 be a fixed input
difference for the substitution stage of F , let ∆y be an
output difference for the same substitution stage, and
suppose ∆y varies over {0, 1}N/2, with the restriction
that γ∆x = γ∆y. If A is the number of active s-boxes
(A = wt(γ∆x) = wt(γ∆y)), define DA to be the set of
distinct one-round DP values produced as ∆y varies, and
let DA = #DA. Define

〈
ρA
1 , ρA

2 , . . . , ρA
DA

〉
to be the se-

quence obtained by sorting DA in decreasing order, and
let φA

i be the number of occurrences of the value ρA
i , for

1 ≤ i ≤ DA.

The proof of the following lemma is straightforward.

Lemma 2. For A ≥ 2,

DA =
{
ρ1

s · ρ
A−1
t : 1 ≤ s ≤ D1, 1 ≤ t ≤ DA−1

}
,

and for each i, 1 ≤ i ≤ DA = #DA,

φA
i =

∑

ρ1

s·ρ
A−1

t =ρA
i

1≤s≤D1, 1≤t≤DA−1

φ1
s · φ

A−1
t .

Definition 6. For A ≥ 1 and 1 ≤ J ≤ DA, define the
partial sums

ΦA
J =

J∑

j=1

φA
j , ΛA

J =
J∑

j=1

ρA
j · φA

j .

Remark 5. It follows from Lemma 1 that ΛA
DA

= 1, for
A ≥ 1.

4 New Algorithm

Consider a Feistel cipher with an SD-based round func-
tion. For any T ≥ 2 and γ, γ̂ ∈ {0, 1}2M \ 0, our algo-

rithm computes a value UB [1...T ](γ, γ̂) such that for all
∆x, ∆y ∈ {0, 1}N \ 0 satisfying γ∆x = γ, γ∆y = γ̂, the
following holds:

EDP [1...T ](∆x, ∆y) ≤ UB [1...T ](γ, γ̂) . (6)

This immediately yields an upper bound on the MEDP:

MEDP [1...T ] ≤ max
γ,γ̂∈{0,1}2M\0

UB [1...T ](γ, γ̂) . (7)

For many ciphers, if we can compute the individual val-
ues UB [1...T ](γ, γ̂), then it is feasible to evaluate the right-
hand side of Equation (7) (e.g., 2M = 16 for Camellia).
This reduction of computational complexity relative to di-
rect computation of the MEDP (as in Equation (1)) is the
main reason for adopting a “pattern-oriented” approach.
We divide our algorithm into a base case (T = 2) and an
inductive step (T ≥ 3); these are given in Sections 4.2
and 4.3, respectively. We start with some technical defi-
nitions.

4.1 Technical Definitions

The following table of values extracts useful pattern-based
information from the linear transformation, L.

Definition 7. Let γ, γ̂ ∈ {0, 1}M . Then

Wd[γ, γ̂] = #
{

∆x ∈ {0, 1}N/2 : γ∆x = γ, γL(∆x) = γ̂
}

.

Remark 6. For efficiency, Wd[ ] should be pre-computed
for use in the algorithm below.

Definition 8. Let γ, γ̂, ˆ̂γ ∈ {0, 1}M . We say that γ and

γ̂ produce ˆ̂γ, denoted (γ, γ̂) ⇒ ˆ̂γ, if there exist v, v̂ ∈

{0, 1}N/2 with γv = γ, γv̂ = γ̂, and γv⊕v̂ = ˆ̂γ.

Definition 9. Let γ, γ̂, ˆ̂γ ∈ {0, 1}M such that (γ, γ̂) ⇒
ˆ̂γ. Fix any v̂ ∈ {0, 1}N/2 satisfying γv̂ = γ̂. Define

#[(γ, γ̂) ⇒ ˆ̂γ] to be the number of v ∈ {0, 1}N/2 for

which γv = γ and γv⊕v̂ = ˆ̂γ.

Remark 7. The value #[(γ, γ̂) ⇒ ˆ̂γ] in Definition 9 is
independent of the specific choice of v̂ ∈ {0, 1}N/2. Note
that the ordering of γ and γ̂ is not important in Defini-
tion 8, i.e., (γ, γ̂) ⇒ ˆ̂γ if and only if (γ̂, γ) ⇒ ˆ̂γ, but it is

important in Definition 9, i.e., in general #[(γ, γ̂) ⇒ ˆ̂γ] 6=

#[(γ̂, γ) ⇒ ˆ̂γ].

Definition 10. Let γ, γ̂, ˆ̂γ ∈ {0, 1}M . We say that γ

F -matches γ̂ and ˆ̂γ, denoted γ a (γ̂, ˆ̂γ), if there exists

δ ∈ {0, 1}M such that (γ̂, ˆ̂γ) ⇒ δ and Wd[γ, δ] > 0.

Remark 8. The symbol a is chosen to be reminiscent of
the XOR junction in each round. The pattern γ (resp. δ)
corresponds to the input difference (resp. output differ-
ence) of the round function (or, equivalently, of the linear
transformation, L).

Definition 11. Let DPmax be the maximum nontrivial
DP value over the round function s-boxes, i.e.,

DPmax = max
1≤i≤M

max
∆a,∆b∈{0,1}n\0

DPSi(∆a, ∆b) .
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4.2 Base Case (T = 2)

Theorem 2. Let γ, γ̂ ∈ {0, 1}2M \ 0, and partition these
patterns into left and right halves as γ = (γL ‖ γR) and
γ̂ = (γ̂L ‖ γ̂R). Let A = wt(γL) + wt(γ̂R). If

UB [1...2](γ, γ̂) =







(DPmax)
A if γL a (γR, γ̂R) and

γ̂R a (γL, γ̂L)

0 otherwise

then Equation (6) holds for T = 2.

Proof. Let ∆x, ∆y ∈ {0, 1}N \0 be any vectors satisfying
γ∆x = γ, γ∆y = γ̂, and suppose Ω = 〈∆x, ∆z, ∆y〉 ∈
DIFF (∆x, ∆y). If ∆x, ∆y, and ∆z are partitioned into
halves as (∆xL ‖ ∆xR), (∆yL ‖ ∆yR), and (∆zL ‖
∆zR), respectively, then ∆zL = ∆yR and ∆zR = ∆xL,
so Ω is the only characteristic in DIFF (∆x, ∆y). It
follows from Theorem 1, Equations (2) and (4) that

EDP [1...2](∆x, ∆y) is equal to

EDPF (∆xL, ∆xR ⊕ ∆yR) · EDPF (∆yR, ∆xL ⊕ ∆yL) .
(8)

And it follows from Equation (5) and Definition 11 that
Equation (8) is upper bounded by (DPmax)

A, where A =
wt(γL) + wt(γ̂R) is the total number of active s-boxes in
rounds 1 and 2.

The above argument demonstrates that
UB [1...2](γ, γ̂) = (DPmax)

A will always satisfy
Equation (6). Note, however, that for certain
∆x, ∆y ∈ {0, 1}N \ 0, DIFF (∆x, ∆y) may be empty,
i.e., the characteristic 〈∆x, (∆yR ‖ ∆xL), ∆y〉 may
not be consistent. Further, given γ, γ̂ ∈ {0, 1}2M \ 0,
DIFF (∆x, ∆y) may be empty for all ∆x, ∆y ∈ {0, 1}N\0
satisfying γ∆x = γ, γ∆y = γ̂, and therefore we can use the

trivial value UB [1...2](γ, γ̂) = 0. If either γL a (γR, γ̂R) or
γ̂R a (γL, γ̂L) fails to hold, then we are in this degenerate
case.

4.3 Inductive Step (T ≥ 3)

Theorem 3. Let T ≥ 3, and assume that the val-
ues UB [1...(T−1)](γ, γ̂) have been computed for all γ, γ̂ ∈

{0, 1}2M \ 0. If the values UB [1...T ](γ, γ̂) are computed
using the algorithm in Figure 3, then Equation (6) holds.

Proof. In what follows, “Line X” refers to the Xth line in
Figure 3. Let T ≥ 3, and let γ, γ̂ = (γ̂L, γ̂R) ∈ {0, 1}2M \
0. Fix any ∆x, ∆y ∈ {0, 1}N satisfying γ∆x = γ, γ∆y =
γ̂. It follows from Theorem 1 and Equation (2) that

EDP
[1...T ](∆x,∆y)

=
∑

∆z∈{0,1}N

EDP
[1...(T−1)](∆x,∆z) · EDP

T (∆z, ∆y).

(9)

If we partition ∆y and ∆z into halves as (∆yL ‖ ∆yR)
and (∆zL ‖ ∆zR), respectively, then ∆zL = ∆yR, so
we can limit consideration in Equation (9) to ∆z =

(∆yR ‖ ∆zR), i.e., it suffices to vary over ∆zR ∈
{0, 1}N/2. It follows that γ∆z = (γ̂R ‖ ε), for some
ε ∈ {0, 1}M . The heart of the algorithm is the re-

placement of each term EDP [1...(T−1)](∆x, ∆z) in Equa-
tion (9) with a previously computed upper bound value

UB [1...(T−1)](γ, (γ̂R ‖ ε)), along with the observation that
each term EDPT (∆z, ∆y) is an element of the sequence

ρA
1 , . . . , ρA

1
︸ ︷︷ ︸

φA
1

terms

, ρA
2 , . . . , ρA

2
︸ ︷︷ ︸

φA
2

terms

, . . . , ρA
DA

, . . . , ρA
DA

︸ ︷︷ ︸

φA
DA

terms

, (10)

where A = wt(γ̂R) (i.e., A is the number of active s-boxes

in round T ). The selected values UB [1...(T−1)](γ, (γ̂R ‖ ε))
in nonincreasing order comprise the sequence

v1, . . . , v1
︸ ︷︷ ︸

C[ε1] terms

, v2, . . . , v2
︸ ︷︷ ︸

C[ε2] terms

, . . . , vJ , . . . , vJ
︸ ︷︷ ︸

C[εJ ] terms

(11)

(see Line 15). In Lines 16–30 we compute the sum of the
term-by-term product of Equations (10) and (11), and

this sum becomes the bound UB [1...T ](γ, γ̂) in Line 24.
More specifically, Lines 17–20 handle each group of iden-
tical terms

vj , . . . , vj
︸ ︷︷ ︸

C[εj] terms

,

calling MatchGroup to calculate the sum of the matching
terms in Equation (10)—this sum, stored in ∆λ, is mul-
tiplied by vj in Line 30, and the product is added to the
growing value of Sum in Line 19. As a refinement, since

∑

∆z∈{0,1}N

EDP [1...(T−1)](∆x, ∆z) = 1

(this follow from Lemma 1), it is easy to show that the
sequence in Equation (11) can be truncated so that the
terms sum exactly to 1, without compromising the up-
per bound that is being computed (see Lemma 6 in [11]).
Lines 21–23 handle this truncation.

It remains to explain the selection of the values
v1, v2, . . . , vJ . First note that Lines 3–4 handle the triv-
ial situation in which we “fall through” round T because
the input difference (and therefore the output difference)
for F is 0, so the EDP for round T is 1. Now con-
sider Lines 5–14. Recall that we are varying over all
∆zR ∈ {0, 1}N/2 as we upper bound Equation (9). Equiv-
alently, we can think of varying over all output differences
∆w ∈ {0, 1}N/2 for F , and setting ∆zR = ∆w ⊕ ∆yL.
Further, we can limit consideration to those ∆w for which
Wd[γ̂R, γ∆w] > 0, since if Wd[γ̂R, γ∆w] = 0, then the cor-
responding ∆zR does not belong to a consistent charac-
teristic (for output difference ∆y). For each ε ∈ {0, 1}M ,
C[ε] is a counter that will hold the number of ∆w such

that UB [1...(T−1)](γ, (γ̂R ‖ ε)) is chosen by the algorithm

as the upper bound for EDP [1...(T−1)](∆x, (∆yR ‖ ∆zR)).

For each δ ∈ {0, 1}M satisfying W
def
= Wd[γ̂R, δ] > 0,

there are W output differences ∆w for F with pattern δ
when the pattern of active s-boxes is γ̂R. The possible
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1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

For γ ∈ {0, 1}2M \ 0

For γ̂ = (γ̂L ‖ γ̂R) ∈ {0, 1}2M \ 0

If (γ̂R = 0)

UB
[1...T ](γ, γ̂) = UB

[1...(T−1)](γ, (γ̂R ‖ γ̂L))

Else

Let µ1, µ2, . . . , µI be the elements µ of {0, 1}M satisfying (δ, γ̂L)⇒ µ,

For δ ∈ {0, 1}M such that Wd[γ̂R, δ] > 0

Initialize counters C[ε] to 0 for all ε ∈ {0, 1}M

While (W > 0) and (i ≤ I)

c← min {W, #[(δ, γ̂L)⇒ µi]}

C[µi]← C[µi] + c

W ←W − c

i← i + 1

ordered such that if ui = UB
[1...(T−1)] (γ, (γ̂R ‖ µi)), then u1, . . . , uI

is a nonincreasing sequence

W ←Wd[γ̂R, δ], i← 1

Let ε1, ε2, . . . , εJ be the elements ε of {0, 1}M satisfying C[ε] > 0,
ordered such that if vj = UB

[1...(T−1)] (γ, (γ̂R ‖ εj)), then v1, . . . , vJ

is a nonincreasing sequence

Ψ← 0, λ← 0, Ctotal ← 0, Sum← 0, j ← 1

While (j ≤ J) and (vj > 0) and (Ψ + (vj ∗ C[εj ]) ≤ 1) and (λ < 1)

Ctotal ← Ctotal + C[εj ]

Sum← Sum + MatchGroup(Ctotal)

j ← j + 1

If (j ≤ J) and (vj > 0) and (Ψ + (vj ∗ C[εj ]) > 1) and (λ < 1)

Ctotal ← Ctotal + (1−Ψ)/vj

Sum← Sum + MatchGroup(Ctotal)

UB
[1...T ](γ, γ̂)← Sum

return (vj ∗∆λ)

λ← λ + ∆λ

Ψ← Ψ + (vj ∗ C[εj ])

∆λ←
(
ΛA

H − λ
)
−

[(
ΦA

H − Z
)
∗ ρA

H

]
H ← min

{
h : 1 ≤ h ≤ DA, ΦA

h ≥ Z
}
, where A = wt(γ̂R)

Function MatchGroup (Z)

Figure 3: Pseudocode for inductive step (T ≥ 3)

patterns for ∆zR = ∆w⊕∆yL are those µ ∈ {0, 1}M for
which (δ, γ̂L) ⇒ µ (Definition 8). We think of distributing
W among the counters C[µ] for all such µ, ensuring that
we ultimately produce an upper bound by biasing this
distribution toward those µ with larger associated values
UB [1...(T−1)](γ, (γ̂R ‖ µ)) via the sorting step in Line 8.
On the other hand, we guard against “over-biasing” by

observing that the maximum possible number of ∆w for
which γ∆w⊕∆yL

= µ is #[(δ, γ̂L) ⇒ µ] (Definition 9);
we use this maximum to cap the contribution to C[µ] in
Line 11.
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Table 1: New upper bounds on MEDP and MELP for
Camellia

T MEDP MELP

2 2−6 2−6

3 2−12 2−12

4 1.732 × 2−23 1.313× 2−22

5 1.124 × 2−26 1.243× 2−25

6 1.065 × 2−28 1.161× 2−27

7 1.033 × 2−28 1.378× 2−28

8 1.032 × 2−28 1.952× 2−29

5 Application of New Algorithm

to Camellia

Prior to this paper, the best provable security bounds for
Camellia were based on a result of Aoki and Ohta [1]: if F

is invertible (which it is for Camellia), then MEDP [1...T ] ≤

(DPmax)
2 and MELP [1...T ] ≤ (LPmax)

2 for T ≥ 3 (LPmax

is the natural counterpart of DPmax). Since DPmax =
LPmax = 2−6 for Camellia, we obtain upper bounds of
2−12.

We applied our algorithm to Camellia (minus
FL/FL−1; also, since we are dealing with expected val-
ues, the key whitening can be ignored). We ran both
the MEDP and MELP versions of the algorithm for
2 ≤ T ≤ 24. We present the bounds for 2 ≤ T ≤ 8 in Ta-
ble 1. The MEDP bounds have levelled off at T = 8, but
the MELP values continue a slow progression downward,
reaching 1.947×2−31 at T = 20, for example. Notice that
our algorithm replicates the result of Aoki and Ohta for
T = 3.

These new bounds represent a significant improvement
over the previous value of 2−12. However, since the data
complexity of differential/linear cryptanalysis is propor-
tional to the inverse of the MEDP/MELP (with relatively
small constants), these bounds are not yet sufficient to
establish the provable security of Camellia against differ-
ential and linear cryptanalysis. Nonetheless, we believe
that our algorithm represents an important step forward
in the analysis of Feistel ciphers with SD-based round
functions, and we anticipate that further refinements of
our approach, as well as the introduction of other new
techniques, will soon enable the assertion of provable se-
curity for Camellia and related ciphers.
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