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Abstract

The exponential growth of the Internet (WWW in par-
ticular) has opened-up several avenues for covert channel
communication. Steganographic communication is one
such avenue. Hiding secret messages in digital data such
as images using steganographic software tools is becom-
ing easier. These digital images posted in public Web sites
can then be downloaded at the receiver and the hidden
messages may be extracted securely. To thwart covert
channels on the Internet new types of search engines that
can identify, detect and track these channels are necessary.
Traditional search algorithms will fail to identify these
channels. In this paper, we discuss various key issues in-
volved in developing a stego (forensic) Web search engine.
We also propose approaches to address some of these is-
sues. Finally, we discuss a prototype forensic search en-
gine that we developed called STEALTH and discuss in
detail its architecture. Some experimental results are also
reported.

Keywords: forensics, multimedia, security, steganalysis,
steganography, Web search

1 Introduction

A covert channel is any communication channel that can
be exploited by a process to transfer information in a
manner that violates the system security policy [19]. One
of the earliest works on this was done by Lampson [10]
who defines a covert channel as a channel that is not in-
tended for information transfer. The theoretical dangers
of covert channels were first addressed in the National
Computer Security Center’s (NCSC) - Trusted Computer
System Evaluation Criteria (TCSEC) as early as 1983 and
1985.

Covert channel is a simple yet very effective mechanism
for sending and receiving information between two parties
on a network without triggering any firewall and intrusion
detection system (IDS) on the network. Covert channels

bypass traditional security mechanisms by hiding infor-
mation in seemingly benign data (e.g., control fields in
the TCP and IP headers [14], digital images etc.). Covert
channels are of two types: (a) timing channel and (b)
storage channel. Timing channels carry covert message by
modulating the response time of a system. Messages are
stored in spatial locations in storage channels. Steganog-
raphy (stego) is an example of a storage channel. Here,
a secret message is hidden in digital data such as digital
images, graphics, audio files, and streaming video, using
a secret key. The receiver of the message then extracts
the hidden message using the same key. Further, avail-
ability of various freeware and shareware steganographic
tools facilitate their ease of use. Throughout this paper
we will assume that the message carriers are digital im-
ages even though the concepts discussed in this paper are
applicable to other types of digital data as well.

Message hiding using steganography has its pros and
cons. Digital watermarking is an application of steganog-
raphy for copyright protection. On the other hand, secret
communications using steganographic algorithms could
be used for malicious purposes. Further, the Internet has
facilitated the proliferation of steganographic content. It
is easy for someone to post plain looking digital images
that contain hidden messages on their Web page. One re-
ceiver or multiple receivers can then download these im-
ages and extract the hidden message. Clearly, identifying
and detecting the Web pages that contain covert messages
is of immense interest and importance to digital forensics
experts.

Consider the following examples of the potential threat
caused by covert channels:

• A worm such as MyDoom [11] can be hidden inside
a digital image and passed through a target network.
Upon extraction from the image, this worm can hunt
for e-mail addresses. Note that a variant of My-
Doom also succeeded in knocking a number of smaller
search engines, including Lycos and AltaVista, off the
Web completely.
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• Terrorists may use steganography to conceal infor-
mation in digital images and post them on a public
Web page such as ebay.com. The receiving party can
then download these images and extract the hidden
information.

Current Web search engines such as Google, Yahoo,
etc. and a wide variety of intrusion detection systems
(IDS) are incapable of searching or identifying Web pages
that contain steganographic messages. Web crawlers
search and accumulate data from the publicly indexable
Web pages. These crawlers are not efficient enough to
search for the hidden Web or invisible Web. Moreover,
most search engines are still text based. Also, metrics
used by current search engines such as the popularity
of Web links, relevance etc. may not work for forensic
search. We note that current Web search engines are
not capable of identifying and searching multimedia con-
tent containing hidden steganographic messages. This is
because they do not incorporate steganalysis algorithms
that can identify steganographic content, rely on long his-
tory of Web links while steganographic Web pages may
only live for a short period of time for stealth reasons, etc.

Considering the immense growth of the Web, exhaus-
tive search of the Internet for stego content is clearly in-
feasible. Some of the key questions we identify are the
following:

• Where to look: How to identify Web links that could
potentially contain covert messages?

• What are the fundamental design issues in developing
a forensic search engine?

• How to look: How to exploit network traffic to detect
stego Web pages?

• Exploiting side information: Message carrying Web
sites may have not a public link. Then how to exploit
side information such as http traffic request in the
back bone to identify these hidden links?

• Time scale: Stego Web pages may be created, moved
and destroyed randomly on a daily basis; short-lived
Web pages.

• Scalability: A Web-page like e-bay could contain
thousands of multimedia files, i.e., images, audio, etc.
What are the efficient search techniques to employ?

• Steganalysis: How do we integrate steganalysis with
forensic Web search?

In this paper, we attempt to address some of these ques-
tions. We discuss a forensic search architecture called
STEALTH. The main goal of STEALTH is to identify
Web pages with stego information. A prototype imple-
mentation of STEALTH is also presented. Some other
closely related work can be found in [3, 5]. A detailed
mathematical model for Web search steganalysis as an
optimization problem is provided in [5]. Finally, we note

that to our knowledge STEALTH is the first stego Web
search engine.

The rest of this paper is organized as follows. Sec-
tion 2 gives a brief overview of covert communication us-
ing steganography. Section 3 discusses some of the key de-
sign issues in developing a forensic Web search engine and
some possible approaches. Architecture of the proposed
stego search engine, STEALTH, is discussed in Section 4.
Section 5 presents some conclusions and future work.
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Figure 1: Prisoner’s problem model for covert communi-
cation

2 Overview of Steganography and

Steganalysis

The Prisoner’s problem [15], an abstract model of covert
communication using steganography is shown in Figure 1.
Here, Alice (sender) and Bob (receiver) are prisoners
in two different cells. They hatch a plan to escape by
covertly communicating with each other using a storage
channel (e.g., embedding a covert message in a plain look-
ing digital image). It is assumed that Alice and Bob share
a secret key (K) a priori that they use for encoding (EK)
and decoding (DK) a covert message (m). X denotes the
cover/host signal that carries the covert message. Each
output (stego signal) Y ∈ < from Alice’s encoder is first
examined by a passive adversary/warden, Wendy. Wendy
runs a steganalysis algorithm (F ) on the encoder’s out-
puts to determine if it contains a covert message. If the
output of the steganalysis algorithm is F (Y ) = 1 then
Wendy detects a covert channel and therefore punishes
Alice and Bob. However, if F (Y ) = −1 she decides that
there is no covert message and allows Y to be received by
Bob. Then Bob decodes a message (m̂) from Y .

Steganalysis is a relatively new branch of research.
While steganography deals with techniques for hiding in-
formation (such as fingerprinting), the goal of steganaly-
sis is to detect and/or estimate potentially hidden infor-
mation from observed data with little or no knowledge
about the steganography algorithm and/or its parame-
ters. It is fair to say that steganalysis is both an art and
a science. The art of steganalysis plays a major role in
the selection of features or characteristics a typical stego
message might exhibit while the science helps in reliably
testing the selected features for the presence of hidden
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information. While it is possible to design a reasonably
good steganalysis technique for a specific steganography
algorithm, the long term goal must be to develop a ste-
ganalysis framework that can work effectively at least for
a class of steganography methods, if not for all. Clearly,
this poses a number of challenges and questions.

We classify steganalysis into two categories [4]:

• Passive steganalysis: Detect presence/absence of hid-
den message in a stego signal, identify the stego em-
bedding algorithm.

• Active steganalysis: Estimate the embedded message
length, estimate location(s) of the hidden message,
estimate the secret key used in embedding, estimate
some parameters of the stego embedding algorithm,
extract the hidden message.

During the steganalysis process the steganalysis detector
may exploit spatial diversity and temporal diversity infor-
mation:

• Spatial diversity information based steganalysis: Ste-
ganalysis methods can look for information in the
spatial domain that repeats itself in various forms
in different spatial locations (e.g., different blocks
within an image or, in different images).

• Temporal diversity information based steganalysis:
Steganography information that appears repeatedly
over time can also aid steganalysis.

3 Issues and Approaches in De-

signing a Stego Search Engine

In this section we identify some of the key issues in design-
ing a stego Web search engine and propose approaches to
alleviate some of these problems.

3.1 Key Issues

The Web is becoming more and more complex while its
size continues to grow at remarkable rate with an esti-
mated 7 million new pages being created every day [13].
Hence, there are several important issues that need to be
addressed while designing a stego search engine. We list
some of the key issues below.

• Coverage: The rapid growth and large volume of the
Web poses unparalleled challenges in scale for current
general-purpose crawlers and search engines. Even
though the coverage area for stego search is confined
to images and other multimedia contents, scale is still
a big problem. Web sites like e-bay, Bazee (e.g. [2]),
etc. could contain millions of digital images, and
searching this collection for covert stego messages is
a computational challenge. It is believed that 7 bil-
lion new Web pages are added to the Internet every
second [13]. Of this, Google covers 8.1 billion pages

[8] which is by far one of the largest totals of any
search engines today. But, this is only a fraction of
the total publicly index-able Web pages. It is im-
possible for current general-purpose Web crawlers to
search the entire Web due to its scale and other de-
sign difficulties. This problem is further exacerbated
in stego search since the goal is to identify covert
message channels that may be difficulty to identify
in the first place.

• Search metrics: Current search engines use different
search metrics applied to public links. These search
metrics do not apply to identify links with covert
messages as these Web sites may not have public
links and also these engines are not integrated with
steganalysis tools. For example, most search engines
like Google [8] combine page rank with text-matching
techniques to find relevant and efficient search re-
sults. Most search engines give significant impor-
tance to link popularity. The more number of sites
pointing to a particular site the higher its popularity.
Obviously, Web sites that carry hidden message may
not have links to other Web sites for security reasons.

• Dynamic Web: The dynamic nature of the Web is
an important issue. The Web contains billions of
documents with Web sites, which are created, mod-
ified, moved, and destroyed on a daily basis, per-
haps even randomly. Therefore conducting a trend
analysis on certain Web sites would be difficult due
to their random life times. Building a probabilistic
model for randomness of these dynamic Web pages is
a big challenge. This is especially true for stego Web
sites because as soon as the receiver downloads and
extracts the hidden message the sender may destroy
the Web site for security reasons.

• Time scale: Covert channels are short-lived. There
are difficulties in designing forensic search engines for
finding such short-lived covert communication chan-
nels. With the advent of high speed Internet and
other computing facilities, potential parties can eas-
ily communicate covertly within few moments. Digi-
tal images can be uploaded and downloaded by com-
municating parties in no amount of time. In such a
scenario, the question is how to identify and trace
such short-lived channels and how often to scan for
them?

• The hidden Web: Detecting covert communication
on some password protected forum and other ser-
vice provider sites is a critical issue. There are many
sources of information on the Internet, which are not
accessible or “visible” to standard Web search en-
gines. Either the files are not publicly available or
because the pages are not stored as individual files,
instead they are created on the fly or dynamically
as the information is requested. This invisible por-
tion of the Web is estimated to be many times larger
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than the portion, which is indexed by the general
search engines such as Google or Yahoo. The types
of material that are hidden includes: databases, sites
requiring registration, archives (e.g., newspapers and
magazines), dynamically created Web pages and in-
teractive tools. A major problem for stego and other
search engines is the design of a crawler to extract-
ing contents from the hidden or invisible Web sites.
Some message carrying Web sites may not be publicly
linked so that only the intended parties can upload
their images or covert messages in the hidden Web
pages. Hence, forensic search engines techniques are
needed to identify their existence.

3.2 Design Approaches

As stated earlier one of the major challenges in detecting
stego content on the Internet is the sheer volume of data
— Web pages, Web requests, dynamic Web etc. There-
fore, developing good heuristics to identify URLs of inter-
est in order to limit the search effort is important. These
heuristics will allow the engine to easily track Web pages
of interest efficiently. A generic procedure for the search
framework that we use is as follows:

1) Save the URLs from HTTP requests in log files.

2) Some Web sites (e.g., .gov for government and .mil
for military) can be safely eliminated before the
search begins by assuming that the security of these
sites are not compromised. Test URLs to see if they
are safe sites from safe domains by using filters. If
the filter outputs suggests that the URL is safe then
it does not need to be sent to the steganalysis module
for further processing.

3) Non-safe URLs are sent to the steganalysis module
periodically. This period of time is called the sweep
time, and can be set by the administrator. Clearly,
the choice of sweep time affects the search accuracy
vs. efficiency trade-off. A large sweep time results in
a larger volume of collected URLs and may produce
more accurate results after filtering.

URLs that are not already in the database are added
with the current timestamp. If the URL already ex-
ists and the timestamp is less than the sweep time
then the timestamp is not updated; otherwise it is.
In every sweep cycle (say 24 hours) the URLs that
have timestamps less than a day old are sent to the
steganalysis module.

Some additional heuristics to identify, collect informa-
tion and search URLs for stego information that we have
implemented and tested in STEALTH are the following:

• Using the number and frequency of http requests:
Sites that are popular will have a lot of requests.
Generally, it would be unlikely that these would be
used for malicious purposes, so we can consider them
as “known” sites. A URL would achieve this status if

it accumulates a certain number of Web requests over
a period longer than the sweep cycle (say a week). If a
URL is known, then it will not be tested for a certain
amount of time (say a month) after that. However,
popular sites may be taken down after some time
necessitating a stego check later on. These known
sites will have an entry in the log with fields for the
URL name and the timestamp when the URL was
included in the log file.

• Spike in http requests: This criterion also has to do
with tracking the number of http requests. A mali-
cious user may put up a page with a secret stego mes-
sage and then take it down after a day or sooner, after
the receiver downloads the hidden message. The Web
activity of these kinds sites are bursty — no activity
for a while, then a spike in activity when the message
is received, and then no activity again. Therefore,
when a page is updated we keep track of how many
requests to access that page was seen in the last 24
hours (or sweep time). A spike in the maximum page
access statistics in a day could indicate suspicious ac-
tivity such as covert communication. This site will
be marked for further processing and tracking. All
the multimedia data (image etc.) from this Web site
will be automatically downloaded and sent to the ste-
ganalysis module.

• Monitoring Web server log files: When a user ac-
cesses a Web site, all transactions between the users
browser and the Web server software are logged in
ASCII format in server log files. These files provides
some useful side information from a data analysis
point of view, since it indicates how users are ar-
riving at the sites, what kind of browser software,
source/destination IP address is being used, the last
time the page was modified, the type of content that
exists in the page, the size of the page, and its server
type and/or image type (jpg, tiff, etc.). This infor-
mation can be utilized at a later point for forensic
analysis to detect the source of the covert communi-
cation.

• Back links and implicit covert links: Back links are
the links going out to other pages from a given Web
site. The total number of back links and the asso-
ciation of those back links with suspicious sites will
provide useful information to map the links associ-
ated with the covert communication. For example, a
given Web site URL may not be explicitly suspicious
but one or some of the back links that are associated
with this link may be in the set of suspicious sites.
This means that the given Web site is an implicitly
suspicious link.

• Use of side-information: Web sites of groups with
radical, politically or religiously opposed views, reli-
gious cult’s Web sites and other information are use-
ful for identifying candidate Web sites. Other side-
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Figure 2: The STEALTH architecture

information provided by external intelligent informa-
tion such as e-mail tracing, tapping phone conversa-
tion, etc. could also be used to select certain Web
sites for close monitoring.

• Word analysis in URL hyperlink: Analyzing URLs
for key words such as bomb, anarchy, terror, hack,
etc. also helps to identify candidate Web sites for
further search. These pages would be analyzed out-
side of the steganographic setting.

4 STEALTH Architecture and

Prototype Implementation

Figure 2 shows the architecture of the proposed stego Web
search engine, STEALTH. A basic scenario of user A (se-
cret message sender) uploading stego image on a Web site
and another user B (secret message receiver) downloading
that image for message extraction can been seen in this
figure. The STEALTH engine consists of four main mod-
ules: (a) network packet sniffer module; (b) Java URL
analyzer; (c) MySQL image database; and (d) steganaly-
sis module, as illustrated. The information flow between
these four modules to detect a stego channel can be seen
in Figure 2. The functionalities of these modules are de-
scribed next.

4.1 Network Packet Sniffer Module

We use Ethereal [7] packet sniffer for tracking http re-
quests on the backbone network. Ethereal is a freeware
software released under GNU general public license. It al-
lows live data to be captured and read in Ethernet, FDDI,
PPP, Token-Ring, IEEE 802.11, classical IP over ATM,
loop back interfaces, etc. We filter the captured packets

only for the http requests (http GET requests). Ethereal
is installed on one of the main server PC in our (MSyNC)
research laboratory. This PC monitors and captures in-
coming and outgoing traffic log between the lab network
and the Web.

The schematic of test bed set-up is shown in Figure 3.
This figure shows the different nodes connected to the
Internet via switches. A typical HTTP request from a
node in the lab is captured by a a server as shown. Cap-
tured log files demonstrate the activity report of the net-
work traffic with detailed header field information for each
transaction. This log is analyzed later for detecting covert
communication that might have occurred in subnetwork.
Note that, this concept can be extended to monitor Inter-
net traffic on a large scale by installing packet capturing
tool on Internet routers and then re-assembling those log
files at some server for later analysis.

4.2 MySQL Image Database

MySQL, MySQL Administrator, PHP, and phpMyAdmin
are system metrics used for database setup. MySQL is
the database software we use for this work. The current
schema for the database tables is illustrated below.

• URL requests: This database table stores all URL
requests with source/destination IP address, time
stamp and total number of http requests and index
of associated Web-path. If same links are visited
more than once, duplication is handle by updating
last modified time and updating total number of vis-
its.

• Web-path: Whenever a URL is passed to the URL-
Analyzer it runs a check to find out if the URL is
already in the database. If the URL is not found
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Figure 3: Stego search experimental test-bed set-up

in the database an unique index is assigned to that
URL and all the Web paths related to that URL will
use same index. Hence, using that index it is easy
to collect all Web paths belonging to that URL. This
can then be used to compute the depth of the URL.
Hence, filtering is made easier for various Web paths
of same URL.

• Safe domains: This is a table containing a list of
domains which we assume are safe and do not need
to be analyzed by steganalysis module. Currently, we
assume government domains .mil and .gov, are safe.
But, this list can be easily extended in the current
prototype implementation. We first check whether
the URL’s domain is listed in safe domain table. If
the domain is listed here then the URL will be stored
in safe sites table. And that URL will not be used for
future analysis. This helps to eliminate some of the
sites for searching and alleviates the scale problem to
some extent.

• Suspicious words in URL: In a database schema there
is “susp word” table, which contains the following list
of suspicious words: bomb, hack, al qaeda, forum,
terrorism, and warez. Web URL crawler will look for
these keywords in the hyperlink. If any of the the
suspicious words are found in the URL then it will
be stored in “susp list” table.

• imagelist table: All URLs related to images are
stored in this table. All the images downloaded from
the sites will be stored in the directory on the lo-

cal drive. These images are used by the steganaly-
sis module for detecting steganographic contents. If
a stego message detected by the steganalysis algo-
rithms(s) then all the associated properties for those
images will be updated to unsafesites table. image-
list table contains the following fields: image URL,
image entry date, last modified date, modified fre-
quency since entry, image size, content type, source
IP, and destination IP. A sample visual representa-
tion of the imagelist table with test entries is shown
in Figure 4.

• Suspicious sites: After performing various analysis
as described previously the URLs are stored in this
table. Figure 5 shows an example table with suspi-
cious sites and the reason the sites were triggered as
suspicious. Clearly, the triggering procedure could
lead to some errors (false positives and false nega-
tives). Figure 5 shows some false entries for Google,
Yahoo and Stevens homepage because of their higher
http request frequency when compared to other over-
all frequency history. However, we can minimize such
false positive or false negative alarm easily by mod-
ifying safe domain table and adjusting sweep cycle
time in the URL analyzer.

• Unsafe sites: The steganalysis module analyzes all
the images in the local drive folder. If any suspicious
image is found then the related information is stored
in unsafesites table. These URLs will then be moni-
tored continuously by the URLAnalyzer to check for
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Figure 4: An example of imagelist table obtained from experimentation with the prototype

Figure 5: An example of suspicious sites table obtained from experimentation with the prototype
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any further modifications and activity in these Web
pages.

4.3 URLAnalyzer

URLAnalyzer is a software program written in the Java
language which processes and analyzes the log files data.
URLAnalyzer automatically scans for information like
host URL, Webpath, time, source IP and destination IP.
This information is then stored in the database for later
use by the steganalysis module.

A high level pseudocode for the proposed Web crawler
for URLanalyzer is shown in Algorithm 1. This algorithm
essentially takes the log file as input. It then starts to col-
lect the URLs from the log files along with the associated
information on the Web path, source IP and destination
IP.

Algorithm 1 Pseudocode for URL analyzer

Require: logfile
Readlogfile→ URLAnalyzer
while EndofF ile 6= 0 do

databse← URL + Webpath
database← SourceIP
database← DestinationIP
if URL ∈ Safedomain then

update← safesites
else

update← URLrequest
update←Webpaths

end if

if URLhassuspiciouswords then

update← suspiciouslist
update← Imagelist

end if

appyanalysis→ suspicioussites
applysteganalysis→ imagelist
update← unsafesites

end while

The steps implemented by the URL analysis module is
shown in the flow diagram in Figure 6. The process starts
from scanning the log file URLanalyzer.java which collects
the Web path, source IP and destination IP. URLanalyzer
first checks whether the URL is safe or not using the safe
domain table. If the captured site domain is in the safe
sites domain then the URL is stored in the safe sites table.
All other URLs are stored in URLRequest table. If the
URLRequest already exists in the database, then the last
modified date and total number of http requests fields will
be updated in the URLRequest table. Multiple links with
the same URL are filtered and associated Web paths are
stored in separate Web-path table. Hyperlinks with sus-
picious words will be stored in susp list table. Then the
different filters such as the total number of requests, sus-
picious back links, suspicious words in the URL, etc. are
applied to this list. Web site which have higher chances
of suspicious contents will be stored in unsafesites table

Figure 6: Flow diagram for URLAnalyzer

based on the filter outputs. URLs for images are stored
in imagelist table and the associated images are stored
in a folder on the local hard drive and used as inputs to
steganalysis tools.

4.4 Steganalysis Module

While steganography deals with techniques for hiding in-
formation the goal of steganalysis is to detect and/or esti-
mate potentially hidden information from observed data
with little or no knowledge about the steganography al-
gorithm and/or its parameters. The test-bed currently
uses the spread spectrum steganalysis algorithm [18] for
detecting stego messages in images. This algorithm is
capable of detecting and estimating secrete key used in
sequential steganography, the message length and other
parameters of the hidden message.

The steganalysis module currently employs a hypoth-
esis testing approach to detect abrupt changes in the
statistics of an observed signal (stochastic process) using
a sequential probability ratio test. Specifically, a cumula-
tive sum (CUSUM) test [12] is used for detecting change
points in the observed stochastic process. This statistical
test takes as input one sample at a time and decides on
whether a statistical change point has occurred (due to
message beginning or ending). The decision error proba-
bilities are traded-off for decision delay.

The steganalysis module observes a sequence of inde-
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pendent, identically distributed samples (random vari-
ables) {Yk} (encoder’s output) with probability density
pθ(y) parameterized by θ. In general, θ can be a vec-
tor; however, in our current implementation we consider
scalar values for θ. The value of θ changes due to message
embedding after an unknown value of index k. Therefore
let’s say, before the unknown change time k0, the param-
eter θ is equal to θ0 and after the change we have θ1 6= θ0.
The steganalysis module then attempts to do the follow-
ing: (a) detects change in parameter θ and (b) estimates
change time k0. Let’s say H0 is the hypothesis when there
is no embedded message (no change) and H1 corresponds
to the hypothesis when message is embedded. That is,

H0 : θ = θ0 when k < k0

(no embedded message from k = 0 to k0 − 1)
H1 : θ = θ1 when k ≥ k0

(message starts at location k = k0)

(1)

Then, several cases arise:

• θ0 and θ1 values are completely known. This case
arises as a result of Kerchoff’s principle where the
assumption is that, the steganographic embedding
algorithm is completely known and only the secret
key is unknown.

• θ0 and θ1 are partially known. A (noisy) estimate
of θ0 and θ1 may be obtained using a large train-
ing set obtained before and after embedding. The
steganographic embedding algorithm itself may only
be known as a black box (e.g., only the executable
code of a steganographic software may be available.).

• θ0 and θ1 are completely unknown. This is true for
applications such as covert communications where
only the stego signal may be available to the ste-
ganalysis module with no further knowledge.

We concentrate only on the first two cases in the imple-
mentation.

We consider spread spectrum embedding and steganal-
ysis in the current set-up. Let,

yk = xk + αwk, k = 1, 2, · · · , N,

where yk ∈ < is the stego signal, xk ∈ < is the cover
signal, wk ∈ < is the embedded message carrier, and α >
0 is the message strength. Also, if xk ∼ N(0, σ2

0
) (i.e.,

Gaussian distributed) and wk ∼ N(0, σ2

1
) then y(k) ∼

N(0, σ2

0
+ σ2

1
) assuming xk and wk are independent. If

the message is embedded from k = k0 to k1 then,

yk ∼











N(0, σ2

0
) k = 1 to k0 − 1,

N(0, σ2

0
+ σ2

1
) k = k0 to k1,

N(0, σ2

0
) k = k1 + 1 to N.

We assume stationarity or piece-wise stationarity of the
observations here. If this assumption is violated in real-
life, then some sort of pre-processing may be necessary.

In order to perform the hypothesis test (1) we define gk,
for k = 1, 2, · · · , as follows:

gk =











gk−1 + sk if gk−1 + sk > 0,

0 if gk−1 + sk ≤ 0,

0 if k = 0,

where sk is the log likelihood ratio. Suppose we have
partial knowledge about the possible distribution of σ1,
then in this case we can use Wald’s weighting function
[20]:

(Likelihood Ratio) LR =

∫

pσ1
(y/σ1) · p(σ1)

pσ0
(y)

dσ1.

If σ1 is normally distributed with zero mean and variance
equal to σ, then

Sk
j = λj,k + ln Γ

(

lk + 1

2

)

− lk + 1

2
·

ln

(

λj,k +
1

2σ2

)

− ln(2
√

2πσ),

where λj,k and lk are given by

λj,k =
1

2

k
∑

i=j

(yi)
2

σ2

0

and

lk =

{

lk−1 + 1 if g(k − 1) > 0,

1 otherwise.

Γ denotes gamma function, namely, Γ(n) = (n − 1)!.
For detailed experimental results we refer to [18]. We are
currently implementing other steganalysis algorithms to
be included in this module.

5 Conclusion and Future work

Developing a stego (forensic) Web search engine raises
several key issues that are not found in traditional Web
search. It is found that using the network traffic informa-
tion is useful in improving the efficiency and accuracy of a
stego search engine. The prototype STEALTH stego Web
search engine implements some of the filtering techniques
discussed in this paper. Experimentation using this pro-
totype in a laboratory environment has been observed to
be feasible.

In the ongoing work we are taking a plug-and-play ap-
proach to incorporate a variety of steganalysis tools. This
must improve the overall accuracy of the proposed search
engine.

We are further developing the different modules within
STEALTH. We expect to run extensive experiments on
our university’s main router. We are also investigat-
ing other potential covert channels such as e-mail, FTP,
and peer-to-peer communication. Some mathematical
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techniques to optimally distributed the search engine re-
sources is also being investigated.

In addition to filtering the Web traffic for stego infor-
mation we also plan to develop and implement a Web
crawler to gather steganographic contents on the Inter-
net. Obviously, these crawlers must have the capability
to detect steganographic activity on suspicious links and
sites in both manual and automated mode. Note that
there are many Web sites (e.g., [1, 6, 9, 16, 17, 21]) that
keep track of the Web sites of a specified user’s choice.
These services can track and report changes in the Web
sites and deliver the results to the user via e-mail, or, if
the user prefers, they can log on to the Web sites and look
at the results themselves. Clearly, the techniques used by
these monitoring tools can also be exploited for detecting
suspicious activities in certain Web sites.
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