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Abstract

The prime objective in this paper is to explore the pos-
sibility of combining the seemingly orthogonal processes
of watermarking and encryption along the spirit of the
chameleon cipher. By integrating perceptual models indi-
rectly through a ’weeding’ process and collusion resistant
coding methodologies in the design of the decryption keys,
we have shown that it is possible to embed a robust yet
relatively imperceptible fingerprint at the receiver. We
have also provided some insights into the softening of the
encryption process due to the enforcement of additional
perceptual constraints because of fingerprinting.

Keywords: Collusion resistance, joint fingerprinting and
decryption (JFD) , key collusion, sign bit embedding.

1 Introduction

FINGERPRINTING in a broad context refers to the
art of embedding or concealing imperceptible, transpar-
ent and inconspicuous objects or marks in video, im-
ages [11], audio [8], documents [4], software [7] and even
hardware[12] with the sole objective of tracing any leaks
or illicit acts of piracy. Performance measures vary widely
based on the type of application. For image and video
fingerprinting, which is the focal point of this paper, key
challenges lie in minimizing the false positive and nega-
tive rates and perceptual distortion (generally measured
in terms of peak signal to noise ratio - PSNR) while max-
imizing the embedded payload. Awareness of perceptual
models catered to a particular transform (DCT, wavelets,
KLT etc) for signal compression [9] helps in increasing the
effectiveness of the fingerprint embedding process.

Fingerprinting by itself is only a passive form of pro-
tection, which is used to deter piracy. To restrict access
to audio and visual information an additional orthogo-
nal protection measure is introduced in the form of en-
cryption. Encryption may be performed before, during

or after entropy coding of the quantized coefficients. But
the last two methodologies are preferred to the first one
because:

1) Encryption processes which are spatial and transform
domain based [13, 14], work independently of the sig-
nal compression models and are likely to reduce the
effectiveness of entropy coding.

2) Removal of spatial-temporal and statistical redun-
dancy is useful pre-processing before applying en-
cryption to selective segments of the stream. This
is important from the point of view of cryptanalysis
as any media stream is susceptible to error conceal-
ment attacks which utilize any residual redundancy
in the stream to reconstruct the encrypted segments
by treating them as damaged portions.

3) Consider a discrete quantized source which spits
independent symbols {a, b, c} with probabilities
{P (a) = 0.5, P (b) = 0.25, P (c) = 0.25} respec-
tively. Such a stream can be Huffman coded as
{1, 01, 00}, {0, 10, 11} or {0, 11, 10}. The entropy
model space increases as the number of symbols in-
creases. Observing the binary stream 10011010100..,
does not give the eavesdropper any information
about the underlying source coding model (where op-
tions abound for large discrete sources such as quan-
tized images and video). Hence, concealment of the
model provides sufficient security as synchronization
and decoding becomes very difficult without it [9].
This vulnerability of the compressed stream to syn-
chronization errors can be favorably used, as only a
fraction of the compressed stream needs to be en-
crypted if the encryption process is executed during
or after entropy coding.

Thus the requirements for a good media fingerprinting
and an effective encryption process need not overlap. This
obviously challenges our proposed architecture, which is
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Figure 1: Encryption and fingerprinting decoupled

based on joint fingerprinting and decryption (JFD) (in-
spired by the chameleon cipher [1]). A question that arises
is: why should we merge the two processes when they are
comfortable in their respective places? The motive for
the merger stems from the need for content protection in
multicast applications. In Section 2, implementation chal-
lenges and some interesting architectures, which provide
a partial solution to the multicast security problem, are
discussed. Some fundamental design constraints for JFD
are presented in Section 3. In Section 4, we present our
simple algorithm based on sign bit encryption of images.
Analysis and simulation results are presented in Sections
5 and 6 respectively.

2 Multicast Security Architec-

tures

Figure 1 shows an abstraction of the fingerprinting and
encryption process in which the latter follows entropy cod-
ing (C2). It is practical to assume that X represents a
compressed image or video stream stored in a protected
database, which will be partially or fully decompressed
for fingerprinting and then recompressed to XC(i) before
being encrypted and then transmitted. The channel cod-
ing stage is not shown here as it is symmetric and can be
omitted from the abstraction.

Consider the following cases:

1) A single compressed stream X is securely transmitted
to various receivers R = {U1, U2, . . . UN}.

2) X is fingerprinted and securely transmitted to re-
ceivers R.

In Case 1, X is encrypted using encryption key KE and
the encrypted stream Y = E(X, KE), is multicast to all
the receivers in R. Layered encryption techniques can be
used to make the stream transcodable without complete

decryption which is useful if the receivers have heteroge-
neous connections.

In Case 2, one may observe that the concept of fin-
gerprinting and multicast appear counterintuitive. Fin-
gerprinting associates a unique identity with each copy of
X , which is encrypted and sent to a receiver Ui. Thus N
source encryptions are required. This is obviously inef-
ficient from the point of view of bandwidth and compu-
tational complexity. In this paper we will focus on our
proposed architecture on Joint fingerprinting and decryp-
tion (JFD) in which the fingerprinting process is trans-
lated to the receivers by merging the keys used for fin-
gerprint insertion and partial stream decryption. In this
approach, we design the decryption keys KDi, for a par-
ticular lightweight encryption process E such that the de-
crypted copy XFi = D[Y, KDi] carries a fingerprint and
is perceptually similar to X .

2.1 Multicast Security Requirements

Commercial multicast applications typically have the fol-
lowing characteristics: 1) large number of users; 2) het-
erogeneous user connectivity (i.e. differential bandwidth
demands which require stream transcodability) and 3) dy-
namic connections (subscribers join and leave the group
frequently which call for frequent key refreshes).

If fingerprinting and encryption is done separately,
then one can adapt the embedding process carefully based
on the perceptual characteristics of the audio and video
signal. It also becomes convenient to post-process the
watermarking payload with error correction codes (ECC)
[2], collusion resistant coding schemes (ACC) [3, 17] and
traitor tracing approaches [6]. This independence also
helps us design the partial encryption process in such a
way that source coding efficiency is unaffected and the
encrypted stream is less vulnerable to error concealment
attacks.

Note here that, embedding the fingerprint at the source
followed by encryption is feasible only for a small user
space, as the number of streams fingerprinted, encrypted
and unicast scales linearly as the number of users in the
group.

2.2 Distributed Watermarking

Distributed watermarking (DW) schemes such as the
WHIM [10] and Watercast [5] were proposed to miti-
gate this bandwidth scalability issue, by incorporating
special functions in the multicast routers. These “ac-
tive” routers were allowed to peck the sequence of packets
which were multicast by the source and carve audit trails
for tracking the subscribers. With the help of additional
logging requirements and increased multicast router com-
plexity the following goals were met: 1) Error resiliency;
2) Lower packet congestion (bandwidth efficiency) and 3)
Distributed computation.

These architectures albeit innovative, had some draw-
backs. The WHIM architecture comprised of a set of se-
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cure servers which performed the dual role of multicast
routing and partial watermark embedding thereby creat-
ing an audit trail till the last hop where the user IDs
were embedded. So the traffic was multicast upto the
last hop. The main problem with WHIM was that each
active router was expected to decrypt, embed and then
re-encrypt the stream, which increased transmission la-
tency and cost of the router. Since the intermediaries
had access to the partially fingerprinted but unencrypted
copies, this posed a security threat.

In Watercasting, d watermarked copies, a slightly
larger number than the multicast tree depth, were mul-
ticast and each active router (AR) dropped a subset of
copies arriving at its node. The unique ‘drop pattern’
became the fingerprint signature. Apart from the large
logging requirements to capture the state of the drop pat-
tern for a specific multicast session, the other issues were:
1) Increased communication overhead to relay drop deci-
sions; 2) Effects of router malfunction and packet loss on
fingerprint retrieval and latency.

2.3 Receiver Based Fingerprinting

In this framework the fingerprint casting process is
shifted to the receivers from the network. Higher router
costs, storage requirements and increased end-to-end la-
tency offset the advantages of distributed watermarking
schemes. Shifting the process to the receivers obviously
raises questions pertaining to trust but is a less expensive
and bandwidth efficient solution to the multicast finger-
printing problem.

1) Architecture of Parviainen et al.: Parviainen et al.
[15], proposed an interesting and bandwidth scal-
able receiver fingerprinting scheme by creating two
encrypted and watermarked copies of the same mul-
timedia stream which was resilient to small scale col-
lusion. A big advantage of this approach is that the
embedding is done at the source and hence finger-
printing and encryption are treated as orthogonal
processes, which makes it a good candidate for secure
multicast distribution. The receivers are expected to
download twice the amount of video information to
cast a fingerprint, which makes it very difficult for
users with less memory and bandwidth. The other
challenge in this architecture is the key management.
Since, every user must have a different set of stream
decryption keys, every join/leave operation within
the multicast group having N members would result
in the refreshing of N − 1 re-keying messages.

2) Chameleon: The ingenious chameleon cipher pro-
posed by Ross Anderson [1] provided a computation-
ally efficient way of performing fingerprinting and de-
cryption by generating slightly different decryption
key streams. However the stream cipher operated on
raw PCM coded audio samples and the fingerprint
was embedded in the least significant bits (LSBs),
which made the embedding process less robust. The

consequence was a large key size and susceptibility
to small scale collusion attacks.

2.4 Joint Fingerprinting and Decryption
in the Compressed Domain

The absence of any design rules which governed the gen-
eration of decryption keys in the chameleon cipher, the
prospect of designing such joint fingerprinting schemes
which operated on compressed data and the scope for
identifying the challenges in this new framework provided
us with the necessary motivation for exploring this new
research problem, a general formulation of which is given
in [11].

Due to the fusion of the two processes at the receiver,
the encryption must be performed in the same domain as
the watermark embedding, i.e. spatial or transform do-
main. A good partial encryption scheme minimizes the
number of components which are encrypted and so pre-
processing the stream to extract the smallest set of per-
ceptually significant components is a necessity. On the
other hand it is well known that watermarks are more ro-
bust when embedded in the perceptually significant com-
ponents. This common goal simplifies the choice of se-
lective encryption scheme, which can then be adapted to
incorporate fingerprinting. Because of this integration,
the only medium through which the fingerprint can be
embedded at the receiver is via the decryption keys. To
prevent the decryption/fingerprinting process from intro-
ducing any perceptible artifacts, perceptual models must
be integrated into the decryption key design process. Ad-
ditional features such as collusion resistance and error cor-
rection coding can be incorporated in the preprocessing
of the decryption keys to improve error resiliency of the
fingerprint.

3 JFD Principle and Tradeoffs

Here, the source extracts the perceptually relevant com-
ponent X and selectively encrypts it using a key or set
of keys KE . Based on this parent key set, different de-
cryption key sets KR = {KD1, KD2, KD3, . . . , KDn} are
derived from the encryption key based on certain require-
ments out of which the most important is perceptual qual-
ity. The complete process is presented in Figure 2.

These keys KR could be visualized as descendants of
the encryption key set KE as shown in Figure 3(a). The
common trait is responsible for the restoration of the per-
ceptual quality of the decrypted image while the difference
is necessary for embedding a unique fingerprint. Alterna-
tively, another way to visualize the decryption keys is as
elements of overlapping subspaces V (1), V (2), . . . V (n) ⊂
VE and V (i)∩V (j) 6= φ, all of which are contained in vec-
tor space VE from which KE is obtained. This is shown
in Figure 3(b). Each subspace V (i), has a unique basis
B(i) which can be used to reconstruct KDi but not KE .
This error translates into a fingerprint upon decryption.



International Journal of Network Security, Vol.4, No.3, PP.254-265, May 2007 257

Received stream
KDi

Viewing

Storage

KE

Compressed

image or

video

I

X

Y

Perceptually

insignificant set

C1
Ic

E

KE

Decryption key generation:

Creation of perceptual masks

+ incorporation of collusion
resistant codes

Identification of perceptually
significant coefficients for
encryption

C2

C2
-1

D/F C1
-1

C2

De-C

ú
ú
ú
ú

û

ù

ê
ê
ê
ê

ë

é

Dn

D

D

K

K

K

....

2

1

Fingerprints F
1
, F

2
, .... F

n

Receiver i, i = 1...n

Figure 2: Joint fingerprinting and decryption (JFD)

The subspaces {V (i)} could be further subdivided in sce-
narios where secret sharing and fingerprinting are to be
effected jointly. Presented below are some of the funda-
mental design requirements. The first two are critical for
imperceptibility and robustness of the embedded finger-
print. The third constraint regarding component selection
is important from the point of view of both fingerprinting
and encryption and in some way dictates the manner in
which the encryption operation must be carried out.

3.1 Perceptual Quality

A very important requirement in the joint design of the
encryption and decryption keys is the condition of im-
perceptibility associated with the decrypted/fingerprinted
image and that of obscurity associated with the en-
crypted image. Given a similarity metric Simi, thresh-
olds TK1, TK2 and an arbitrary decryption key KD, the
distortion constraints can be expressed as,

Dp(XD, X) < δp1 for Simi[KE, KD] > Tk1 (1)

Dp(XD, X) > δp2 for Simi[KE, KD] < Tk2 (2)

where, the perceptual distance metric Dp() is applica-
tion dependent with examples being the commonly used
L1, L2 norms and PSNR and XD = D[Y, KD] is the de-
crypted copy. The first constraint is necessary to ensure
users with valid decryption keys, are able to decrypt the
content properly without degrading the perceptual qual-
ity when a fingerprint is being embedded. If a particular

e.g. Three pseudorandom

sequences correlated with parent

r = Corr[KE, Ki] > 0 VE

0

K1 V1K2
K3

KE

(b) As subspaces(a) As descendant codes

V2

.0

Figure 3: Few ways of visualizing the decryption key con-
struction

decryption key KD, is spurious i.e. has very few traits
in common with KE then decryption should result in a
degradation of the image/video quality which is depicted
in Condition (2). δp1 is a global masking threshold for
all the n fingerprints and δp2 is the minimum perceptual
distance necessary to irritate the viewer after encryption
or if the wrong key is used for decrypting the stream.

3.2 Collusion Attacks and Collusion Re-
sistance

In this framework, since decryption keys serve as finger-
print carriers, we perceive two types of collusion, one of
which could happen in the key domain if the receiver has
direct access to the decryption keys. Coming back to the
significance of the thresholds TK1 and TK2, we may con-
sider two scenarios: (i) The decryption key KD is some
function of a subset of valid decryption keys (e.g. key col-
lusion attack); (ii) The decryption key has no resemblance
to the parent encryption key (i.e. is spurious or randomly
generated). In Case (i), if the number of colluders is rel-
atively small, the pirates will succeed in decrypting the
copy with a distortion somewhere between δp1 and δp2 or
even less than δp1. Hence, it is important to introduce
collusion resistant coding methods to deter such key col-
lusions. If KD is randomly generated, then the distortion
will be greater than δp2 with a high probability. The two
collusion attacks can be represented as,

1) Type-A: Key collusion

K̂D = Φ[Kp(1), Kp(2), . . . , Kp(t)]

where Φ can be any arbitrary linear or non-linear
function such as ‘XOR’, ‘majority bit vote’, result
of a ‘random key mix’ etc and the decryption keys
{Kp(1), Kp(2), . . . , Kp(t)} ⊂ KR.

2) Type-B: Linear collusion of decrypted copies

X̂C =
[Xp(1) + Xp(2) + . . . + Xp(t)]

t
.
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Figure 4: Joint fingerprinting based on sign bit encryption

Both type A and B attacks can be deterred by inte-
grating collusion resistance into the decryption key
designs.

3.3 Criteria for Selecting Components for
Partial Encryption

If this choice has to be made in the absence of fingerprint-
ing then options abound. The general criteria, which are
used for selecting the components, are based on percep-
tual significance and resistance to error concealment at-
tacks. However, the integration of fingerprinting restricts
the number of possibilities such that Conditions (1) and
(2) are met and a fairly robust fingerprint is embedded.

3.4 Inseparability

The decryption keys KDi = g[KE, Fi] for i = 1 . . . n, are
created by fusion of the encryption key with fingerprint
information Fi (Figure 2). In cases where the entropy of
KE is much larger than the entropy of the embedded fin-
gerprint the problem becomes equivalent to that of water-
mark embedding and the watermark is secured primarily
because the search space is large but is vulnerable to key
collusion attacks (which is one of the many ways of sep-
arating the two components). On the other hand, when
the entropies become comparable, key collusion is likely
to be less effective for the same number of colluders. The
impact of the latter on the perceptibility of the finger-
print or the softening of the encryption process itself is
another issue which is worth exploring especially in con-
nection with the thresholds TK1 and TK2 mentioned in
Section 3.1.

4 JFD Based on Sign Bit Encryp-
tion

The sign bit plane of perceptually significant AC coeffi-
cients is chosen for encryption and embedding. The fol-
lowing steps (shown in Figure 4) are executed after sub-
jecting a raw image to block DCT and scalar quantization
as specified in the JPEG still image compression standard.

4.1 Texture Map Creation

The objective here is to identify blocks, which have higher
visual information (edges, texture, contrast variations
etc). Due to frequency and contrast masking effects of
the human eye these blocks also have a relatively high
embedding capacity. For a given 8 × 8 block Bk where
k = 1, 2, . . . 1024 for a 256 × 256 image, computation of
the following parameters is necessary for the classification
process,

Tex(Bk) =
Eavg(Bk)

[Eavg[over all blks]]

Texnorm(Bk) = Tex(Bk)
[maxall blocks Tex(Bk)]

Leveltex(Bk) = bTexnorm(Bk)
a

c ∈ {0, 1, 2, . . . , b1/ac}

Eavg(Bk) = 1
63

√

∑63
i−1[ACi(Bk)]2












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where ACi represents the set of quantized AC coeffi-
cients. In our simulations we have set a = 0.1 which gives
us 11 texture levels [0-10]. It has been a general obser-
vation that blocks containing sharp edges fall in levels
4− 10. The energy distribution in these blocks is usually
concentrated within the first ten AC coefficients and is
thus responsible for any ringing artifacts if any of these
coefficients are disturbed because of fingerprinting. The



International Journal of Network Security, Vol.4, No.3, PP.254-265, May 2007 259

energy distribution in blocks with high texture (levels 3-
5) is usually shifted to the higher frequencies and these
blocks have a relatively higher embedding capacity. The
remaining blocks (levels 1-2) carry very little useful infor-
mation and hence need not be encrypted.

4.2 Creation and Compression of the En-
cryption Map[BE]

The binary encryption map is a two level re-quantization
of the texture map based on the level-threshold specified
by the source. Typically this threshold is chosen as ≥ 2
so that all the critical features are obscured. This map
must be available at the receiver for synchronizing the
decryption process and so must be compressed to reduce
the communication overhead. Since, texture and edge
bearing blocks in natural images exhibit a strong spa-
tial correlation these small binary maps are compressible
using standard methods such as run-length coding, min-
term reduction, lossless binary wavelet transforms, pa-
rameterized morphological operators etc. The compressed
encryption map may be piggybacked to the transmitted
stream or embedded in the components which are not en-
crypted, the former preferred as perfect recovery of the
map is important.

4.3 Extraction of Significant AC Coeffi-
cients

Having picked the blocks for encryption, the next obvious
step is to select only those AC coefficients where the block
energy is concentrated. Since most images tend to have
a low pass characteristic, the cumulative energy distribu-
tion is computed for each block in BE . The smallest coef-
ficient number that corresponds to 85− 90% of the block
energy is set as the block threshold wk for k = 1, 2, . . . h,
where h is the number of blocks chosen for encryption.
The first wk coefficients in each block in BE can be ex-
tracted but the problem is that the wks must also be
sent to the receiver which adds to the transmission over-
head. To reduce the overhead, the first w coefficients from
these blocks are transmitted where w is the average of all
the thresholds {w1, w2, . . . wh}. The sign bit plane corre-
sponding to this extracted coefficient set is represented as
X .

4.4 Encryption and Decryption Key Gen-
eration

The encryption process is a modulo-2 product of X with
the binary encryption matrix E which comprises of a set
of independent and identically distributed random vari-
ables. The encrypted sign bit plane is given by,

Y = X • E.

If the decryption matrix Di = E then no fingerprint
will be embedded as the decrypted matrix will be XD =

Increasing PSNR (or quality)

r=rt
r=0 r=1

Encrypted
copy

Q1

Increasing correlation

Y

Q2Decreasing robustness

X

Fingerprinted copies
{X 1, X2, X3, X4}

Figure 5: Effect of correlation on quality of the finger-
printed copy

Di • Y = X . However, if the decryption key Di is made
to differ from E in selective bit positions {f1, f2, . . . fL},
which represents the fingerprint Fi, then we get a partially
decrypted copy Xi = Di • Y . A large L implies greater
robustness but a lower perceptual quality. The number
of bit positions in which E and Di differ is a function of
the correlation r between the encryption and decryption
sequences, which in turn affects the perceptual quality.
The correlation r = rt is chosen so that the fingerprinted
copy has a perceptual quality > Q2 as shown in Figure
5.The case r = 0 is equivalent to encryption. By encrypt-
ing texture levels > 1 we can ensure in most cases that
Q1 corresponds to PSNR value of about 20dB. The gap
Q2 − Q1 increases with r and has been observed to be
relatively independent of the underlying image character-
istic. We choose r = rt so that the fingerprint is just
imperceptible to maximize the embedded payload.

There are however two major issues which influence
the preprocessing of the decryption keys: 1) Reduction
of block artifacts introduced by fingerprinting, 2) Collu-
sion resistance. The first problem arises because of the
implicit assumption that all the coefficients have virtu-
ally the same perceptual significance, which is reflected
from choice of parameter r, which is used to control the
perceptual quality of the fingerprinted copy. The first
10− 12 AC coefficients dominant in edge carrying blocks
have very low JND thresholds. Any forced sign changes
in this set will result in ringing effects or artifacts. Hence
the goal behind the key massage is to identify these coef-
ficients and weed them out of the fingerprinting domain.
The challenge is in estimating the positions of these com-
ponents, which are responsible for the artifacts with mini-
mal computation and memory usage. Aggressive weeding
reduces the fingerprint payload considerably but is rec-
ommended for very sensitive documents such as medical
images.

4.5 Collusion Resistance

The fingerprint Fi comprises of bit positions
{f1, f2, . . . fL} at which the encryption and decryp-
tion keys do not match. If we define the position matrix
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Table 1: Code design for collusion resistance

Marks or basis vectors
Users(n = 4) 1 2 3 4 5 6

A X X X
B X X X
C X X X
D X X X

P = {1, 2, 3, . . . hw} then Fi ⊂ P . A sufficient condition
for orthogonal embedding is Fi ∩Fj = φ, ∀i 6= j. However
orthogonal embedding is highly susceptible to collusion
attacks. Here less than five users can collude their copies
to erase the fingerprint. Hence there is a need for a
mechanism for tracking subsets of colluders. We present
a simple coding scheme for a small user space n = 4 in
which all possible two-collusions can be detected.

F0 (Parent)

A B C D

a2

a3

a1

F
12

F
13

F
14

F
23

F
24

F
34

Figure 6: Collusion resistance

This simple code design method follows the graph
depicted in Figure 6. In the first level we have
the user-fingerprints. All 2-collusion possibilities with
a particular fingerprint i, are treated as children
{ch1(i), ch2(i), ch3(i)} of i. Each 2-collusion, which is a
child to two parents must exhibit some common trait seen
in both the parents. For example, the child F24, which is
spawned by the fusion of parents u2 and u4, will exhibit a
trait, which is common to both and will uniquely identify
this collusion couplet. The four fingerprints {A, B, C, D}
are split as A = {a1, a2, a3}, B = {b1, b2, b3}, C =
{c1, c2, c3}, D = {d1, d2, d3}. The inheritance constraint
asserts that a1 = b1 = 1; a2 = c1 = 2; a3 = d1 = 3; b1 =
a1 = 1; b2 = c2 = 4; b3 = d2 = 5; c1 = a2 = 2; c2 = b2 =
4; c3 = d3 = 6; d2 = b3 = 5; d1 = a3 = 3; d3 = c3 = 6;
The consequence is Table 1. So six basis vectors or marks
{1, 2, 3, 4, 5, 6} are required to generate this anti-collusion
code to track users {u1, u2, u3, u4} and all 2-collusion pairs
{(u1, u2), (u1, u3), (u1, u4), (u2, u3), (u2, u4), (u3, u4)}.

5 Fingerprint Detection

Let IO be the original un-watermarked image with the
source, IE the encrypted copy and IFU represent the de-
crypted copy embedded with fingerprint FU . Let IR be
the image retrieved by the source whose origin must be
traced. An estimate of the fingerprint embedded in IR can
be obtained by comparing the sign maps of the original
with that of IR, i.e.,

F̂ = Position diff [X, XR]

where, Position diff(.) is a function which determines
the set of positions at which host sign plane X differs
from that of the retrieved sign plane XR. With respect
to the originally embedded fingerprint FU , the retrieved
fingerprint can be expressed as two disjoint sets: (i) set
of positions in the domain of the original fingerprint FU

which have not been flipped because of post-processing;
(ii) the positions outside the domain of FU , which have
been affected. This interference in the detection process
can be modeled as noise, which is represented by the set
V ⊂ P . Thus, we may express the retrieved fingerprint
as a set difference between the originally embedded fin-
gerprint FU and the noise set V ,

F̂ = FU − V = [FU ∩ V c] ∪ [F c
U ∩ V ].

Our main objective in the detection process is in identi-
fying Fi which maximizes the likelihood, P (F̂ /Fi). This
function can be further simplified as,

P (F̂ /Fi) = P [FU − V/Fi] =
P [(FU − V ) ∩ Fi]

P (Fi)

=
P [Fi ∩ {[FU ∩ V c] ∪ [F c

U ∩ V ]}]

P (Fi)

=
P [Fi ∩ (FU ∩ V c)] + P [Fi ∩ (F c

U ∩ V )]

P (Fi)
. (3)

The last step results because sets FU ∩ V c and F c
U ∩

V are disjoint. The set {P (Fi)}, represents the priory
knowledge about the fingerprints which are likely to be
embedded in the retrieved copy. If no such information is
available then we may set P (Fi) = 1/Nf and ignore that
term for future analysis. The priory distribution {P (Fi)}
may be skewed based on the list of suspects. To simplify
our analysis, we start by assuming that no such priory
information is available to the detector. Equation (3) then
simplifies to,

Arg
Fi

max[P (F̂ /Fi)] =

Arg
Fi

max[P (Fi ∩ (FU ∩ V c)) + P (Fi ∩ (F c
U ∩ V ))].

Assuming orthogonal embedding we have Fi ∩ Fj = φ
for ij. Based on the orthogonal condition we have two
different cases: (i) Fi = FU and (ii) Fi 6= FU . So the sum
simplifies to,

P (Fi ∩ (FU ∩ V c)) + P (Fi ∩ (F c
U ∩ V ))

= P (φ) + P (Fi ∩ V ), ∀i 6= U

= P (Fi ∩ V c) + P (φ), i = U.



International Journal of Network Security, Vol.4, No.3, PP.254-265, May 2007 261

The term P (φ) is common and can be ignored in future
analysis. Since the cases, Fi = FU and Fi 6= FU , rep-
resent the cases where the correct fingerprint has been
detected and a false positive is incurred respectively, we
may rewrite these probability distributions for correct de-
tection and false positive respectively as,

f(F̂ /Correct) = P (Fi ∩ V c) (4)

f(F̂ /FP ) = P (Fi ∩ V ). (5)

Our next step is to identify the minimum threshold so
that the likelihood ratio (LR), f(F̂ /Correct)/f(F̂ /FP )
is equal to one. Further increase in the threshold T will
decrease the false positive rate but will increase the prob-
ability of a false negative. Hence selection of T is based
on a tradeoff between what we may define as acceptable
false positive and negative rates for this application. For
high security applications such as joint access of sensitive
records, high threshold is preferred for security reasons at
the cost of increasing the false negative rate. On the other
hand in applications where identifying as many suspects
as possible is important, the threshold value can be low.
The price paid here is a poor detection accuracy.

]
/
ˆ
[
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F
f
]
/
ˆ
[
 false
F
f


P(FN)
 L
0
 L/2
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Figure 7: Showing the FP and FN probabilities

Having defined the performance requirements of our
fingerprinting system, we now need a model for the noise
or interference. The noise is the result of a cumulative
effect of any form of post processing such as image en-
hancement, compression or collusion on the original fin-
gerprinted copy XFU . We may represent the noise as a
h x w matrix G which comprises of a set of independent
and identically distributed (IID) binary random variables
gij , such that P (gij = −1) = ε. The effect of noise can
be approximated as,

XR = XFU
• G.

The noise set V and the noise matrix G is equivalent. The
set V comprises of all those positions in chosen sign bit
plane which are likely to be affected. Thus V is derived
from G as,

V = Positions[(i − 1)w + js.t.gij

= −1, i = 1 . . . h, j = 1 . . . w].

Based on the error characteristics of the noise matrix (i.e.
), a few or most of the elements in Fi may be affected. By

assuming that the noise is IID, we impose the condition
that the error characteristics are independent of the bit
position. Following this we can now partition the out-
comes of the event Fi ∩ V into L + 1 equivalence classes
such that all sets within a particular equivalence class
have the same probability of occurrence. However collec-
tively, since the number of bit errors within the fingerprint
domain is a function of ε, we anticipate that the probabil-
ity that Fi ∩V will fall in a particular equivalence class is
likely to vary. The equivalence classes have been chosen
on the basis of their cardinality, i.e. we may say,

Fi ∩ V ∈ AK if | Fi ∩ V |= K

where, AK = Collection of sets which have K elements,
K = 0K.L and A0 = φ.. So with this reasoning, we
represent | Fi ∩ V | by a random variable Z, which gives,

P [Fi ∩ V ∈ AK ] = P [Z = K]

We will assume the distribution of Z to be of binomial
type (n, p, q) with n = L, p = ε and q = 1 − ε. The
probability P [Z = k] represents the number of bit errors
introduced in Fi.

P [Fi ∩ V ∈ AK ] = P [Z = k] = (L
K)εk(1 − ε)L−k. (6)

In a similar vein, in the event of a correct detection, we
can write the distribution for P (Fi ∩ V c) as binomial
(L, 1 − ε, ε),

P [Fi ∩ V c ∈ AK ] = P [W = k] = (L
K)(1 − ε)kεL−k. (7)

Using Equations (4, 5, 6) and (7) we may plot the dis-
tributions as shown in Figure 7. for ε << 0.5.X, XU and
XR are the h x w sign matrices extracted from the origi-
nal image IO, fingerprinted copy IFU and retrieved copy
IR respectively. The corresponding fingerprints retrieved
from these matrices are given by,

FU = Pos signdiffbXFU
, Xc

F̂ = Pos signdiff [X, XR]

From the above result, we may compute empirically,

yi =| F̂ ∩ Fi | for i = 1 . . .Nf .

The observation yi can be further simplified as,

yi = | F̂ ∩ Fi |=| Fi ∩ (FU − V ) |
= | Fi ∩ [(FU ∩ V c) ∪ (F c

U ∩ V )] |
= | (Fi ∩ FU ∩ V c) ∪ (Fi ∩ F c

U ∩ V ) | (8)

For the cases where Fi = FU and Fi 6= FU (Equation 8)
reduces to,

yi = | Fi ∩ V c |= W i = U

= | Fi ∩ V |= Z ∀i 6= U.
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Figure 8: Results for the sign bit scheme

The observation may belong to the distribution fW or
fZ based on whether Fi = FU or Fi 6= FU . To ensure
fW (yi) ≥ fZ(yi) we should set the detector threshold as
T ≥ L/2 which becomes clear from Figure 7. In our
simulations, we have set T = 0.55L. For a given detector
threshold T and fingerprint length L, we can write the
false positive and negative probabilities as,

P [FN ] =

T
∑

k=0

(L
K)(1 − ε)kεL−k

P [FP ] =
L

∑

k=T+1

(L
K)εk(1 − ε)L−k.

In the images used, the fingerprint length L was found
to be 834 and 397 respectively for Lena and Angiogram
images respectively as per Table II. Thus for values of
which are not very small, we may approximate the bino-
mial distribution as a Gaussian distribution with param-
eters σ =

√
Lpqand µ = Lp based on DeMoivre-Laplace

theorem, where p = 1 − ε or ε depending on whether the
distribution for correct detection or false positive is used.
When the sign bit error approaches 0.5 we may approxi-

mate the FN and FP probabilities respectively as,

P (FN) ≈ G[
T − L(1 − ε)
√

Lε(1 − ε)
] − G[

−L(1 − ε)
√

Lε(1 − ε)
]

≈ G[
T − Lε

√

Lε(1 − ε)
]

P (FP ) ≈ 1 − G[
T − Lε

√

Lε(1 − ε)
]

where G(x) is the cumulative distribution function. So
for values of ε around 0.5 a tradeoff between FP and FN
rate is achieved by varying the threshold T from 40 to 60%
of the fingerprint length L. For ε << 0.5, the question of
a tradeoff between FP and FN does not arise.

A simple way to analyze the effect of anti-collusion
codes on the FP and FN rates is by imposing the condi-
tion Fi∩Fj = Aij 6= φ where the set Aij has three disjoint
components, two of which uniquely identify users i and j
and the third represents a portion common only to the
pair [i, j]. The fingerprint payload is distributed amongst
these three components based on a tradeoff between res-
olution and maximizing the number of suspects detected.
With further nesting this methodology can be extended
to detect an arbitrary number t < Nf colluders.
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Table 2: Important parameters

Lena Angiogram
PSNR(encrypted) 17.88dB 20.9604 dB

PSNR(fingerprinted) 29.3108dB 34.1022dB
( r = 0.88) (r=0.85)

Artifacts with weeding 20 14
Encryption/decryption [662,21] [757,7]

matrix size [h,w]
Fingerprint lengths (L) 834 397

Table 3: Resistance to recompression [LENA]

Compression yi = |Fi∩F̂ |
|Fi|

, i = A, B, C, D

[Q, PSNR] A B C D

90, 28.695dB 0.8230
∗ 0.1050 0.1099 0.0916

70, 27.795dB 0.7106 0.2381 0.1978 0.1893
50, 27.312dB 0.6422 0.2882 0.2674 0.2308
40, 27.066dB 0.6361 0.3077 0.2784 0.2686
30, 26.715dB 0.5934 0.5934 0.3077 0.3016
20, 26.192dB 0.5653 0.3712 0.3297 0.3297
10, 25.151dB 0.5140 0.4310 0.3858 0.3687
5, 23.408dB 0.5031 0.4640 0.4310 0.4371

∗Detected fingerprints marked in bold font.
Size of the sign plane [662, 21], r =0.88, Threshold = 55%
and weeding step used. Artifact count = 20; Detection
failed for Q = {10, 5}.

6 Simulations and Analysis

6.1 Results

PSNR values of the encrypted and fingerprinted images
are presented in Table 2. Two images with slightly differ-
ent characteristics have been chosen for simulation. For
the simulations we have chosen a small user space of four
{A, B, C, D}. Tables 3 and 4 indicate the effect of differ-
ent degrees of compression (represented by quality factor
Q), on the detection process. Fingerprint of user A is
embedded when the images are decrypted. Figure 8(a),
shows the encryption and fingerprinting results for two
different images while Figure 8 (b) demonstrates the effect
of increasing correlation r on the PSNR of the decrypted
image.

Collusion resistance has been incorporated based on
the coding methodology discussed in Section 4.5, in which
all two-collusions in a four user space are detectable. This
is implemented by first creating six disjoint fingerprint
sets or marks {1, 2, 3, 4, 5, 6} which correspond to six ba-
sis vectors. Each embedded codeword has three sym-
bols or marks selected as per Table I. The collusion re-
sistant codes have been designed so that common traits
(or marks) are preserved and uncommon traits are erased
with a high probability when any two users collude. For

Table 4: Resistance to recompression [MEDICAL IM-
AGE]

Compression yi = |Fi∩F̂ |
|Fi|

, i = A, B, C, D

[Q, PSNR] A b C D

90, 35.2388dB 0.6808 0.0647 0.0692 0.0580
70, 34.4766dB 0.6272 0.1049 0.1205 0.1183
50, 33.7800dB 0.5670 0.1429 0.1808 0.1607
40, 33.3338dB 0.5402 0.1696 0.1897 0.2054
30, 32.6803dB 0.5156 0.2098 0.2299 0.2455
20, 31.5076dB 0.4866 0.2612 0.2790 0.2701
10, 29.2694dB 0.4397 0.3482 0.3616 0.3482
5,25.9808dB 0.4665 0.4241 0.4464 0.4174

Size of the sign plane [757, 7], r = 0.85, Threshold = 55%
and weeding step used. Artifact count = 14; Detection
failed for Q < 50.

instance when user A with {1, 2, 3} and user C with
{2, 4, 6} collude their copies we anticipate that {2} will be
the only mark detected in the retrieved document which
will uniquely identify the pair [A, C]. So both fragility
and robustness are important in the design of effective
anti-collusion codes - erasure of uncommon marks is just
as important as preservation of common ones to narrow
down the list of suspects. In Table 5, the test results of
compression, collusion and combinations of the two on the
detection of the fingerprint are presented. Effects of both
key and linear collusion attacks are shown.

6.2 Secrecy and Key Size

The encryption and fingerprinting processes are modulo-2
matrix products Y = X • E and XD = Y • D. An eaves-
dropper has access to the encrypted image IE , but does
not know the encryption map. However, he may succeed
in estimating it fairly accurately since the texture map is
created based on the magnitudes of the AC coefficients
and the coefficients are not shuffled across blocks. So
assuming now that he has the map, it may not be un-
reasonable to assume that he will then extract the sign
matrix Y . So the security of this scheme comes down to
the estimation of E or X from Y .

If all entries of E are binary IID random variables with
a distribution f = {1/2, 1/2}, then H [E] is maximum and
equal to hw bits. This guarantees information theoretic
secrecy since H [X ]max = hw over all possible choices for
a binary random process X . It is thus theoretically im-
possible for the attacker to retrieve X from Y . In general,
to preserve theoretic secrecy [18], the entropy rate of the
key must be greater than or equal to the entropy rate of
X , i.e.,

lim
n→∞

H [X1, X2, . . . , Xn]

n
≤ lim

n→∞

H [E1, E2, . . . , En]

n

Hence if the evolution of the discrete process X can be
tracked, an encryption key much smaller than hw bits will
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Table 5: Combined effect of collusion and compression

Detection of embedded marks Mi:

yi = Proj(Mi, F̂ ) = |Mi∩F̂ |
|Mi|

, i = 1, 2, 3, 4, 5, 6

1 2 3 4 5 6
C(XA, 40) 0.7441 0.7475 0.7071 0.2593 0.2862 0.2795

Detected = [1,2,3] and user A identified correctly
Col[C(XA, 40), C(XC , 70)] 0.4680 0.8081 0.4343 0.5084 0.2054 0.5387

Detected = [2], Possible suspects are {A,C}
Col[C(XA, 30), C(XB, 50)] 0.7643 0.4916 0.4512 0.5017 0.4747 0.2424

Detected = [1], Possible suspects are {A,B}
C(XA → KCol[XA, XB, XD], 90) 0.8889 0.1347 0.5387 0.4040 0.8653 0.1246

Detected = [1,5], Possible suspects are {A,B,D} or {B}
C(XB → KCol[XB, XC , XD], 90) 0.2795 0.2593 0.2660 0.7239 0.7677 0.7677

Detected = [4,5,6], Possible suspects are {B,C,D} or {B} or {C}.
Note here that if just B and C had colluded then only [4] would
have been detected, hence the pair {B,C} has not been included
in the list of suspects

Col(X, Y, Z) ⇒ linear collusion of fingerprinted copies X, Y and Z
KCol(X, Y, Z) ⇒ collusion of decryption keys through bit voting
C(X, Q) ⇒ JPEG compression to quality factor Q.
Fingerprints for users A, B, C, D are: {1, 2, 3}, {1, 4, 5}, {2, 4, 6} and {3, 5, 6} respectively.

be required protect the stream. But this may not be easy
to compute because of the non-stationary characteristic
of X . For the JFD scheme based on sign bit embedding,
the side information required for a 256 × 256 image is
hw/2562bpp plus the information needed to encode the
encryption map. The condition for perfect secrecy can be
relaxed to reduce the size of the encryption key.

7 Conclusions

By integrating perceptual models indirectly through a
weeding process and collusion resistant coding methodolo-
gies in the design of the decryption keys, we have shown
that it is possible to embed a robust yet relatively im-
perceptible fingerprint at the receiver. The encryption
process is softened due to the incorporation of perceptual
constraints which is depicted in Equations (1) and (2). A
deeper understanding of this softening problem will pro-
vide us with some useful insights into the mechanism of
joint fingerprinting for establishing some performance lim-
its for JFD schemes.

Although we have not tested the proposed JFD al-
gorithm based on sign bit embedding for all Stirmark
attacks, we have shown that it is robust to recompres-
sion, small scale collusion and a combination of two. We
are currently exploring decryption key design scenarios
based on other transform domain compression/encryption
methodologies such as encryption of wavelet packet struc-
tures. In this paper we discussed one potential application
for JFD as multicast content protection. However, it is
possible to extend the joint fingerprinting idea to appli-

cations such as access control and protection of sensitive
records. We perceive that this framework can be used to
merge secret sharing methods for joint access control and
content fingerprinting.
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