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Abstract

We introduce a novel cryptographic paradigm of broad-
cast authentication with “preferred” verifiers (BAP).
With BAP, the message source explicitly targets a set of
one or more verifiers. For an attacker, forging authenti-
cation data of a source, for purposes of fooling preferred
verifiers may be substantially more difficult than fooling
other (non-preferred) verifiers. We investigate broadcast
authentication (BA) with hashed random pre-loaded
subsets (HARPS), which caters for such a distinction.
HARPS, provides for efficient broadcast authentication,
with and without preferred verifiers. We argue that
BA using HARPS has some very desirable features that
make it well suited for securing ad hoc routing protocols.
We also briefly discuss some applications of the novel
paradigm of BAP in the context of ad hoc routing
protocols.

Keywords: Broadcast authentication, key pre-
distribution, probabilistic key pre-distribution

1 Introduction

A broadcast authentication (BA) scheme, permits any
node to verify the authenticity of the source of the broad-
cast. This can be achieved using digital signatures if pub-
lic key cryptography is used. However, in many applica-
tion scenarios resource constraints may prohibit the use
of asymmetric cryptographic primitives.

The main contribution of this paper is an efficient
BA scheme, HARPS-BA, utilizing only symmetric cryp-
tographic primitives, based on a probabilistic key pre-
distribution scheme (PKPS). Similar to BA techniques
suggested by Alon et al. [1] and (expanded further by)
Canetti et al. [4], HARPS-BA is achieved by appending
many message authentication codes based on shared se-
crets (or HMACs) in such a way that any verifier would
be able to verify a subset of the appended HMACs. The
RPS-BA scheme by Canetti et al. [4] is based on RPS
(random pre-loaded subsets), a PKPS proposed by Dyer
et al. in [9]. The proposed scheme, HARPS-BA, is how-
ever based on a more recently proposed PKPS, HARPS

(hashed random pre-loaded subsets) [27] by Ramkumar
et al. Henceforth, for both schemes we shall refer to the
appended authentication data (or HMACs) as the “signa-
ture” of the node1.

The strength of (or the security offered by) any BA
scheme is a measure of the difficulty an attacker faces
in forging the signature of an arbitrary source, in order
to fool arbitrary verifiers. The complexity of a scheme
is a measure of the computational complexity (for the
source and verifiers), and the bandwidth overheads. The
efficiency of a broadcast authentication scheme is then
a ratio of the strength to its complexity. We show that
HARPS-BA is more efficient than RPS-BA.

While the purpose of broadcast is to reach every pos-
sible recipient, in real world applications each broadcast
may have a different amount of “significance” to different
recipients. For instance in applications involving multi-
hop ad hoc networks [29], routing information in each
node may be broadcast to the entire network, malicious
broadcasts (with forged authentication) is more likely to
affect the nodes in the immediate neighborhood than
nodes further away. Under such circumstances, it would
be useful if broadcast authentication could cater for the
“higher strength” required for some “preferred” verifiers.

In addition to the providing more efficient general pur-
pose broadcast authentication than the scheme in [4],
HARPS supports this paradigm of “preferred” verifiers
(henceforth referred to as BAP). When a broadcast is
targeted to one or more preferred verifiers, the appended
authentication data (or “signature”) may be considerably
more difficult for an attacker to forge, for the purpose of
fooling (any of) the preferred verifiers.

BAP bears some resemblance to “signatures with des-
ignated verifiers” [6, 16]. However, while designated signa-
tures can be verified only by designated verifiers, BAP can
be verified even by non-preferred verifiers (nodes which
are not explicitly targeted). Moreover, as we shall demon-
strate later, while BAP is substantially stronger than
“plain” BA (against attempts to fool preferred verifiers),
BAP is only marginally weaker than plain BA against at-
tempts to fool other non-preferred verifiers.

1This “signature” does not cater for non-repudiation.
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The rest of this paper is organized as follows. In Sec-
tion 2 we provide a brief review of probabilistic KPSs. In
Section 3 we analyze the performance of HARPS-BA and
RPS-BA and HARPS-BAP (BA with preferred verifiers).
In Section 4 we discuss the need for BA for securing ad
hoc routing protocols and compare and contrast various
approaches to realize this important security association.
We then discuss how HARPS-BA (and HARPS-BAP in
particular) have many desirable features that make it very
suitable for securing ad hoc routing protocols. Conclu-
sions are offered in Section 5.

2 Probabilistic Key Pre-

distribution Schemes (PKPS)

A key pre-distribution scheme (KPS) consists of a key
distribution center (KDC) and N nodes with unique IDs.
The KDC chooses a set of secrets S. A node with ID A
is provided with a set of secrets SA, which is a function
of the KDC’s secrets S and the ID of the node. Any
two nodes A and B can discover a unique secret KAB

that no other node can discover. However, as the secrets
distributed to each node are not independent, an attacker
who has gained access to secrets stored in many nodes
can compromise all the KPS secrets. A n-secure KPS can
resist compromise of all secrets from n nodes.

Unlike deterministic n-secure KPSs which provide un-
conditional assurances as long as n or less nodes are com-
promised, probabilistic KPSs (PKPS) provide only proba-
bilistic assurances. For a PKPS, by exposing secrets from
n nodes (say O = {O1 · · ·On}), an attacker can discover
shared secrets between arbitrary nodes (say the secret
KAB between nodes A and B where A, B 6∈ O) with a
probability p. However, an attacker may have to expose
secrets from a substantially larger number ns >> n nodes
(say O′ = {O1 · · ·Ons

}) to expose all secrets in some node
A 6∈ O′ with probability p. Thus PKPSs are aptly de-
scribed as (n, ns, p)-secure. Alternatively, we could also
describe a PKPS as (n, p)-secure against “eavesdropping”
attacks (where the motivation of an attacker is to expose
shared secrets between nodes) and (ns, p)-secure against
“synthesis” attacks (compromising all secrets of a node
using secrets exposed from other nodes).

The first PKPS in the literature, LM-KPS, was pro-
posed by Leighton and Micali [19]. In the LM-KPS the
secrets provided to each node are repeated hashed ver-
sions of the KDC’s secrets. The second PKPS was pro-
posed in 1995 by Dyer et al. [9].

Dyer’s scheme, like the matrix key pre-distribution
scheme by Gong et al. [13], and the scheme by Mitchell
et al. [22] relied on allocation of subsets of secrets to
each node from the KDCs pool of secrets. While the ma-
trix scheme uses very simple (and inefficient) strategies
for the actual allocation of subsets, more complex and ef-
ficient strategies were investigated by Mitchell et al. [22],
influenced by the seminal work of Erdos et al. on subset
intersections [10]. Dyer et al. recognized that the com-

plex allocation strategies which make the Mitchell et al.
scheme [22] impractical could be easily substituted with
random allocation of subsets with very little penalty, and
provided an elegant analysis of the security of schemes
(which we shall refer to as RPS - for “random pre-loaded
subsets”) employing random subset allocations. More
recently, Dyer’s RPS has been employed by various re-
searchers for securing sensor networks [5, 8, 11, 20, 26, 31]
and ad hoc networks2.

PKPS thus exploit two fundamental “dimensions” for
their security

1) the uniqueness of intersections of large subsets con-
sisting of independent keys, and

2) generating many keys from each independent key.

The RPS scheme by Dyer et al, based on random al-
location of subsets, utilizes the first dimension. The LM-
KPS utilizes the second dimension (each independent key
chosen by the KDC is hashed many times to derive many
dependent keys). More recently, Ramkumar et al. pro-
posed HARPS (HAshed Random Pre-loaded Subsets) [27]
which makes use of both dimensions. Consequently, RPS
and LM-KPS are special cases of HARPS.

HARPS is defined by the set of parameters (P, ξ, L)
and two functions (F (), h()).

1) The KDC chooses and indexed set of P secrets
K1 · · ·KP .

2) Each node is provided with a hashed subset of k = ξP
keys on an average, where ξ ≤ 1 is the probability
with which a key corresponding to some index 1 ≤
i ≤ P is assigned to some node.

3) The public random function F () determines

a. if a key corresponding to some index 1 ≤ i ≤ P
is assigned to a node,

b. and the “hash depth” of such a key. The hash
depth refers to the number of times a key is
hashed repeatedly using the cryptographic hash
function h(). We shall represent by jKi =
hj(Ki), the result of repeated hashing of Ki,
j times, using the hash function h().

Thus if {A1 · · ·AkA
} are the indexes assigned to node

A and {a1 · · · akA
} their respective hash depths, the set

of kA pre-loaded secrets SA assigned to node A are

SA = {a1KA1
, a2KA2

, . . . , akA KAkA
}.

LM-KPS is a special case of HARPS with ξ = 1, and
RPS is a special case of HARPS with L = 0 (or keys are
not hashed before pre-loading).

While the primary intention of RPS (and HARPS) was
mutual authentication, Alon et al. [1] and Canetti et al.

2Unfortunately, most papers in the current literature employing
this idea have overlooked Dyer’s contribution.
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[4] investigated the use of RPS for broadcast authentica-
tion. With RPS, for mutual authentication of nodes A
and B, the secret KAB is derived from all shared secrets
(the indexes of which could be easily determined by us-
ing the public one-way function F () as F (A)∩F (B)). In
HARPS, for every shared index the node with the lower
hash depth hashes it keys repeatedly to reach the same
hash depth as the corresponding secret with the other
node. Thus all shared indexes, now at the same hash
depths, are used for deriving the secret KAB. Just as
RPS is used for BA, HARPS can also be used for BA.

3 Broadcast Authentication Us-

ing PKPSs

The basic idea used in BA with PKPSs is very sim-
ple. The source of the broadcast appends the message
with many key based message authentication codes, or
HMACS - one corresponding to each of the k keys it pos-
sesses (or P keys if the source is the KDC). For RPS, any
verifier will be able to verify the HMACs corresponding
to all the keys the verifier shares with the message source.

It is assumed that the KPS secrets (HARPS / RPS key-
rings) are stored in “tamper-resistant” and “read-proof”
devices. However, an attacker with sufficient resources
may be able to compromise the secrets stored in a finite
number of devices. Thus while the security of broadcast
authentication employing digital signatures is based on
the assumption that an attacker cannot compromise the
private key of a node (which the attacker is trying to im-
personate), the security of broadcast authentication using
KPSs relies on the assumption that an attacker may not
be able to expose secrets from a many “tamper-resistant”
and “read-proof” devices. With probabilistic KPSs, an
attacker who has exposed secrets from some n devices
can impersonate arbitrary nodes with some probability p.

The advantages of HARPS-BA over RPS-BA is a re-
sult of the use of the “additional dimension” - repeated
hashing of pre-loaded keys. In HARPS-BA the source has
the added flexibility of choosing the hash depth of the keys
to be used for HMACs. For example, if the hash depth of
some key (say corresponding to index 1 ≤ i ≤ P ) is d (or
if the source has the key dKi) the source can use any dsKi

for the HMAC, where ds ≥ d. Thus even though some
verifier may have a key corresponding to the ithindex -
say the key dvKi, the verifier will be able to verify the
HMAC only if dv ≤ ds. Obviously, if the source chooses
ds = L for every key it has, any verfier having a secret cor-
responding to the index will be able to verify the HMAC.
In other words, HARPS-BA with ds = L is the same as
RPS-BA.

The strategy therefore is to choose an optimal “sign-
ing” depth for each key, which we shall represent by Lp.
Once the optimal signing depth is fixed, a source can
choose that depth for index i if the hash depth d of its
key dKi is such that d ≤ Lp. Otherwise, the node chooses
the lowest depth it can - the depth d.

Note that the number of HMACs a verifier can verify
with HARPS-BA is between Pξ2/2 (for the choice of Lp =
0) to Pξ2 (for Lp = L, which is the same as RPS-BA).
Also note that while the security of mutual authentication
and BA are identical for RPS, this is not the case for
HARPS. Specifically, in RPS both mutual authentication
and BA are based on all secrets two nodes share. For
HARPS, while for mutual authentication the nodes can
utilize all shared indexes, for BA the verifier may not
be able to verify all secrets corresponding to the shared
indexes. However, under the optimal choice of Lp, it is
still less likely (as we shall see) that a coalition of attackers
could forge any HMAC.

The freedom available to the source to choose the
hash depth also makes the novel cryptographic paradigm,
broadcast authentication with preferred verifiers (BAP),
possible. For BAP the strategy is to choose the hash
depths to “suit” the preferred verifiers. Furthermore,
BAP will affect only the hash-depths of the keys that
the source shares with the preferred verifiers. For other
HMACs the source will employ the same strategy as reg-
ular BA (optimal Lp). Apart from the fact that the
strength of other HMACs are not affected, non-preffered
verifiers may still be able to authenticate some HMACs
meant for preferred verifiers. Consequently, we shall see
that the verification of BAP by non-preferred verifiers (or
BAP-NP) is only marginally weaker than regular HARPS-
BA. At the same time, BAP verified by preferred verifiers
is substantially stronger.

It is important to note that the “freedom” in choos-
ing the hash depth is actually regulated by deterministic
strategies, which may be imposed and periodically modi-
fied by the KDC. Once the strategy is fixed any node will
be able to verify the signature as every node will know
what depth should be used for each HMAC. Thus for
BAP, all verifiers (preferred and non-preferred) also need
to know the identities of the preferred verifiers.

Note that in our formulation the number of appended
HMACs (kA when the source is node A) can be anywhere
between 0 and P (or 0 ≤ kA ≤ P ). However, with a high
probability kA ≈ ξP . The signature of a node A, for a
message M is thus

SA(M) = [H1 ‖ H2 ‖ · · · ‖ HkA
],

where Hi = h(A ‖ M ‖ xj KAj
)), aj ≤ xj ≤ L. The pri-

mary reason for including3 the ID of a node for calculation
of the Hi, 1 ≤ i ≤ k in each HMAC is to ensure that the
attacker cannot “pool” authentication data from different
nodes for the same message M to forge the signature just
by “requesting” such nodes to authenticate M . The only
way for the attacker to forge messages is by 1) actually
tampering with devices and exposing buried secrets, or 2)
“guessing” the HMACs.

3Time-stamps and a random nonce could also be included for
preventing replay attacks.
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3.1 Security Analysis

The analysis of security - the probability that an attacker
cannot for the HMACs of a source for the purpose of
fooling a specific verifier - follows the same lines as the
analysis in [4].

The HMACs corresponding to any of the P keys (say
the key corresponding to index i, 1 ≤ i ≤ P ) is “safe”
(cannot be forged by the attacker) if the following five
conditions are satisfied:

• C1: The source has a key corresponding to the in-
dex (probability ξ if the source is a peer node, and
probability 1 if the source is the KDC).

• C2: The verifier has a key corresponding to the index
i (probability ξ).

• C3: The hash depth of the ithkey with the verifier,
dv, is not greater than the hash depth (say ds) used
by the source for that index. (probability ds/L).

• C4: The attacker’s pool of secrets (accumulated from
n nodes) does not have any key xKi where x ≤ ds.

• C5: The attacker cannot “guess” the HMAC corre-
sponding to the ithkey. If each HMAC is b bits long,
the probability that the attacker cannot guess the
HMAC is α(b) = (1 − 2−b).

If all the conditions C1 through C5 are satisfied for
some index 1 ≤ i ≤ P , the corresponding HMAC is “safe”
(cannot be forged by the attacker). Let us represent by
ε′, the probability that the ithHMAC is safe. Even if one
HMAC is safe, the verification fails (or the attacker fails to
fool the verifier). Thus the probability that the attacker
can forge the signature of a node in order to fool a specific
verifier is

p′F = (1 − ε′)P .

Let ε represent limb→∞ ε′ (or if it is infeasible for any
attacker to guess the HMAC bits). Thus ε = ε′/α and the
corresponding probability of forgery is pF = (1 − ε)P .

Note that p′F is the per-message forgability probability,
for which all conditions C1 to C5 need to be satisfied.
However pF is the probability that the attacker cannot
expose all keys needed for calculating the HMACs of a
source that a particular verifier can verify (on an average
ξ2P secrets). Thus for evaluation of pF (or ε) we only
need to take conditions C1 to C4 into account.

Considering that

pF = (1 − ε)P ≈ (1 − ε′/α)P/α,

we can easily see that bandwidth-computation trade-offs
are possible. In other words, instead of using large b for
each HMAC, we can use say b = 1 bit for each HMAC
and increase P (and consequently the number of HMACs
that have to be evaluated) by a factor 1/α(1) = 2 (or b
bit for each HMAC and increase P by a factor 1/α(b)).

3.1.1 Verifier Complexity

The complexity of the verification process is perhaps more
crucial for any BA scheme than the complexity of signing.
The complexity for the source is evaluation of k = ξP
HMACs. The complexity of verification on the other hand
is verification of ξk = ξ2P (the average number of shared
keys) HMACs. It can be easily shown (see [4]) that the
optimal choice of ξ for some n is ξ ∝ 1/n. Under this
choice k = O(n) and P = O(n2). Thus the verification
complexity is O(1). In other words the security of PKPS
based BA schemes can be increased arbitrarily without
increasing the verifier complexity.

3.2 Performance Analysis

3.2.1 Broadcast by KDC

If the KDC chooses a strategy of choosing hash depth of
Lp for each MAC key, any node can verify the ith key with

a probability ξ
Lp

L (the probability that a verifier has the
key is ξ, and the probability that the hash depth of the
key is not greater than Lp is

Lp

L . We shall represent the
binomial probability that exactly u out of n nodes have
the key with index i as

Bξ(n, u) =

(

n

u

)

ξu(1 − ξ)n−u.

Also, let GL(d) = L−d
L . Thus,

ε(n, Lp) =

(

ξ
Lp

L

) n
∑

u=0

Bξ(n, u)GL(Lp)
u.

For RPS-BA on the other hand,

ε(n, Lp = L) = ξ(1 − ξ)n.

3.2.2 Broadcast by Peer Nodes

The source’s strategy in this case is to choose an optimal
hash depth of Lp whenever possible. However, the source
can choose depth Lp only for some keys - the source node

would have roughly
kLp

L keys with hash depth less than

or equal to Lp, and
k(L−Lp)

L keys with hash depth greater

than Lp. Or the source uses depth Lp with probability
Lp

L ,
and uses some depth j > Lp with probability 1

L∀j > Lp.
If the hash depth used is Lp, the probability that a

verifier (who has the ithkey) can verify the HMAC is
Lp

L .
Similarly, if the chosen hash depth is l > L− p, the prob-
ability that a verifier can verify the HMAC is l

L . Thus

ε(n, Lp) =

(

ξ
Lp

L

)2 n
∑

u=0

Bξ(n, u)GL(Lp)
u

+
L

∑

l=Lp+1

ξ2 l

L2

n
∑

u=0

Bξ(n, u)GL(l)u.

For RPS-BA,

ε(n, Lp = L) = ξ2(1 − ξ)n.
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3.2.3 Joint Verification by J Peers

In this case, any verifier accepts the signature as authentic
only if J − 1 other verifiers confirm the authenticity of
the signature. Thus the attacker coalition has to fool all
J nodes in order to be successful. For HARPS-BA, the
probability that exactly j out of J verifiers have the ithkey
is Bξ(J, j), and the probability that at least one of the j
keys has hash depth less than or equal to l is 1 − GL(l)j .
Thus

εJ(n, Lp) = A + B, where

A = ξ
Lp

L

J
∑

j=1

Bξ(J, j)(1 − GL(Lp)j)

n
∑

u=0

Bξ(n, u)GL(Lp)u
,

B =
ξ

L

L
∑

l=Lp+1

J
∑

j=1

Bξ(J, j)(1 − GL(l)j)
n

∑

u=0

Bξ(n, u)GL(l)u
.

It can be easily seen that for RPS-BA

εJ(n, LP = L) = ξ(1 − (1 − ξ)J )(1 − ξ)n.

3.3 Broadcast Authentication with Pre-
ferred Verifiers

In the BAP mode of operation, the signature of a source
is targeted towards some preferred verifiers. Once again
there are two different approaches for targeting BA 1) sig-
natures that will be verified independently by T targeted
verifiers and 2) signatures meant for joint verification by
J targeted verifiers. In both cases the hash depths of each
key uses for the HMACs is chosen to “suit” the preferred
verifiers. Obviously, in order to determine which hash
depths should have been used by the source, the verifiers
need to know the identities of the preferred verifiers. Thus
the authentication data has to explicitly include the IDs
of the preferred verifiers. The BAP-“signature” S′

A(M)
for a message M from a source A, targeted to verifiers
V1 · · ·VG is therefore of the form

S
′

A(M) = [V1 ‖ · · · ‖ VG ‖ H1 ‖ H2 ‖ · · · ‖ HkA
].

T Independent Preferred Verifiers: For the case where
there are T preferred verifiers who independently verify
the signature the strategy is to choose the hash depths
such that each of the T preffered nodes can verify as many
HMACs as possible. Thus for the ithkey if the hash depth
of source is s, and if j out of T preferred verifiers have the
ithkey with hash depths v1 · · · vj , the source would choose
the depth as max(s, v1 · · · vj)).

The probability that the source, and exactly j of the
T verifiers have the ithkey is ξBξ(T, j). Under this con-
dition, the source would choose a depth l for the ithkey
if

1) Source has hash depth l (probability 1
L ) and all j (out

of T ) verifiers have hash depths less than or equal to

l (probability (1 − g(l))j = lj

Lj ), or

2) Source has hash depth less than l (probability l−1
L )

and j verifiers have a maximum hash depth equal to

l (probability lj−(l−1)j

Lj ).

We shall represent the conditional probability of choos-
ing depth l as Pj(l), where

1

L

lj

Lj
+

(l − 1)

L

(

lj − (l − 1)j
)

Lj
.

Also note that under the condition that j of T verifiers
have the ithkey, the probability that a particular verifier
has the Ithkey is j

T . Thus

εT (n) = ξ

T
∑

j=1

j

T
Bξ(T, j)

L
∑

l=1

Pj(l)

n
∑

u=0

Bξ(n, u)GL(l)u.

J Joint Preferred Verifiers: On the other hand, for the
case where J preferred verifiers jointly verify the signa-
ture, the strategy is to choose the hash depths such that
at least one of the J nodes can verify any HMAC. Thus
for the ithkey if the hash depth of the source is s, and
if j out of J verifiers have the ithkey with hash depths
v1 · · · vj , then the source would choose the hash depth as
max(s, min(v1 · · · vj)).

The source can use the ithkey with probability ξ, and
the probability that j out of J verifiers have the ithkey is
B(J, j, ξ). Under this condition, the source would choose
a depth l for key i under two conditions:

1) Source has depth l (probability 1
L ) and the minimum

depth of j nodes for key i (which have key i) is less
than or equal to j - which happens with probability
(1 − GL(l)j).

2) Source has depth less than l (probability l−1
L ) and

the minimum hash depth for the ithkey among the j
nodes is exactly l. The probability that the minimum
depth is greater than l − 1 is GL(l − 1)j , and the
probability that the minimum depth is greater than
l is GL(l)j . Thus the probability that the minimum
depth is equal to l is GL(l − 1)j − GL(l)j .

Let Qj(l) denote the conditional probability that the
source chooses depth l for any key. We have

Qj(l) =
1

L

(

1 − GL(l)j
)

+
l − 1

L

(

GL(l − 1)j
− GL(l)j

)

,

and thus

εJ(n) = ξ
J

∑

j=1

Bξ(J, j)
L

∑

l=1

Qj(l)
n

∑

u=0

Bξ(n, u)GL(l)u.

3.3.1 BAP-NP: Verification of BAP by Other

Verifiers

Corresponding to the two cases (BAP with J jointly tar-
geted nodes and BAP with T individually targeted nodes)
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we have to consider the strength of the signature for pur-
poses of verification by no-preferred verifiers - or BAP-NP.
The expressions for the probability that the ithHMAC is
safe have three terms. The first term accounts for the keys
that are affected due to targeting. The second and third
terms account for other keys - keys for which the source
has a hash depth less than or equal to Lp (in which case
the source could employ depth Lp) and keys for which
the source has depth greater than Lp (in which case the
source would use its hash depth for that key).

For the case of verification by other verifiers of a BAP
individually targeted to T verifiers, the expression for the
probability that the ithkey is safe, is

εT (n, Lp) = ξ

T
∑

j=1

Bξ(T, j)

L
∑

l=1

Pj(l)
lξ

L

n
∑

u=0

Bξ(n, u)GL(l)u

+
ξLp

L
Bξ(T, 0)

ξLp

L

n
∑

u=0

Bξ(n, u)GL(Lp)
u

+
ξ

L
Bξ(T, 0)

L
∑

l=Lp+1

ξl

L

n
∑

u=0

Bξ(n, u)GL(l)u
.

For the case of verification by other verifiers of a BAP
jointly targeted to J verifiers, the expression for the prob-
ability that the ithkey is safe, is

εJ (n, Lp) = ξ

J
∑

j=1

Bξ(J, j)

L
∑

l=1

Qj(l)
lξ

L

n
∑

u=0

Bξ(n, u)GL(l)u

+
ξLp

L
Bξ(J, 0)

ξLp

L

n
∑

u=0

Bξ(n, u)GL(Lp)
u

+
ξ

L
Bξ(J, 0)

L
∑

l=Lp+1

ξl

L

n
∑

u=0

Bξ(n, u)GL(l)u
.

3.4 Performance Analysis

The performance of BA and BAP are depicted in six plots
in Figure 1. In all six plots the x-axis is n - the number
of nodes an attacker has compromised (and exposed all
secrets buried in them). The y-axis is a measure of the
strength of the BA scheme. More specifically the y-axis is
log2(1/pF ) = − log2 pF - which is the “bit-security” of the
BA scheme. For example pF ≈ 10−20 is roughly equiva-
lent to 64-bit security - 1

264 ≈ 10−20 is the probability with
which one can successfully “guess” a 64 bit key. The plots
correspond to pF for (P = 2048, k = 256) or equivalently
p′F for large b or p′F for (P = 2048/α(b), k = ξP/α(b))
for any b. For all cases (except for broadcasts by the
KDC), the complexity for the source is evaluation of
ξP = 256 HMACs on an average, and the verifier com-
plexity amounts to verification ξ2P/2 to ξ2P (or 32 to 64)
HMACs on an average.

The plots represent the strength of BA / BAP employ-
ing HARPS for various choices of Lp, and under different
scenarios investigated earlier. Also as HARPS-BA with
Lp = L is identical to RPS-BA the plots also provide a
comparison of RPS and HARPS for BA.

The top-left plot is for broadcast by the KDC. Choice
of large 1 ≤ Lp ≤ L (closer to L) offers higher bit-security
for small values of n while smaller value of Lp does better
for larger n. With HARPS an appropriate value of Lp can
be chosen based on the “threat level,” which is obviously
not possible for RPS (once deployed it may not be easy
to modify ξ). The top-right plot depicts BA by peers
(for now ignore the dark solid line marked BAP). Similar
to broadcasts by KDC, lower values of Lp are more useful
for larger n.

While the performance advantage of HARPS over RPS
is not substantial for any fixed Lp (the important advan-
tage comes out the ability to choose Lp dynamically) for
the case of joint verifiers, HARPS is significantly more
secure than RPS. This can be seen from the middle-left

plot from the lines corresponding to RPS (dotted lines)
and HARPS (solid lines) for J = 2 and J = 5, where J
is the number of joint verifiers (ignore the dashed lines
marked BAP).

As the number of joint verifiers increase the task of the
attacker becomes harder, as the attacker has to be able
to forge more and more HMACs (more HMAC will be
verified). Note that for n > 22 HARPS with just 2 joint
verifiers performs better than RPS with 5 joint verifiers.
In the limit - either when there are are unlimited number
of verifiers (or if the attacker desires to fool all possible
verifiers, or equivalently, if the attacker desires to fool the
KDC) the attacker has to forge all k HMACs appended
by the source (or compromise all k keys of the source).

Recall that such “synthesis” attacks are in general
much more difficult for PKPSs. For a (n, ns, p)-secure
PKPS, the number ns is the number of nodes an attacker
needs to compromise for synthesis attacks with probabil-
ity p. While for all PKPSs ns >> n, it is more true
for HARPS. For RPS while ns is an order of magnitude
higher than n for HARPS ns is over 2 orders of magnitude
higher. This is the reason for the substantial advantage
of HARPS over RPS for the case of joint verifiers.

The next plot (middle-right) depicts the limits of per-
formance for HARPS and RPS (the limit being the case
when the broadcast is verified by the KDC or an infinite
number of joint verifiers). The figure also shows the case
for J = 20 for HARPS and RPS (once again ignore the
dashed line marked BAP). Two noteworthy points are as
follows:

1) For J = 20 RPS is almost saturated (with very little
room for improvement with further increase in J),
while for HARPS there is still considerable room for
improvement.

2) The room for improvement indicates that even with
large J a number of HMACs are still unverified. Thus
even with a large number of attackers it may be very
difficult for the coalition to compromise all secrets.
In other words, the security of HARPS deteriorates
very gracefully with increasing n.

Another advantage of HARPS over RPS comes out of
the ability to choose preferred verifiers. The solid line
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in the top-right plot corresponds to BAP with one pre-
ferred verifier. Note that BAP is substantially stronger
than BA for all n. In other words, it is significantly more
difficult for an attacker to forge HMACs for the purpose
of fooling preferred verifiers.

We also analyzed two situations involving multiple pre-
ferred verifiers - J joint preferred verifiers or T preferred
verifiers who independently verify the signature (when
T = J = 1 both situations are identical). The lines corre-
sponding to preferred verifiers are labelled BAP. We also
need to consider the strength of BAP when verified by
non-preferred verifiers (labelled BAP-NP).

The bottom-left plot provides a comparison of the
strengths of different strategies. As T is increased the
signature becomes less targeted. Thus BAP with T = 10,
as expected, is not as strong as BAP with T = 1. However
BAP with J = 10 joint verifiers would be substantially
stronger than BAP with J = 1. The middle-left plot
shows that BAP for J = 5 is substantially stronger than
“plain” BA with J = 5. Also from the plot in middle-

right we can see that for large J , BAP approaches the
limit (strength of verification by the KDC) faster than
BA.

Note that in the bottom-left plot the performance
of HARPS-BA is practically indistinguishable from BAP-
NP (BAP verified by non-preferred verifiers) for T = 1.
In other words, there is practically no disadvantage to
targeting. While it is substantially more difficult to fool
targeted verifiers, for fooling other verifiers it is still al-
most as hard as regular BA. For the case BAP-NP for
T = 10 and J = 10 we can however observe a marginal
loss of strength.

The degenerate4 cases corresponding to a “large” num-
ber of targeted verifiers are depicted in the plots in
bottom-right. We can see that for the case of BAP
with T → ∞ the source would end up choosing Lp = L
for all HMACs - which reduces to RPS-BA. Thus RPS-
BA also corresponds to the case of BAP for T → ∞, and
simultaneously BAP-NP for T → ∞. On the other hand,
if a signature is targeted to many joint verifiers the source
would end up using the least possible hash depth for all
HMACs (or Lp = 0). Or BAP-NP for J → ∞ is identical
to HARPS-BA with Lp = 0.

The primary advantages of HARPS-BA over RPS-BA
can therefore be summarized as follows:

1) With HARPS-BA Lp can be regulated even after the
deployment to improve security.

2) Significantly improved performance under joint veri-
fication

3) More graceful degradation of security as n increases,
and

4) Ability to impose preferred verifiers to improve secu-
rity.

4Obviously targeting is pointless when the number of nodes tar-
geted becomes very large.

4 BA for Ad Hoc Routing Proto-

cols

A multi-hop ad hoc network (MH-AHN) can be seen as a
collection of nodes, where each node has it unique “view”
of the world around it. Each node has some information
not available to other nodes, which needs to be dissemi-
nated throughout the network. For ad hoc routing pro-
tocols, the information is the topology of the network.
The primary goal of all efficient routing protocols is to
maximize information transmission while minimizing the
necessitated use of resources like bandwidth / computa-
tional overheads.

Efficient solutions to the problem of routing in MH-
AHNs can be challenging especially due to constraints
on computational and bandwidth overheads. This prob-
lem is rendered even more complex under the presence
of malicious nodes that could propagate misleading infor-
mation. It is well known that this “Byzantine Generals”
problem5 is more tractable if source authentication is pos-
sible [18]. Thus in order to prevent malicious nodes from
modifying data reported by other nodes all data can be
cryptographic-ally authenticated. Various secure exten-
sions to routing protocols, cocnsisting primarily of adding
cryptographic authentication to existing routing protocols
have been considered in the literature [14, 15, 23, 28].

As the data originating from any node may be neces-
sary for many other nodes, broadcast authentication is a
very useful security association for securing ad hoc rout-
ing protocols. However, the fact that the data advertised
or broadcast by some node has been cryptographic-ally
validated does not imply that the data itself is valid.
This would only be true under cases where the devices
are completely trusted, and only such trusted devices are
provided with access to secrets which could be used for au-
thentication. Trusted devices [25] will possess “unflinch-
ing morals” (“thou shalt always route packets” and “thou
shalt not advertise false routing tables” [21]).

Practical realization of trusted devices calls for assur-
ances of tamper-resistance and read-proofing [12]. For sce-
narios where fool-proof tamper-resistance is not possible,
nodes with secrets that have turned malicious (by tam-
pering with the software that controls the functioning of
the device), could advertise misleading information that
are cryptographic-ally well authenticated. Similarly un-
der scenarios where read-proofing of secrets is not possible,
secrets extracted from trusted devices could be used by
malicious devices to impersonate trusted devices.

In the absence of fool-proof guarantees for tamper-
resistance and read-proofing there are three possible ap-
proaches - with increasing levels of complexity - to mit-
igate the damage that can be imposed by malicious de-
vices.

1) detecting malicious intents (or inconsistencies in data

5Reaching a consensus among distributed units if some of them
give misleading answers. The classical problem concerns generals
plotting a coup, where some generals may be “moles.”
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advertised) and dropping such packets,

2) identifying the perpetrator unambiguously (by the
node which detects the inconsistency), and drop all
further packets from the perpetrator, and

3) providing culpable proof of the perpetrators mali-
cious behavior to ensure that he / she can be ejected
(revoked) from the system.

Even the first step is possible (using redundancies in
the routing protocol) only if we are able to restrict the
size of attacker coalitions. The second step - unambigu-
ously identifying the perpetrator, is more difficult (re-
quires more redundancies). It is easy to see the analogies
between the “detection of inconsistency” / “attribution
of malicious intents” (to their perpetrators) and the well
known principles of error-detection and error-correction
respectively. While mere detection of errors (analogous
to detection of inconsistencies in advertised routing data)
may not be prohibitively expensive, even when there are
multiple errors (or many colluding nodes) error-correction
(analogous to detection of the actual sources of incon-
sistency and thereby attribute malicious intents) can be
prohibitively expensive when many errors have to be tol-
erated (or when there are multiple colluding nodes).

Even under such an event, for example when node A is
convinced that node B is malicious, perhaps the best that
node A can do is to make an entry of this fact and in future
ignore (drop) all packets sent by B. While theoretically
many nodes detecting malicious intent of some node could
jointly take the third step, such approaches may be very
susceptible to denial of service (DoS) attacks.

In other words, the risk of an attacker getting caught
in the act, and especially being held accountable for his
deeds, can be very low in practical MH-AHNs. Thus
there is acute need for increasing the resistance to tam-
pering attempts, of devices taking part in such mutually
co-operative activities.

4.1 BA Schemes for Ad Hoc Routing
Protocols

A more common approach for broadcast authentication
is by techniques employing asymmetric cryptography, or
more specifically, digital signatures. Apart from obvious
increase in computational complexity, another disadvan-
tage of such an approach is the overheads that may be re-
quired for dissemination of public keys or bandwidth over-
heads for certificates that should accompany each signa-
ture. Furthermore, the use of computationally intensive
techniques may also increase the susceptibility to simple
denial of service attacks.

BA using PKPSs have two very important advantages
over certificates based signature schemes. Firstly, the ver-
ification complexity is very low (while the complexity of
signing is O(n), where is the size of attacker coalition that
should be tolerated, the verification complexity is O(1)).
Secondly, there is no need for dissemination of certificates

as the ID of a node itself is the “certified public key” -
a node claiming to possess an ID A should back up its
claims by demonstrating that it possesses the keys corre-
sponding to F (A).

Another approach to broadcast authentication using
only symmetric cryptographic primitives is based on one-
way hash chains [17] and delayed disclosure [2, 7, 24]. In
such schemes, the source creates a one-way hash chain and
uses a value from the hash chain to calculate the HMAC
for a message to be authenticated. Later the pre-image
of the value used is made public. At this point the veri-
fiers are assured that the source that transmitted the first
message was the one who released the pre-image as no one
else can compute the pre-image (under a secure one-way
function) of a disclosed value. Alternately, the HMAC
may be based on a pre-image which is guaranteed to have
not been made public at the instant of time a verifier re-
ceives the message with the HMAC. This requirement is
referred to as the “security condition” (see [24] for more
details). Verification of the security condition calls for
some kind of time synchronization between the nodes.

One implication of the “security condition” is that mes-
sages signed in this fashion cannot be re-used. For exam-
ple, if A receives a message M from B in the form of
MA = [M ‖ HMACK(M)] at some time t when the se-
curity condition was satisfied (or K, the key used for the
HMAC, could not have been made public before time t),
while A is convinced of the authenticity of the message
M , A cannot convince some other node (say C) of the
authenticity of MA at some time t1 > t (as K may have
been made public before time t1).

A more practical implication of the inability to re-use
authenticated information is reduced efficiency of routing
protocols. For instance in source routing based proto-
cols where nodes along some verified path have authenti-
cated information regarding the existence of such a path,
such information cannot be authenticated by other nodes
which may need to use the path (or a segment of the
path).

Another disadvantage of hash chain based schemes is
that the problem of dissemination of commitment keys
can be even more expensive than dissemination of pub-
lic key certificates, as commitment values need to be re-
freshed periodically (every time the hash chain expires).

However, certificate-less public key methods, or iden-
tity based encryption schemes (IBE) [3, 30] are seen as
increasingly more suitable for ad hoc networks. For IBE
schemes, like KPSs, the ID itself can serve as the “signed
public key certificate.” Unfortunately, they also suffer
the problems inherent to public key methods - increased
computational complexity (or increased susceptibility to
DoS attacks). Furthermore, while for public key schemes
like RSA it may be possible to substantially reduce veri-
fier complexity (by choosing small public exponents), this
is not possible for IBE based methods. Thus while the
problem of dissemination of keys can be overcome, IBE
techniques may exacerbate the problem of susceptibility
to DoS attacks.
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4.2 Collusion Resistance

The price paid for the advantages offered by PKPSs is
their susceptibility to collusions. However, note that irre-
spective of the cryptographic technique used, an attacker
who has exposed all secrets even from a few tens of de-
vices can render the entire deployment inoperable for all
practical purposes. For instance, the attacker could build
an unlimited number of devices which could impersonate
any of the (few tens) of devices. Such malicious devices
could be geographically spread around6.

The extent of attacks that can be inflicted by attackers
with the compromised nodes (nodes from which the at-
tacker has exposed all secrets from) is the same, irrespec-
tive of whether KPS is used or public key cryptography
is used. However, when an attacker has compromised a
large number of nodes, the use of KPSs opens up a new
line of possible attacks for the attacker - impersonating
nodes that have not been physically compromised using
keys from nodes that have been compromised. Never-
theless, if the deployment is unusable if an attacker has
compromised n (say a few tens) nodes irrespective of the
KDS used, then as long as the KPS is n-secure, the lack
of collusion resistance is not a serious disadvantage.

Another seemingly major disadvantage of KPS based
BA schemes stems from the fact that when attackers have
compromised many nodes, they may be able to engage in
attacks without the risk of disclosing their actual identity
(or the identity of the nodes they have compromised). If
we employ public key based BA schemes however, if some
inconsistent information is propagated by an attacker that
carries the signature of some node A it means that node
A is malicious (or its secret compromised by an attacker)
and therefore has to be revoked. For KPSs on the other
hand, that the signature of node A is appended to some
malicious information could imply either 1) node A has
been compromised, or 2) the attacker has compromised
many other nodes.

We argued earlier that the problem of unambiguous
attribution of malicious intents is infeasible in any case,
especially when there are multiple colluding nodes7 (as
will be the case when an attacker has compromised many
nodes to take advantage of the weakness of KPSs). Thus
in practical AHNs the fact that the use of KPSs may ren-
der attribution (or the ability of nodes to unambiguously
determine which node(s) is (are) responsible for spreading
the malicious misinformation) infeasible, is not a severe
disadvantage.

6Thus of the two assurances required (read-proofing and tamper-
resistance) read-proofing is even more crucial. After all if a device
has been tampered with to modify its behavior (or “morals”), the
result is just one malicious device. On the other hand if all secrets
have been exposed from a device, the result is an unlimited num-
ber of malicious devices whose “morals” are restricted only by the
imagination of the attacker.

7Even detection of inconsistencies could be impossible - let alone
unambiguously identifying the source of the error - when there are
many colluding nodes and the protocol overheads are restricted.

4.3 HARPS-BA for Routing Protocols

Thus with mandatory measures for protection of secrets,
PKPSs are an attractive option for securing ad hoc rout-
ing protocols. With such assurances, what we desire form
PKPSs is increased resistance to node compromises. As
was demonstrated in the previous section, the degradation
of HARPS-BA is significantly more graceful than RPS-
BA. Also note that the extent of attack an attacker can
inflict depends on how many verifiers the attacker can fool
with a particular “authenticated” message. With HARPS
(compared to RPS) it is substantially more difficult to fool
many verifiers.

As a more concrete example, let us consider a scenario
where the nodes use HARPS-BA with L = 64, P = 2048,
ξ = 1/8 (or k = 256 - each signature consists of kb bits
on an average). In a situation where an attacker with
10 neighbors desires to impersonate another node, the
attacker can fool one of his 10 neighbors if pF ≈ 1/10. To
achieve this desired result the attacker has to compromise
all secrets from about 28 nodes (compared to 20 nodes for
RPS).

The extent of the damage that can be inflicted by an
attacker depends on the number of nodes an attacker can
fool. For fooling 50% / 90% / 99% of the nodes the num-
ber of nodes the attacker has to compromise is roughly
55 / 115 / 210 nodes for HARPS (compared to 28 / 42 /
60 for RPS-BA).

For most attacks on routing protocols, the attacker will
need to know his capabilities (that he can impersonate
some nodes for fooling some nodes) before he can carry
out an attack. Thus for most situations the attacker can-
not rely on “guessing” HMACs of bits corresponding to
the keys he has not compromised. Note that if the at-
tacker needs to guess some bits he will not even know a
priori if his attack will be successful. Furthermore, for
any attack to have a large enough impact the attacker
will need to consistently propagate “authenticated” mis-
leading information. In other words, the attacker cannot
rely on per-message forgability probability to realize his
goals. Thus using one-bit HMACs does not pose a severe
disadvantage. Reducing b does not affect pF - the proba-
bility that the attacker has access to all secrets a source
and a verifier share - it only increases8 the per-message
forgability probability p′F . Thus depending on the ex-
tent of confidence in our ability to provide assurances of
read-proofing / tamper resistance, the bandwidth over-
heads for PKPSs “signatures” (ξP bits if b = 1) can be
considerably lower than that of digital signatures.

4.3.1 BAP in Routing Protocols

We saw that BAP has no associated disadvantage - as the
reduction in security is marginal even for non-preferred
verifiers (BAP-NP) compared to plain BA, while signifi-
cantly increasing the strength of the verification by pre-

8Note thatin Section 3.1 only the first four conditions C1 to C4

determine pF . The size of b influences only C5 and hence p′F .
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ferred verifiers. A “hidden” bandwidth overhead associ-
ated with BAP is that the BAP signature needs to explic-
itly specify the list of targeted nodes. However even this
additional overhead may not be necessary in many situ-
ations. More specifically, in many situations the context
of the message can unambiguously identify the choice of
the targeted verifiers. Some examples of situations where
the nodes to be targeted can be easily determined from
the context are as follows:

1) For authentication of source routed packets all nodes
in the path could be targeted.

2) In AHNs employing clustering, the cluster-head
could be a preferred verifier for all messages.

3) In scenarios where link-state information is ex-
changed by neighbors (but not relayed further) it is
possible to randomly designate some preferred veri-
fiers (say a subset of its neighbors) for each source.
The exact choice of the subset could also be dictated
by a one-way function of the message that is authenti-
cated to ensure that nodes cannot “choose” preferred
verifiers. Such preferred verifiers could be afforded
the power (temporarily and randomly) to broadcast
notifications of authentication failure.

For the numerical example considered earlier (P =
2048, ξ = 1/8 and L = 64) if one verifier is deemed as
a preferred verifier the attacker needs to compromise over
40 nodes to accomplish pF = 1/10. However for fool-
ing the specific preferred verifier with probability 1/2 the
attacker has to compromise over 72 nodes (as opposed
to just 28 nodes for RPS-BA with pF = 1/2 and 55 for
HARPS-BA). For fooling two specific preferred verifiers
with pF = 1/2 the attacker needs to expose all secrets
from over 100 devices.

5 Conclusions

We argued that BA schemes based on probabilistic key
pre-distribution schemes have many inherent advantages,
especially for securing ad hoc routing protocols. We pre-
sented an efficient BA scheme, which also caters for a
novel cryptographic paradigm of broadcast authentica-
tion with preferred verifiers (BAP), using hashed random
pre-loaded subsets (HARPS).

It was shown that BAP can be substantially stronger
against attempts by attackers to fool preferred verifiers,
than general-purpose BA using HARPS. Simultaneously
BAP is only marginally weaker than BA against attempts
to fool other verifiers. The ability to impose preferred
verifiers can be used advantageously in any ad hoc routing
protocol for improving the strength of the authentication.

It was also quantitatively demonstrated that even for
general purpose BA, the flexibility offered by HARPS to
choose an optimal hash depth for the keys used for MACs,
depending on the prevailing threat level, and its signifi-
cantly more graceful degradation of security with node

compromises, makes HARPS substantially stronger than
similar schemes based on RPS [1, 4]). Specifically, the
task of the attacker is rendered significantly more diffi-
cult when the attacker desires to fool multiple verifiers
with the same message.

While we considered only peer-to-peer and peer-
to“jointly-verifying-peers” scenarios for BAP, it is also
possible for the KDC to employ BAP, explicitly specify-
ing T independent preferred verifiers or J jointly-verifying
preferred verifiers. Further, for our analysis of “jointly
verified BAP” we assumed that all J joint verifiers are
also preferred verifiers. In practice, it is also possible
that only some of the joint verifiers are preferred verifiers.
However, extensions of the analysis to all these cases are
straight-forward.

Similar to the concept of explicitly targeting nodes,
the source may also explicitly exclude nodes. This can
be done by choosing hash depths to ensure that excluded
nodes may not be able to verify the authentication data
with high certainty (an excluded node will still be able to
verify MACs corresponding to keys it shares for the source
node, for which it has a lower hash depth than the source
node). Yet another strategy may be to let the message
itself dictate the hash depths that need to be used. Some
of our current research efforts include investigation of dif-
ferent such strategies and their potential applications in
securing ad hoc routing protocols.

The specific contributions of this paper are as follows

1) A more detailed analysis of the basic BA scheme pro-
posed in [4] by Cannetti et al. While the focus of the
basic scheme in [4] was broadcast by a single source,
our focus was on broadcast by multiple sources9 - or
broadcast by peers. We also provided a more rigor-
ous analysis of bandwidth - computational complex-
ity trade-offs.

2) A novel BA scheme, HARPS-BA as an extension of
the basic scheme in [4].

3) A novel cryptographic paradigm of BA with preferred
verifiers

4) Extensive discussions of suitability of different types
of broadcast authentication schemes for securing ad
hoc routing protocols.

5) The use of the novel paradigm of BAP in ad hoc
routing protocols.
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