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Abstract

Cluster systems have been gradually more popular and
are being broadly used in a variety of applications. On
the other hand, many of those systems are not tolerant
to system failures and moreover we cannot prevent all
faults and attacks. In this paper, we analyze a cluster
system’s ability to maintain the critical services even in
face of faulty and intrusions with 4th Generation Security
Mechanism: Regeneration. The experiments have been
demonstrated that the proposed mechanism can be used
to analyze and proactively manage the effects of cluster
network faults and attacks, and restore accordingly. The
survivability level is greatly enhanced by the addition of
functionality to targeted systems while maintaining the
critical service and avoiding large incremental costs.
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1 Introduction

The 1st generation security mechanism: protection mech-
anisms [7] are being degenerated, as the Internet has be-
come an emerging technology with more complicated and
interconnected all around the world. Then the 2nd gener-
ation: detection mechanisms were arising to be able to de-
tect the successful intrusions. Although, if some attacks,
especially for new attacks, will succeed without able to
detect them. So the 3rd generation: tolerance provides to
operate in face of such successful intrusions. But even in
an intrusion tolerant system (ITS), the resources will be
fatigued if the intrusion is long lasting because of com-
promising iteratively or incrementally. In due course, the
system will not provide even the minimum critical func-
tionality. Thus, the new paradigm of survivable infor-
mation systems is the 4th generation security mechanism:
regeneration mechanisms [7] and we propose a model of

restore system for this.
This research mainly addresses the vulnerabilities of

denial-of-service attacks (DoS) and proposes a cluster re-
store model with a software rejuvenation as a regeneration
mechanism. Software rejuvenation is a proactive fault
management technique aimed at cleaning up the internal
system state to prevent the occurrence of more severe fu-
ture crash failures. It involves occasionally terminating
an application or a system, cleaning its internal state and
restarting it. IBM Software Rejuvenation is a tool to help
increase server availability by proactively addressing soft-
ware and operation system aging [4]. The effect of aging
is captured as crush/hang failures [2]. Survivability is the
ability of a system to continue operating in the presence
of accidental failures or malicious attacks [3].

2 Related Works

In particular, 4th generation security mechanism is not
a generally applicable clear definition of it. Thus, the
present study looked for a restore system to introduce on
it with cold standby cluster system, which is composed of
a primary server and a secondary server. Cold standby
is a method of redundancy in which the secondary (i.e.,
backup) system is only called upon when the primary sys-
tem fails. The system on cold standby receives scheduled
data backups, but less frequently than a warm standby.
Cold standby systems are used for non-critical applica-
tions or in cases where data is changed infrequently.

Currently, DARPA’s organically assured and surviv-
able information system (OASIS) is emphasizing and
sponsoring several projects that address a number of re-
lated issues in 4th generation security mechanism involv-
ing diagnosis, learning, reconfiguration, software rejuve-
nation, natural immunity, reflection, self aware and re-
configuration [7, 13]. Jha et. al. have studied reliability,
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latency and cost benefit model [5]. They have analyzed
survivability of network systems, which are service de-
pendent; therefore a system architect should focus on the
design of the system by analyzing only the service re-
quired of that system. They use a Constrained Markov
Decision Process (CMDP) to form the basis of the surviv-
ability analysis, which is composed of reliability, latency,
and cost-benefit.

Moitra et. al. simulated the model for managing sur-
vivability of network information systems [10]. They pro-
pose a model to assess the survivability of a network sys-
tem. Different parameters affect survivability such as the
frequency and impact of attacks on a network system.
The authors finally conclude that there is no ”absolute
survivability” and sites other measures of survivability
such as relative survivability, worst-case survivability, and
survivability with expected compromise. Simulations to
analyze survivability used the Poisson model.

Today, denial-of-service (DoS) attack cause significant
disruptions to the Internet [8, 12, 14] and in this paper, we
have mainly addressed DoS attacks. An attacker carries
out a DoS attack by making a resource out of action.
The nature of attacks is very dynamic because attackers
have the specific intention to attack and well prepare their
steps in advance. So far no respond technique able to cope
with all types of attacks has been found. In most attacks,
attackers overwhelm the target system with a continuous
flood of traffic designed to consume all system resources,
such as CPU cycles, memory, network bandwidth, and
packet buffers.

In this paper, we present a cluster restore model using
cold standby cluster with a software rejuvenation method-
ology. We illustrate our abstract model for a restore sys-
tem from the malicious attacks. We evaluate the surviv-
ability of systems and services as well as the impact of any
proposed changes on the overall survivability of systems.
The paper has also presented aspects of the operational
requirements for information systems such as the ability
to operate through attacks and graceful degradation. We
had analyzed the attack datasets and injected the attacks
events into a system and then apply the restored the sys-
tem to a healthy state within a set time following the
predictive alerts [14]. And we introduces a method that
determines survivability by applying a stricter concept
of availability through setting a deadline for the mean
sojourn time ratio under attack on the state transition
diagram of a restore system.

Other related work includes the ITS Projects and re-
configuration such as a scalable intrusion tolerant archi-
tecture for distributed services SITAR [1], malicious and
accidental fault tolerance for Internet applications (MAF-
TIA) [9] and secure overlay services SOS [6]. SOS ad-
dresses a proactive approach for the problems of existing
IP infrastructure from DoS attacks and MAFTIA had de-
veloped an open architecture for transactional operations
on the Internet and applied approaches developed in the
realm of fault tolerance.

The organization of the paper is as follows. In Section
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Figure 1: Proposed model

1 and 2, we define the problem and address related re-
search. Section 3 presents a proposed model which can
be used to analyze and proactively manage the effects of
cluster network faults and attacks, and recover accord-
ingly and in the following section, the model is analyzed
and experimental results are given to validate the model
solution. We had analyzed the attack datasets and in-
jected the attacks events into a system, and learned the
prior knowledge. Finally, we conclude that software re-
juvenation and reconfiguration are viable methods and
present further research issues.

3 Proposed Model

Significant features of various system resources may dif-
fer between specific attacks. And the response and restore
methods would differ as well. In this work, the system has
divided into three stages; healthy stage, restoration stage
and failure stage (refer to Figure 1). The model consists
of five states: healthy state (H), infected state (I), reju-
venation state (Rj), reconfiguration state (Rc) and failure
state (F ). The healthy state represents the functioning
and service providing phases. In the healthy stages, the
systems aware to resist by various policies and offer proac-
tive managements which are periodic diagnostics and au-
tomatic error log analysis, scheduled tasks (checking rou-
tine) based on experiences to assess the approximate fre-
quency of unplanned outages due to resources exhaustion,
monitoring server subsystems and software processes to
ascertain common trends accompanying regular failures,
error logging and alerts (error logging controls).
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3.1 Vulnerability Scanning

Vulnerability scanning service is running by timely man-
ner that provides a low cost alternative for testing envi-
ronments and to search for known security holes, flaws,
and exploits on the system. Basically, vulnerability scan-
ning has a database of known security flaws. They oper-
ate by testing for each of those flaws. That database is
updated periodically as new exploits are discovered and
stands as available for service stage. To scan the vulner-
ability and watch the symptom, we carry out the mon-
itoring selected system events, audit event selection per
process and per object, security policy events, account-
ability events and general system administration events.
We trigger security violations as the strategies of repelling
and detecting attacks, evaluation and limiting damages,
restoring the compromised information or functionalities,
maintaining or restoring essential services within mission
time constraints, restoring full services. Based on those
constraints and the knowledge gained from intrusions, the
system survivability may be improved. As an experimen-
tal setup, we use Linux monitoring, logging and schedul-
ing tools.

The immediate value of the actions has been resolving
in the database engine. In that engine a set of rules, a
state database, a hierarchical database of objects, a rule
processor and an interpreter are involved and those fac-
tors perform the analysis, reasoning, and decision-making.
And the system has been documented the types of threats
or events that indicate possible signs of intrusion and how
to respond if they are detected. Types of actions may in-
clude attempts (either failed or successful) to gain unau-
thorized access to a system or its data, unintended and
unauthorized disclosure of information, unwanted disrup-
tion or DoS, the unauthorized used of a system to process,
store, or transmit data etc. The system is periodically
compared this information with the current state. And
it is determined if anything has been altered in an unex-
pected way. Based on priority and sequence of actions, it
will consider safer features temporarily by suspending ad-
ministrator privileges or disabling write operations for a
while. Focusing on symptoms, we can expect since many
kinds of attacks produce similar symptoms. The more
capacity we cope with a finite number of symptoms, the
higher ability we can achieve less severe effects of many
attacks.

3.2 Rejuvenation

At the rejuvenation performing state, we need to be able
to weigh the risk of policy with further damage against the
policy of shutting the system in an emergency stage. In
this case, the tools not only detect an attacker’s presence
but also support to get the information containments.
The events are preconditions and are related to compro-
mised system states. Susceptible to attack is an action or
series of actions that lead to a compromise. Multiple de-
fense mechanisms are the set of actions that may be taken

to correct vulnerable conditions existing on the system or
to move the system from a more compromised state to a
less compromised state. To this end, software rejuvena-
tion methodologies are reviewed and synthesized by the
policies. The main strategies are occasionally stopping
the executing software, cleaning the internal state and
restarting by means of effectiveness of proactive manage-
ments, degrading mechanism, service stop, service restart,
reboot and halt.

We start this approach with simple structured soft-
ware. Based on the updated collecting databases, the
temporal rejuvenation is performed to solve an error fore-
casting and accumulation of errors for the software relia-
bility estimation and prediction. All intelligent organisms
fuse knowledge to create situational awareness. Humans
continually create and redefine systems and situational
knowledge. Process replication and unpredictable adap-
tation will be added to tolerate the faults. It will be well
suited for tightly scheduled projects by which rejuvenate
a system via periodical duty switching between system
components, slowing down a system’s aging process and
enhancing mission reliability.

3.3 Restoration

At the restoration stage, they may be decomposed into
three types according to their specific attacks such as

• Performing rejuvenation only,

• Performing reconfiguration only and

• Performing both rejuvenation and reconfiguration

When a node is attacked, the impacts within the node
can be categorized into the three groups in general, at-
tacks exhaust resources such as CPU power, memory
space, and I/O bandwidth, attacks create unauthorized
files or modify existing files, and attacks executed the
systems and commands in the node [11]. For example,
if an attacker carries out attack by overloading processes,
causing resources to become unavailable, we will perform
a rejuvenation process by gracefully terminating processes
causing the resource overload and immediately restarting
them in a clean state. But for the other kinds of attacks,
we have to reconfigure the system according per their im-
pact. In this case we have considered the reconfiguration
state with various reconfiguration mechanisms, such as

• Patching (operating system patch, application
patch),

• Version control (operating system version, applica-
tion version),

• Anti virus (vaccine),

• Access control (IP blocking, port blocking, session
drop, contents filtering), and

• Traffic control (bandwidth limit)
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As an example, performing rejuvenation only could de-
ter the attacks, which cause the process degradation such
as spawn multiple processes, fork bombs, CPU overload
etc. For the cases of process shutdown and system shut-
down attacks, the attackers intend to halt a process or all
processing on a system. Normally it happens by exploit-
ing a software bug that causes the system to halt could
cause system shutdown. In this case, just as with software
bugs that are used to penetrate, so until the software bug
is reconfigured, all systems of a certain type would be vul-
nerable. An example of attacks called mail bombardment
or mail spam, the attacker accomplishes this attack by
flooding the user with huge message or with very big at-
tachments. Depending on how the system is configured,
this could be counteracted by performing both reconfigu-
ration and rejuvenation processes.

To perform the various reconfiguration mechanisms, we
have implemented the event manager, which contains the
various strategies with respect to the various impact levels
of the specific infected cases. Each type of event has its
own routine, to be run when the attack takes place [14].

4 Survivability Analysis

4.1 Steady-state Analysis of Non-cluster

System Through Conventional Ap-

proach

According to the state transition diagram of Figure 2, we
denote as,
λh,i = Infected rate from the healthy state
λi,j = Rejuvenation rate from the infected state
µj,h = Rejuvenation service rate to the healthy state
λi,c = Reconfiguration rate from the infected state
λc,j = Reconfiguration service rate to the rejuvenation

state
λc,f = Failure rate from the reconfiguration state
µc,h = Reconfiguration service rate to the healthy state
λi,f = Failure rate from the infected state
µf,h = Service rate from the failure state

According to the assumption for Markov process, the
sojourn time of all states in Figure 2 follows exponential
distribution. And let the steady-state probabilities of the
state of the system be
πh = The probability that the system is in Healthy State
πi = The probability that the system is in Infected State
πr = The probability that the system is in Rejuvenation

State
πc = The probability that the system is in Reconfiguratio

State
πf = The probability that the system is in Failure State.

Using principle of the rate at which the process en-
ters each state with the rate at which the process leaves
can derive the balance equations for the system (refer to
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Figure 2: State transition diagram of non-cluster system

Figure 2).

λh,iπh = µj,hπj + µc,hπc + µf,hπf

πi = Eπh
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Eπh
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F
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By solving above equations in terms of πh and the con-
dition πh + πi + πr + πc + πf = 1, we get

πh =

(

1/1 + E +
λi,c

F
E + 1/(λi,j +

λc,jλi,c

F
)E 1

µj,h

+1/(λi,f +
λc,f λi,c

F
)E 1

µj,h

)

where E =
λh,i

λi,j+λi,c+λi,f
and F = λc,f + λc, j + µc,h.

The availability for the steady-state analysis on a single
node through Markov Process can be expressed as:

A = 1 − (πf + πj + πc).

4.2 Steady-state Analysis with Two

Nodes Through Semi-Markov Pro-

cess

Semi-Markov models contain a Markov chain, which de-
scribes the stochastic transitions from state to state, and
transition or ’sojourn’ times, which describe the duration
that the process takes to transition from state to state.
We address the survivability model with semi-Markov
process. We consider a cold standby cluster with two
nodes through Semi-Markov process. One node is as an
active (primary) and other as a standby (secondary) unit.
The failure rate of the primary node and secondary node
are different, and also the effect of failure of the primary
node is different from that of secondary node. Initially
the system is in state (1,1). When the primary is infected
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by active attacks, the system enters state (I, 1). In the
infected state, the system has to figure out whether reju-
venate or reconfigure to recover or limit the damage that
may happen by an attack. If the primary node has to re-
configure, the system enters state (Rc, 1) otherwise enters
state (Ri, 1). If both strategies fail then the primary sys-
tem enters the fail state. When the primary node fails a
protection switch successfully restores service by switch-
ing in the secondary unit, and the system enters state
(0,1). If the node failure occurs when the system is in one
of the states : (0, I) or (0, Rc), the system fails and enters
state (F, F ).

To calculate the steady-state availability of the pro-
posed model, the stochastic process of Equation 1 was
defined. Through SMP (Semi-Markov Process) analysis
applying M/G/1, whose service time is general distribu-
tion; we calculated the steady-state probability in each
state.

X(t) : t > 0 (1)

XS =

{

(1, 1), (I, 1), (Rj , 1), (Rc, 1), (F, 1),
(0, 1), (0, I), (0, Rj), (0, Rc), (F, F )

}

Semi-Markov models contain a Markov chain, which de-
scribes the stochastic transitions from state to state, and
transition or ’sojourn’ times, which describe the dura-
tion that the process takes to transition from state to
state. We address the survivability model with semi-
Markov process. We consider a cold standby cluster with
two nodes through Semi-Markov process. One node is as
an active (primary) and other as a standby (secondary)
unit. The failure rate of the primary node and secondary
node are different, and also the effect of failure of the
primary node is different from that of secondary node.
Initially the system is in state (1,1). When the primary is
infected by active attacks, the system enters state (I, 1).
In the infected state, the system has to figure out whether
rejuvenate or reconfigure to recover or limit the damage
that may happen by an attack. If the primary node has
to reconfigure, the system enters state (Rc, 1) As all the
states shown in Figure 3 are attainable to each other,
they are irreducible. Additionally, as they do not have a
cycle and can return to a certain state, they satisfy the
ergodicity (Aperiodic, Recurrent, and Nonnull) character-
istics. Therefore, there is a probability in the steady-state
of SMP for each state and each corresponding SMP can
be induced by embedded DTMC (Discrete-time Markov
Chain) using transition probability in each state.

If we define the mean sojourn times in each state of
SMP as hi’s and define DTMC steady-state probability
as di’s, the steady-state probability in each state of SMP
(πi) can be calculated by Equation 2 [16].

πi =
dihi

∑

j djhj

, i, j ∈ XS (2)

Whereas, steady-state probability of DTMC di’s will
have the following relationship as shown in Equation 3

Figure 3: Analysis of survivability according to the tran-
sition probability and the sojourn time

and Equation 4.

~d = ~d · P (3)
∑

i

di = 1 i ∈ XS (4)

where,
~d = {d(1,1)d(I,1) d(Rj ,1) d(Rc,1) d(F,1) d(0,1) d(0,I) d(0,Rj)

d(0,Rc) d(F,F )}
and P is the transition probability matrix of DTMC ex-
pressed by the transition probability in each state of XS

in Figure 3 (P(i,j)).

The system availability in the steady-state is defined
as Equation 5, which is the same as the exclusion of the
probability of being in (F, 1) and (F, F ) in each state of
XS in the state transition diagram.

A = 1 − (π(F,1) + π(F,F )). (5)

When D∗ indicates the deadline of the mean
sojourn time ratio (dihi) for determining whether
the system survives in case either of the pri-
mary server or the secondary server is in the
attack state ((Rj , 1), (Rc, 1), (0, Rj), (0, Rc)), Yi(i =
(Rj , 1), (Rc, 1), (0, Rj), (0, Rc)), the indicator variable for
determining the survivability of the system in the corre-
sponding state is decided as follows.

dihi ≤ D∗ : Yi = 0, dihi > D∗ : Yi = 1.

Using the indicator variable decided above, the surviv-
ability measure of a restore system is defined as Equation
6.

S = A −

[

Y(Rj ,1)π(Rj ,1) + Y(Rc,1)π(Rc,1)

+Y(0,Rj)π(0,Rj) + Y(0,Rc)π(0,Rc)]

]

(6)
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Figure 4: Analysis of survivability according to early cop-
ing ability and the change of deadline

Table 1: Simulation parameters [14]

h(1,1) = 50, h(I,1) = 30,
h(Rj,1) = 25

Mean h(Rc,1) = 50, h(F,1) = 20,
Sojourn Time h(0,1) = 50

h(0,I) = 30, h(0,Rj) = 25,
h(0,Rc) = 20, h(F,F ) = 50

Transition 0 < P(Rj,1), P(Rc,1),
Probability P(0,1), P(0,Rc), P(0,Rj) < 1
Deadline AMSTR/3< D∗ <AMSTR

5 Numerical Results

In this section, we illustrate the evaluation of model with
numerical results. To evaluate the conventional approach
with non-cluster system, we have to set parameters for
the service rates and the failure rates. To evaluate our
SMP model, we need to set parameters for the transi-
tion probability and the mean sojourn time in each state.
The accurate model parameter values are unknown and
we assume the relative differences for various model pa-
rameters. The use of various model parameters makes it
relevant to get the sensitivity level of different measures
to variations in the model parameter values.

Simulation parameters for SMP were made based on
the values shown in Table 1. Because the mean sojourn
time in each state has a general distribution, values are
meaningful only as relative differences. In order to an-
alyze the effects of the transition probability at each of
the five junctions appearing in the state transition dia-
gram on the availability of a restore, the probability was
set at a value between 0.0 ∼ 1.0. On the other hand,
deadline (D∗) for analyzing survivability was set based
on (d(Rj ,1)d(Rc,1) + d(0,Rj)d(0,Rc))/2, which is the average
of mean sojourn time ratio (AMSTR) in the attack state.

After computing steady-state probabilities of all states
by Equation 2, we compute their availabilities for each

state. We obtain the following graphs by using the above
values of input parameters for the steady-state probabil-
ities of the semi Markov process.

Figure 3 analyzes the survivability with the transition
probability and the sojourn time. It shows that under-
standing the impact of sojourn time is also critical and
described how to enhance survivability and regenerate the
restore the system.

Figure 4 shows the changes the level of system surviv-
ability according to the rejuvenation probability when the
servers are attacked. The difference between no deadline
and deadline is insignificant in the section where transi-
tion probability is less than 0.4. It means that the affect of
performing rejuvenation is not sensitive up to that section
but after this section the coping ability of restore system
is decreasing and by using this graph we can analyze the
effectiveness of applying our approach. In case the so-
journ time ratio does not have a deadline, the survivabil-
ity has the same value as that of availability, and in case
a deadline is applied strictly, the survivability measure
tends to be lowered. The cold-standby restore system sug-
gested that survivability is maximized when the primary-
secondary servers detect abnormal behaviors as early as
possible when each of them is exposed to attacks and
vulnerable situations. On the other hand, the decrease
of survivability grows slower as P (Rc, 1) and P (0, Rc)
approach 0 and, for P (Rj , 1) and P (0, Rj)P (0, Rj) sur-
vivability shows a rapid decrease in the early stage but
the decrease becomes slower as P (Rj , 1) and P (0, Rj) ap-
proach 1. This is because, even if the system is easily
exposed to a vulnerable situation in the early stage, sur-
vivability can be guaranteed through recovery to the ini-
tial state by transition to the rejuvenation if the diagnosis
function of a restore system can detect significantly low-
ered performance in the state of P (Rc, 1) and P (0, Rc)
in which the primary-secondary servers are exposed to
attacks.

6 Conclusion

In this paper, we analyze the cluster system’s survivability
using the 4th Generation Security Mechanism: Regenera-
tion. We also analyzed the availability and survivability
considering a deadline of mean sojourn time ratio. Based
on these results, we have learnt that considering a dead-
line of mean sojourn time ratio is an obvious prerequisite
to define the availability of general systems. Understand-
ing the impact of sojourn time is also critical and de-
scribed how to enhance survivability and regenerate the
restore the system.

We have demonstrated the model can be used to ana-
lyze and proactively manage the effects of cluster network
faults and attacks, and restore accordingly. The result
shows that the system operates through intrusions and
provides continued the critical functions, and gracefully
degrades non-critical system functionality in the face of
intrusions. According to the system operating parame-
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ters, we have modelled and analyzed steady-state proba-
bility and survivability level of cluster systems under DoS
attacks by adopting a software rejuvenation technique.
We have validated the closed-form solutions of the math-
ematical model with experiments based on the above pa-
rameters. We have also found that software rejuvenation
can be used as a preventive fault-tolerant technique and it
improves the survivability of cluster system. The results
in this paper represent the first step in the development
of a model of 4th generation security mechanism. As an
ongoing work, we are performing our model with the real
sojourn times of specific attacks in order to generalize
it with various attacks. We are analyzing a variety of
probability distributions in the real attack data, which
is, described the attackers’ transitions and the sojourn
time that they spend in every state. The integration of
response time and throughput with downtime cost will
provide a more accurate evaluation measure.
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