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Abstract

Zhong et al. formulated the problem of disclosing cre-
dentials (associated with privacy) for building trust in
an open environment like Internet. Thus, one form of
privacy-trust problem is formulated in [17]. In [17], an
entropy measure is defined to quantify privacy loss. In
this research paper, by a proper formulation (modelling),
the privacy-trust tradeoff is attacked from the Informa-
tion Theoretic view point. It is shown that as long as pri-
vacy loss (or more accurately a measure related to privacy
loss) is below a limit, through the use of properly coded
credentials, it is possible to achieve arbitrarily good trust.
The approach presented here will lead to several practical
schemes in trading privacy for trust.
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1 Introduction

The dawn of information age with the progress of hard-
ware technology has made it easy to store and process
large amounts of transactional information. Data mining
is one such area which received increasing attention in
the recent years. It is considered a challenge to privacy
preservation due to their natural tendency to use sensitive
information about individuals. In the survey conducted
by Forrester Research [11], it is reported that online con-
sumers seriously worry about the personal information
they divulge online. The report also declares that the
fear of privacy protection held back roughly $15 billion in
e-commerce revenue in 2001. On the contrary, incentive
and monitoring mechanisms [2], including reputation sys-
tems [4, 10], suggest that a highly trusted user can get
more benefits.

Digital credentials, such as certificates [5], recommen-
dations or past transaction history [6] are utilized to build
trust in an open environment like the Internet. But re-
vealing these credentials may lead to compromise of pri-
vacy (to some degree) in the form of revelation of identity,
shopping preferences etc. Thus, in such environment, pri-

vacy and trust are in an adversarial relationship.
Thus giving up only the degree of privacy absolutely nec-
essary to gain a level of trust is an important research
problem. This problem requires quantification of tradeoff
between privacy and trust. This tradeoff can be further
decomposed as 3 sub-problems:

• Quantification of privacy lost by a specific piece of
information.

• Quantification of benefit gained by having higher
level of trust.

• Quantification of privacy sacrificed for certain
amount of trust gain.

Thus intelligent privacy-for-trust decision can be made
through a solution of the trade-off. Some research di-
rections in solution of tradeoff are summarized in [17]:
This research paper is organized as follows. In Section 2,
survey of related literature is reported. Modelling of the
privacy-trust trade-off problem is discussed in Section 3.
In Section 4, basic limitations on a model of privacy-trust
tradeoff are discussed. This section highlights the infor-
mation theoretic approach to the privacy-trust tradeoff
problem. Practical implementation issues are discussed
in Section 5. The research paper concludes in Section 6.

2 Survey of Related Literature

Collecting pieces of information from different sources and
putting them together to reveal private information is
termed as “data fusion” [14]. From the data exchanged
between applications, the ability to filter identifying in-
formation defines “data privacy”. The growth of infor-
mation gathered on individuals as well as organizations
is leading to invasive data fusion. Consequently an en-
tity may become increasingly reluctant to disclose private
information [17].

Various researchers attempted to quantify privacy us-
ing different metrics. For instance, Rieter and Rubin [9]
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use the size of the anonymity set (all the potential sub-
jects that might have sent/ received data) to measure the
degree of anonymity. In this approach the authors as-
sume that each sender in the set has an equal probability
of sending a message. Serjantove et-al [13] use entropy
to measure the anonymity a system can achieve. In the
context of design of privacy preserving data mining algo-
rithms, Agarwal et al [1] use differential entropy to quan-
tify the closeness of an attribute value estimated by an
adversarial to its original value. This approach is similar
to the query independent privacy loss definition in [17].

The issue of iteratively exchanging credentials between
two entities to incrementally establish trust is investigated
in the research on “AUTOMATED TRUST NEGOTIA-
TION” [16]. In this approach the tradeoff between length
of negotiation, amount of information disclosed and com-
putational effort is considered. In [17], entropy is used
to quantify privacy loss. Trust lifecycle management is
proposed in [15] leading to trust based decision making.
Also in [3] trust and evidence formalization is reported.
In [12] Seigneur and Jensen propose an approach to trade
minimal privacy for the required trust.

3 Modelling of Privacy-Trust

Tradeoff

There are several ways of trading privacy for building
trust in an environment like a Local Area Network (LAN)
or a Wide Area Network (WAN) such as Internet. One of
the most practical approaches is to issue digital creden-
tials. These credentials are utilized for trading privacy for
trust. In trading privacy, the following assumptions hold
true.

Assumptions:

• User has multiple choices on what information to dis-
close.

• Each user can make his/her decision independently.

Let the private attributes that we want to conceal be
a1, a2, · · · , am. Also let the set of credentials a user has
be { c1, c2, · · · , cm}. Each attribute is encoded using a set
of credentials (as discussed in Section 4). The encoding
procedure is only partially known to the user who presents
the credentials (to estimate the attribute value). Thus
there will be an error in estimating the attribute value.

To introduce complexity into the privacy-trust trade-
off problem; we consider query-dependent and query
independent privacy loss.

Estimation of Privacy Loss:

Entropy is a concept which originated in statistical me-
chanics. It measures the randomness in a system. Shan-
non utilized the same name to arrive at uncertainity asso-
ciated with a random variable (Modelling the information
transmitted by a source). Building on this notion, Zhang

and Bhargava used entropy concept to measure the pri-
vacy loss for disclosing a credential. In their approach, the
idea is that when an adversarial gains more credentials,
the uncertainty about subjects is decreased. It should be
noted that the author’s approach of quantifying concepts
like “privacy” and “trust” is not quite the same as that
of Zhang et al.

In the following, we discuss two methods for evaluating
query-dependent and query-independent privacy losses,
respectively. The definitions from [17] are repeated here
for the sake of clarity.

4 Basic Limitations on Privacy-

Trust Tradeoff: Information

Theoretic Approach

The motivation for the present research paper is shown in
the following:

• As “measures related to privacy” is decreased, trust
keeps increasing. It may be that after a while “mea-
sure related to privacy” is completely compromised
and trust reaches its limit. Thus we are naturally led
to the following question.

Question:
Under reasonable modelling assumptions, is it possible

to show that as long as a “measure related to privacy” is
below certain threshold, arbitrarily good value of “mea-
sure related to trust” is achieved.

The chief contribution of this paper is to invoke
the results from information theory to derive fun-
damental limits on privacy-trust tradeoff (under
practical modelling assumptions).

It should be noted that Agrawal et al. propose a
metric for privacy based on Entropy in [1]. The metric
used in this paper is easily related to the one in [1]
using a monotone transformation. Also Serjantove et al.
propose an information theoretic metric for anonymity
in [13].

Clear Statement of the Problem Addressed:
As discussed in the previous section, to build trust in

estimating the attribute of interest (say “age”), some pri-
vacy will be lost. This privacy loss is effected by issu-
ing credentials. For the sake of simplicity, the credentials
assume only binary values (generalization to the case of
non-binary credentials is straightforward).

An attribute value is coded using credentials which as-
sume binary values. The number of credentials utilized
to code an attribute is a measure related to privacy. This
leads to the so called “information vector” (in the ter-
minology of information theory). It is intuitively clear
that by adding arbitrarily large amount of redundancy
(i.e. by padding “coding bits” to the information vector),
the probability of error in estimation of attribute
value (a measure related to trust) can (by the receiver)
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be made arbitrarily small. Thus in such a situation, the
data rate is becoming very small. Equivalently, a mea-
sure related to privacy loss is becoming arbitrarily large
(by utilizing an arbitrarily large number of credentials for
coding the attribute).

The question of interest is Q: Is it possible to show that
as long as the data rate (a measure related to pri-
vacy compromise) is below a finite limit (but not zero)
determined by the channel (associated with the attribute
communication mechanism); is it possible to achieve ar-
bitrarily high TRUST/RELIABILITY in estimating the
attribute by the receiver (i.e. probability of error in esti-
mation is arbitrarily small).

In order to invoke the ideas/concepts from information
theory, the definitions on privacy loss are interpreted,
modified in the following manner.

Modelling Assumptions: (Query-Independent
Privacy Loss)

• Let a source of information be holding an attribute
“aj” that has a finite domain {v1, v2, · · · , vk}.

• For the sake of concreteness, let an attribute {aj} like
‘age’ take on 16 values with some discrete probabil-
ity distribution. Let these attribute values be coded
using 4 bits.

• Let the credentials utilized for encoding attribute
values take on “binary” (more generally finitely
many) values. The probability {aj = vi} before en-
coding the attribute value be

Prob(aj = vi|R) = Pi.

It should be noted that, in the language of informa-
tion theory, the binary credentials R correspond to
the “information vector”.

• The binary credentials corresponding to “age” at-
tribute enable arriving at, say 1× 4 information vec-
tor (corresponding to 16 age values). Thus

Pi = Prob(aj = vi|R) (1)

(repeated for the sake of clarity) is the conditional
probability of {aj = vi} under revealed credential
set R (In this Example they are 16 binary vectors).

• Now the information vector (based on revealed cre-
dential set) is encoded into a codeword vector using a
linear/non-linear error correcting code. For the sake
of concreteness, let the codeword vector be a 1 × 7
vector (i.e. say a (7,4) Hamming code is used). This
coding is done by using 3 credentials (say parity cre-
dentials) which assume only binary (more generally
finitely many) values.

• It should be noted that the “age” attribute is encoded
using binary credentials.

Case 1: The user who presents the “binary creden-
tials” to estimate the “age” attribute will not be
knowing the complete “error correcting code” uti-
lized at the source Or equivalently.

Case 2: The encoding may be only known com-
pletely to the individual who presents the credentials
and the system which tries to estimate the attribute
does not know the encoding.

For the sake of concreteness, we consider Case 1 in
the following discussion. It should be kept in mind
that the following discussion also applied to Case 2.

Thus, let the probability of aj = vi by presenting the
credentials C∗

i1
, C∗

i2
, · · · , C∗

ik
be

P ∗

i = Prob(aj = vi|R ∪ C∗

i1
∪ C∗

i2
∪ · · · ] C∗

ik
).

Now with the above description, we have

H(X) =
k∑

i=1

−Pi log
2
Pi

entropy of source modelling the “AGE” attribute.

• Let Y be the random variable modelling the creden-
tial vector presented by the user (who does not know
the encoding used by the transmitter). Thus

H(X |Y ) =

k∑

i=1

−P ∗

i log
2
P ∗

i .

• The process of presenting a set of credentials by a
user to estimate the “age” attribute corresponds to
transmitting the information vector through a Dis-
crete Memoryless Channel. The stochastic matrix
describing the channel (i.e. the channel matrix) is
given by

Prob(X = vi|Y = vj)Pi,j for i, j = 1, 2, · · · , k. (2)

Goal of The Modelling Problem:
Using the modelling assumptions described above and

using the modified Equation (1) in Zhong and Bhargava’s
paper [17], we have Information in X provided by

Y =

k∑

i=1

−Pi log
2
Pi −

k∑

i=1

−P ∗

i log
2
P ∗

i

= H(X) − H(X |Y ) = l(X ; Y ). (3)

i.e. l(X ; Y ) denotes the mutual information between ran-
dom variables X and Y .

Thus, so far we have formulated the privacy-
trust tradeoff problem as the problem of trans-
mitting the attribute through a noisy communica-
tion channel (treated using information theory. It
should be kept in mind that the process of guess-
ing the attribute value using credentials is equiva-
lent to the problem of transmission of information
vector through a noisy channel).
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The above formalization/translation enables us
to invoke the results from information theory. Pre-
cisely, we infer that as long as “data rate (a measure
related to privacy loss)” is below a certain limit (deter-
mined by the channel capacity of discrete memoryless
channel), it is possible to achieve arbitrarily high
TRUST/RELIABILITY in estimating the attribute
value.

By definition:

C = Channel Capacity = MaximumpIp(X ; Y ).

i.e. Maximum value of mutual information over all input
probability distributions. Now we invoke the Shannon’s
channel coding theorem.

Theorem 1 Given a discrete memoryless channel with
capacity C > 0 and a positive number R < C, there exist
a sequence of block codes A1, A2, · · · , An such that (on
utilization of those codes for transmission) the maximum
probability of error is as low as desired.

Thus it is possible, by choosing n sufficiently large, to
reduce the maximum probability of error to a figure as
low as desired while at the same time maintaining the
transmission rate R.

With the proper translation, the above theorem
provides fundamental limitations on privacy-trust
tradeoff problem for the case of query indepen-
dent privacy loss.

Now we consider the next problem.

• Query-Dependent Privacy Loss:
In this case, based on query ‘qk’, the domain of
an attribute “aj ” is divided into ‘r’ subsets i.e.

{qvj
1
, qv

j
2
, · · · , qvj

r} based on the query answer set
From Equations (2) and (3), for each query “qk”; the
privacy loss is measured as the difference between
entropy values. Thus it indicates the mutual infor-
mation indexed by query “qk”.

• Thus, the approach used in the case of query inde-
pendent privacy loss also extends easily to this case.
The discussion is avoided for brevity.

As in [17], using pri as the probability that query qi

is asked and wi as the corresponding weight, the query-
dependent privacy loss with respect to attribute “aj” is
evaluated.

In summary, since pri and wi are independent of the
problem of trading privacy with respect to attribute
“aj”; the approach discussed previously also extends to
this case.

Generalization: (Invoking Multi-User Informa-
tion Theory)

With the above results; we are naturally led to the
problem of trading privacy of multiple users. Once

again, using the results from multi-user information the-
ory; basic limitations on privacy-trust tradeoff are easily
derived.

5 Practical Implementation Issues

• As mentioned in [17], the determination of condi-
tional probabilities is application specific. The tech-
niques like Bayes networks [8] and kernel density esti-
mation can be considered for the estimation problem.

• A large body of research literature exists on the de-
sign of linear/non-linear error correcting codes which
are used to detect and correct multiple errors arising
in transmission of an information vector. Those re-
sults are readily extended to the problem of trading
privacy for “trust”.

• If the error correcting code utilized for encoding the
attribute value/subset is completely revealed to the
receiver (to show the perfect “credentials”), the at-
tribute can be PERFECTLY estimated. Thus abso-
lute trust is established.

Noise occurs due to the following reasons:

1) The binary credential vector/set shown by the re-
ceiver does not match the one used by the trans-
mitter. Thus the coding utilized by the source is not
known (By adding arbitrarily large amount of redun-
dancy i.e. parity bits, privacy is compromised).

2) The attribute value is coded using a certain error
correcting code and the receiver only knows part of
it.

3) The receiver does not know the error correcting code
used at all (complete ignorance).

The results discussed can easily be extended to the
case where the credentials are encoded using a non-binary
(possibly non-linear) error correcting code.

6 Conclusions

Several authors [1, 13, 17] attempted to quantify concepts
like privacy, anonymity etc. using some metrics. Using
entropy related privacy metrics and the idea of issuing
credentials to compromise privacy, the tradeoff is inter-
preted using the results of information theory. Since the
modelling assumptions are very realistic, it is hoped that
the results in the paper are of practical utility in designing
schemes to trade privacy for trust in open environments
like Internet.
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