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Abstract

Within the area of criminal and terrorist social network
analysis, there is little research being done on analysing
the communication behavior of criminal and terrorist
groups. In this paper, we describe the development of a
conceptual simulation model of the e-mail system, which
is based on the use of personality trait dimensions to
model the e-mail traffic behavior of e-mail users. This
conceptual simulation model is being used as a first step
for further development in simulating criminal and ter-
rorist communication behavior. We also describe the de-
velopment of an e-mail traffic analyser system, which uses
a decision tree to search for interesting e-mail traffic be-
havioral patterns, and uses social network and time-series
visualisation to provide the details of the interesting traf-
fic patterns. We demonstrate that the personality trait
based e-mail system model is useful as a tool for gener-
ating e-mail traffic behavioral patterns and that decision
trees are useful for finding interesting patterns in the e-
mail traffic data.

Keywords: e-mail, simulation, personality traits, visual-
ization, traffic analysis

1 Introduction

Intelligence gathering and intelligence analysis have long
been an essential part of law enforcement agencies for
obtaining information about the nature and activities of
criminal and terrorist groups [5]. Much of the problems
faced by intelligence analysts today is not caused by the
lack of information available, but by the fact that there
is too much information to sift through [9]. The difficulty
faced by intelligence analysts is in finding suitable tools
and techniques to help them sort through a large variety
of information sources (e.g. e-mail, Internet web pages,
financial records, phone call logs), in order to monitor
criminal and terrorist organisations.

In the area of criminal and terrorist social network
analysis, research has focused on techniques and tools for
analysing the static structure of criminal/terrorist social
networks, which provide a snapshot of the social network
at a particular point in time. Examples of studies based
on the static structure of criminal/terrorist networks are
the examination of criminal incident reports to visualise
the structure of a criminal network [28], and the examina-
tion of news reports to extract the social network struc-
ture of the 19 terrorist hijackers involved in the Septem-
ber 11 attacks [16]. The tools and techniques described
by [16, 28] can provide intelligence analysts useful ways
of examining the structure of a criminal/terrorist organ-
isation, but do not show how the social networks change
over time.

Recent work in criminal/terrorist social network anal-
ysis have been investigating how the structure of criminal
and terrorist social networks evolve over time, by trying
to understand the dynamics of the social networks. In [29]
for example, they use yearly sequences of criminal incident
reports to build up information on the annual changes to
the structure of a criminal social network. From their
yearly data of the criminal social network, they are able
to use social network analysis quantitative measures (de-
gree, betweenness, closeness, link density, group cohesion,
and group stability) to analyse how these network prop-
erties change as the criminal social network evolves over
time. In [7], a different approach is taken to analyse social
network dynamics where they use multi-agent technology
to simulate the evolution of a terrorist network.

While current research on criminal/terrorist social net-
works focuses on analysing the stable and changing struc-
ture of the social networks, little work has been done on
developing tools and techniques for analysing the com-
munication patterns or communication behavior of crimi-
nal/terrorist groups. The need for communication analy-
sis tools is important, because without such tools criminal
and terrorist organisations can plan attacks or schedule
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Figure 1: Overview of e-mail traffic analyser system

events without being detected by law enforcement agen-
cies. The availability of a suitable communication analysis
tool, will allow law enforcement agencies to analyse the
communication patterns and social network structure of
criminal/terrorist organisations, in order to better predict
the likelihood of an upcoming criminal or terrorist event
and identify potential suspects.

Our approach for analysing communication patterns
is to analyse e-mail traffic data, given that e-mail is a
widely used form of electronic communication and is read-
ily available for data collection. To perform the analysis
of e-mail traffic data, we plan to investigate using artifi-
cial intelligence techniques such as decision trees and neu-
ral networks, to extract information from the e-mail traf-
fic data to identify patterns of behavior for e-mail users.
The investigation of these techniques will then enable us
to determine which of the artificial intelligence techniques
would be most effective in a system that is able to build
a profile of e-mail users and learn about their e-mail com-
munication behavior. Such a system using the appropri-
ate type of technique would assist in determining the pres-
ence of unusual communication activities (i.e. indications
of criminal or terrorist activities).

In this paper, we firstly provide an overview of the e-
mail traffic analyser system, which we are initially devel-
oping to analyse basic e-mail traffic behavioral patterns.
In the second part, we describe the conceptual simulation
model of the e-mail system that we have developed, and
how it is being used to generate simulated e-mail data for
the e-mail traffic analyser system. The third part of the
paper describes some visualisation tools that we have used
as part of the e-mail traffic analyser system to assist in
visually analysing the simulated e-mail data for patterns
of behavior. We finally provide a case study describing
the simulation of a small network of e-mail users.

2 Overview of E-mail Traffic Anal-

yser System

For our project, we are currently developing an e-mail
traffic analyser system that will enable us to extract dif-
ferent types of e-mail traffic behavioral patterns to obtain
information on the behavior of e-mail users. The different
types of e-mail traffic behavioral patterns we are analysing
are: the social connections between e-mail users, the level
of e-mail usage by e-mail users (e.g. number of e-mails
sent per day, number of e-mails received per day), and
the level of interaction between different e-mail users (e.g.
how often a user sends e-mail to a particular individual,
how quickly a user responds to e-mails received from other
users). These e-mail traffic behavioral patterns are being
analysed by the e-mail traffic analyser system, to allow
us to explore the data and extract “interesting” behav-
ioral patterns from each e-mail user. Examples of “inter-
esting” e-mail traffic behavioral patterns could be where
an e-mail user suddenly starts sending more e-mails to
a particular individual, where an e-mail user stops com-
municating with a particular individual, or a period of
time where there is a change in the level of interactions
between particular e-mail users. The methods for extract-
ing the “interesting” e-mail traffic behavioral patterns will
be based on artificial intelligence techniques, which forms
the main part of our investigations with the e-mail traffic
analyser system.

In the e-mail traffic analyser system we have developed
so far, e-mail data is processed through several stages to
ensure that the data is clean and is in a suitable format
before information is extracted [15]. The diagram in Fig-
ure 1 provides an overview of the e-mail traffic analyser
system and shows how the e-mail data from the e-mail sys-
tem is processed to enable for behavioral patterns to be
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Figure 2: Overview of how the e-mail system simulator is used with the e-mail traffic analyser system

extracted for different e-mail users. There are two main
stages for processing the e-mail data in the e-mail traf-
fic analyser system: the “Data Acquisition and Filtering
Stage” and the “Information Extraction Stage”.

At the first stage, “Data Acquisition and Filtering
Stage”, e-mail data is collected from the e-mail system
and cleaned/filtered to fill in missing values, remove noise,
and fix up inconsistent data. Once the e-mail data is
filtered and cleaned it is stored into the e-mail traffic
database. At the second stage, “Information Extraction
Stage”, information from the e-mail traffic data is ex-
tracted and processed through different components to
provide details on the e-mail traffic behavioral patterns
of social connections (“Social Network Data Processor”
component), level of e-mail usage (“Time-Series Data
Processor” component), and level of interaction between
e-mail users (“Statistical Processor” component). Af-
ter these e-mail traffic behavioral patterns have been ex-
tracted and processed, they are visualised and presented
to the user for analysis (see Section 4 for details on visu-
alisation).

However, it is a difficult task for the user to pick out
the “interesting” patterns from the visualisation outputs,
because the user is presented with so much visual infor-
mation. So, to assist with the task of finding the “in-
teresting” e-mail traffic behavioral patterns, the WEKA
Data Mining Tool program [27] is being used in the “In-
formation Extraction Stage” of the e-mail traffic analyser
system, to assist the user in finding the “interesting” pat-
terns from the e-mail traffic data. After the user has found
some interesting patterns through the use of the WEKA
Data Mining Tool, they can then focus their attention on
the areas in the e-mail data where the interesting e-mail
traffic behavioral patterns were found. This can be done
through the use of the “Data Parameter Selector” com-

ponent, which allows the user to “zoom-in” on the details
of the interesting patterns by the specifying a combina-
tion of different data selection parameters (e.g. a specific
period of time, a specific group of e-mail users, selecting
all e-mail messages being received a particular user). The
process of extracting information from the e-mail traffic
data, presenting the information to the user, and allowing
the user to focus on particular details in the e-mail traf-
fic data, provides a more interactive way for the user to
analyse the e-mail traffic data for interesting behavioral
patterns.

To help develop and test the e-mail traffic analyser sys-
tem, a conceptual simulation model of the e-mail system
has been developed to generate different types of behav-
ioral traffic patterns for the analyser system to examine.
The simulated e-mail system is used to substitute for the
data provided by the real e-mail system, as shown in Fig-
ure 2. The simulation model is described in detail in the
next section.

3 Simulation Model

The purpose of the e-mail system simulation model is to
provide us with a tool for generating different types of
behavioral traffic patterns in the e-mail data and enable
us to create different scenarios for analysis by the e-mail
traffic analyser system. Our reason for building a simula-
tion model rather than using real e-mail data for our area
of work is due to two issues. The first issue is that for
the e-mail data we collect, we need to know what kind
of behavioral traffic patterns is being generated by e-mail
users, in order for us to know whether the artificial intelli-
gence techniques being used are accurately detecting the
correct type of “unusual” user behavioral patterns avail-
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Figure 3: The main graphical user interface for the e-mail
system model generation program

able in the e-mail data. Without some prior knowledge
about the nature of the data collected (e.g. certain e-mail
clients are exhibiting criminal or terrorist communication
behavior), it will be difficult to test whether the artificial
intelligence techniques being used are detecting the cor-
rect behavioral traffic patterns. A second issue is that it
is difficult for us to readily obtain e-mail data from a rea-
sonably large number of e-mail users (e.g. around 10,000
users). Without enough data for analysis, we would end
up with incomplete social network information (i.e. miss-
ing nodes/e-mail users from the network) and will miss
out on traffic information available at the missing net-
work nodes. Due to these two issues, we have chosen to
use a simulation model because it will allow us to generate
any number of e-mail users, and the ability to simulate
criminal or terrorist type communication behavior using
available theories on personality types [1, 8, 20] and the
psychology of criminal and terrorist behavior [2, 10, 14].

For the development of our e-mail system simulation
model, we are initially developing a conceptual simula-
tion model of the e-mail system, to allow us to focus on
modelling the basic personality types of different e-mail
users. After the conceptual simulation model has been de-
veloped, we will extend the simulation model to include
different types of criminal and terrorist behavioral models,
in order to simulate the behavior of criminal or terrorist
activities. In this section, we will describe the conceptual
simulation model of the e-mail system and show how it
is being used to generate different types of e-mail traffic
behavioral patterns.

Figure 4: The behavior editor part of the e-mail system
model generation program

3.1 Overview of the E-mail System Sim-

ulator

There are several stages required to simulate the e-mail
system and generate the simulated e-mail traffic data.
These include building the e-mail system model, simu-
lating the e-mail system model, and transferring the sim-
ulated e-mail data into the e-mail traffic database (Figure
2). For the building of the e-mail system model, an e-mail
system model generator program was developed using the
Jython programming language [13], to allow the user to
easily design and specify the parameters of the e-mail sys-
tem model. The graphical user interface for this program
is shown in Figures 3 and 4. Once the user has specified
the parameters for the e-mail system model and created a
scenario that they would like to simulate, the model data
is then passed to the e-mail system simulator program
(written in Python [21]), which simulates the e-mail sys-
tem model and outputs the simulated e-mail data. After
the simulated e-mail data has been output by the simu-
lator, it is then filtered and stored into the e-mail traffic
database.

3.2 Conceptual E-mail System Model

The conceptual simulation model of the e-mail system has
been modelled in the e-mail system simulator program as
a discrete-event simulation system [4, 18] and comprises
of two main types of entities: e-mail clients and behav-
ior models. The e-mail client entities represent the e-mail
accounts of e-mail users, through which e-mail messages
are sent from and received by each e-mail account. The
diagram in Figure 5 shows that the attributes of each e-
mail client consist of an e-mail address, an e-mail server
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Figure 5: The entities making up the e-mail system model

name, a list of social contact e-mail addresses, an e-mail
mailbox, and an assigned behavior model. The behavior
model entities, shown in Figure 5, represents the behav-
ioral attributes of different individuals and defines how an
individual will interact and respond to others via e-mail.
A behavior model is assigned to different e-mail clients,
to define how the client’s e-mail account will behave. The
attributes of each behavior model is represented by a set
of five personality traits, which are based upon the five
personality trait dimensions described in [1, 8, 20] (per-
sonality traits will be described in more detail in Section
3.3).

Our basis for modelling the e-mail system as e-mail
client and behavior model entities, is to allow us to fo-
cus on modelling the interactions between different e-mail
clients, rather than trying to model e-mail client and e-
mail server interactions. This is because we are interested
in the interaction behavior of individual e-mail clients,
in terms of how often they send e-mails to other clients
(e.g. several times per day, or once every few days) and
how they respond to e-mails that they receive from other
e-mail clients (e.g. usually replying back on the same
day, or usually replying back within one week of receiv-
ing an e-mail). In this way, we are able to set up the
e-mail system model as a series of end-to-end communi-
cation points between different e-mail clients, as opposed
to a more centralised set-up where the e-mail servers are
situated in between the lines of communication between
e-mail clients.

Another reason for modelling the e-mail user’s behav-
ior (behavior model) as a separate entity from the e-mail
account details (e-mail client), is to allow us to define
behavior characteristics that uniquely represent different
individuals. In this way, each individual modelled gener-
ates a unique set of e-mail traffic behavioral patterns that
can be linked back to attributes that make up the individ-
ual’s behavioral profile. For example, the behavior for one
individual may be that they send out several e-mails per
day and respond to e-mails within one or two days after
receiving the original e-mail message. This type of e-mail
traffic behavior pattern can be linked back to attributes of
the individual’s behavioral profile, which describe the in-
dividual as ‘outgoing’ and ‘conscientious’. Alternatively,
there could be another individual that has a different set

of e-mail traffic behavioral patterns, in which that indi-
vidual also sends out several e-mails per day, but always
takes at least one week to respond to e-mails they receive
or does not respond at all. This type of behavioral traffic
pattern can also be linked back to the individual’s behav-
ioral profile, which describes this individual as ‘outgoing’,
but ‘lazy’. From these examples, we can already see that
focusing on the behavior of each e-mail user also provides
a useful way for describing the behavioral attributes that
cause a person to exhibit certain types of e-mail traffic be-
havior. As a result of modelling the behavior model and
e-mail client as separate entities, a behavior model can
be assigned to multiple e-mail accounts to represent how
some people use several e-mail accounts, but still exhibit
similar types of e-mail traffic behavioral patterns through
different e-mail accounts. So through this modelling ap-
proach, a model of the e-mail system can be created that
consists of individuals with distinct types of behavior pro-
files, using various e-mail accounts.

3.3 Personality Traits of the Behavior

Model

The behavior model in the e-mail system model is made
up of five personality trait dimensions, consisting of the
dimensions of extroversion, agreeableness, conscientious-
ness, emotional stability, and culture. Each of these per-
sonality trait dimensions is used to describe a particu-
lar aspect of person’s personality and explain how a per-
son’s underlying traits is linked to their observed behavior
[1, 8, 20]. For example, if a person is described as being
quite extroverted, it implies that they are observed to be
very outgoing, social, and talk to a lot of people. Like-
wise, if a person is described as being introverted (the
opposite of being extroverted), it implies that they are
observed to be very shy, non social, and don’t talk a lot
to people. A second example is if a person is described
as being very conscientious, it would imply that their be-
havior is helpful, hard working, and dependable. For a
person described as low conscientiousness, it implies their
behavior is careless, lazy, and not dependable. In Table 1,
adapted from [1, 8], each of the personality trait dimen-
sions is described by trait pair examples, which are used
to describe the nature of a person’s underlying tendencies
and imply about their observed behavior.

Each of the personality trait dimensions in the behav-
ior model is assigned a degree value between 0 to 1. These
degree values provide a scale of how strongly each person-
ality trait dimension affects a person’s behavior [1], with
values close to 1.0 (high degree values) indicating a strong
influence by the personality trait dimension and values
close to 0.0 (low degree values) indicating a weak influ-
ence by the personality trait dimension. So for example,
a degree value of 0.9 for extroversion and 0.7 for con-
scientiousness trait dimensions, describes a person that
is extremely outgoing, hard working, and fairly responsi-
ble. Alternatively, a degree value of 0.2 for extroversion
and 0.1 for conscientiousness trait dimensions, describes
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Table 1: Description of the personality trait dimensions,
through the use of trait pair examples
Personality Trait Trait Pair Examples

Dimensions

Extroversion-introversion Talkative-silent;
frank-secretive;
adventurous-cautious;
sociable-reclusive;

Emotional Stability Calm-anxious;
composed-excitable;
poised-nervous;

Conscientiousness Tidy-careless;
responsible-undependable;
hard working-lazy;
persevering-quitting;

Culture Creative-uncreative;
intellectual-nonreflective;
well educated-crude;
prefers variety-
prefers routine;

Agreeableness Good natured-irritable;
gentle-headstrong;
cooperative-negativistic;
not jealous-jealous;

a person that is rather withdrawn, lazy, and unreliable.
By assigning different degree values to each set of person-
ality trait dimensions, unique behavioral profiles can be
created that represent different individuals in the e-mail
system model, each of whom exhibit varying degrees of
behavior for each of the personality trait dimensions.

Since it has been shown that personality trait dimen-
sions and trait degree values provide a way of conceptu-
alising the effects of personality trait dimensions on gen-
eral behavior, we can now describe how the personality
trait dimensions can be modelled to affect e-mail commu-
nication behavior. However, given that there has been
few empirical studies conducted that examine the effects
of personality traits on e-mail communication behavior,
some intuitive assumptions were made on how the per-
sonality trait dimensions affect e-mail behavior. Table 2
provides a summary of how some of the personality trait
dimension attributes from the behavior model will be in-
terpreted to affect e-mail communication behavior, based
on our intuitive assumptions.

For the extroversion trait dimension, it has been as-
sumed that this will affect how an individual engages in
communication with others by e-mail. This means that
it will be interpreted as affecting the frequency of e-mails
sent out by an e-mail client and affecting the speed that
an e-mail client replies to received e-mails. In the con-
scientiousness trait dimension, it has been assumed that
this will affect the how an individual acknowledges and
responds to others via e-mail. This will be interpreted as
affecting the probability that an e-mail client will send a

reply message when they receive an e-mail message from
other e-mail clients. For the emotional stability trait di-
mension, it has been assumed that this will determine
how the emotional element of an individual will affect
the individual’s ability to be consistent with their com-
munication behavior (i.e. we assume that an emotionally
stable person can think more clearly and hence act more
consistently, compared to a person who is emotionally less
stable and acts more erratically due to their inability to
think clearly or rationally). In the case of the emotional
stability trait dimension, it will be interpreted as affect-
ing the variability in the time delays between e-mails sent
and affecting the variability in the time delay for a reply
message.

It has been considered that the personality trait di-
mensions of the behavior model could also be modelled
to affect other types of e-mail communication behavior
such as the addition of e-mail attachments, sending e-
mails to multiple recipients, and forwarding received e-
mails to other e-mail clients. However, it was decided that
the conceptual model of the e-mail system should be kept
as simple as possible, to allow us to focus on the essential
communication behaviors required for e-mail communica-
tion interaction. As a result, we have a behavior model
that affects the sending and replying behavior of e-mail
clients, with each interaction consisting of one sender and
one recipient.

3.4 Sending and Replying Delay Distri-

butions

To implement the relationships shown in Table 2 during
the simulation of the conceptual e-mail system model, a
normal distribution is used to generate the time delays
between each e-mail message sent by e-mail clients and
also to generate the time delays when e-mail clients re-
ply to e-mail messages received from other e-mail clients.
Each of the normal distributions used is controlled by the
personality trait dimension degree values taken from the
behavior model assigned to each e-mail client. For the
sending delay normal distribution, this is controlled by
the extroversion and emotional stability trait dimension
degree values. Similarly, the replying delay normal distri-
bution is controlled by the extroversion, emotional stabil-
ity, and conscientiousness trait dimension degree values.

The sending delay and replying delay normal distri-
butions both use a 7-day window interval (see Figures 6
and 7), to limit the possible values for the sending and
replying delays to within one week. The use of the 7-day
window interval was based on a study from [17], where
participants were found to reply to e-mails within one
day or within one week. Apart from the study conducted
by [17], there have been few other empirical studies that
cover either the sending delays or replying delays of e-
mail users. So using the results shown by [17], the model
implements a delay of up to one week.

For the sending delay normal distribution, this is de-
fined by the normal distribution function N(m, σ), rep-
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Table 2: The relationship between the effect of personality trait dimensions on e-mail communication behavior, based
on intuitive assumptions

Personality Trait Degree

Values

Effect on Sending Out Of

New E-mails

Effect on Replying To Received

E-mails

High Degree of Extroversion Higher frequency of sent e-
mails

More likely to receive a fast reply

Low Degree of Extroversion Lower frequency of sent e-
mails

More likely to receive a slow reply

High Degree of Conscientious-
ness

- Higher probability of returning a re-
ply

Low Degree of Conscientiousness - Lower probability of returning a re-
ply

High Degree of Emotional Stabil-
ity

Lower variability in time de-
lays between e-mails sent

Lower variability in replying delay
time

Low Degree of Emotional Stabil-
ity

Higher variability in time de-
lays between e-mails sent

Higher variability in replying delay
time

High Degree of Culture - -
Low Degree of Culture - -
High Degree of Agreeableness - -
Low Degree of Agreeableness - -

Figure 6: Layout for the sending delay normal distribu-
tion

resented in Figure 6, where m is the mean of the normal
distribution and σ is the standard deviation of the normal
distribution. The mean of the distribution is given by:

m = MB − DEX(MB − MA) (1)

where MA and MB represent the start and end range
for mean values [MA = 1, MB = 7], and DEX is the
degree of extroversion with a value between the interval
[0, 1]. For the standard deviation of the distribution, this
is determined by:

σMAX = (CB − CA)/2 − σGAP (2)

σ = σMAX − DES(σMAX − σMIN ) (3)

where CA and CB represent the start and end cut-off
points for the 7-day window interval [CA = 0, CB = 7],
σGAP is the gap allowance between the standard devia-
tion and the cut-off point for the 7-day window, σMIN

and σMAX represent the minimum and maximum values
for the standard deviation, and DES is the degree of emo-
tional stability with a value between the interval [0, 1].

To select a sending delay time from the normal distri-
bution, a random number xS is picked from the distribu-
tion N(m, σ), such that xS is within the 7-day window
interval [CA, CB], where CA = 0 days and CB = 7 days.
Once xS is selected from N(m, σ), xS is used as the send-
ing delay between the previous e-mail message and next
e-mail message to be sent by an e-mail client. A new
sending delay value xS is picked from the distribution
each time before an e-mail client sends a new e-mail mes-
sage, to determine when the new e-mail message will be
sent.

For the replying delay normal distribution, this is de-
fined by a similar normal distribution function N(m′, σ),
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Figure 7: Layout for the replying delay normal distribu-
tion

as shown in Figure 7, where m′ is the mean and σ is
the standard deviation. The mean for the replying delay
normal distribution is determined in two steps. The first
step calculates the mean in the same way as for the send-
ing delay distribution in Equation (1). The second step
makes use of the conscientiousness trait degree value and
calculates the resulting mean m′ as follows:

MMID =
MB − MA

2
+ MA (4)

mCW =































DC−0.5

0.5
× mCW MAX × MMID−m

MMID−MA
,

m < MMID

−DC−0.5

0.5
× mCW MAX × m−MMID

MB−MMID
,

m ≥ MMID

(5)

m′ = m + mCW (6)

where MMID represents the middle of the interval
[MA, MB], DC is the degree of conscientiousness value
with a value between the interval [0, 1], mCW is the con-
scientiousness weight factor for the mean, mCW MAX is
the maximum value for the conscientiousness weight fac-
tor, and m′ is the mean of the normal distribution after
the conscientiousness weight factor mCW has been added
to the original mean m. For the standard deviation of
the distribution, this is determined in the same way as for
the sending delay normal distribution as shown in Equa-
tion (3).

To select a replying delay time from the normal dis-
tribution, a random number xR is picked from the distri-
bution N(m′, σ), such that xR falls anywhere along the
N(m′, σ). When xR < CA and xR > CB , it will be con-
sidered that the e-mail client will not be replying to a

Figure 8: Flow diagram of the simulation model set-up
and simulation process

Figure 9: Events diagram for events in the conceptual
e-mail system model

received e-mail message, given that xR is outside the 7-
day window interval. When CA ≤ xR ≤ CB , then xR

will be used as the replying delay time value, since xR

is within the 7-day window interval. A new replying de-
lay value xR is picked from N(m′, σ) each time an e-mail
client receives an e-mail message from another client.

3.5 Simulation of E-mail System Model

The process for simulating the conceptual e-mail system
model consists of several steps, as shown in Figure 8. In
the first stage “Creation of E-mail System Model Data”
(Steps 1 to 4), the e-mail system model generator program
is used to create the set-up parameters for the conceptual
e-mail system model (as seen in Figures 3 and 4). The first
step consists of generating the e-mail clients and behavior
models, where the number of e-mail clients and behavior
models created is such that:

Ne ≥ Nb (7)

where Ne represents the number of e-mail clients and Nb

represents the number of behavior models. In Step 2, all
behavior models are assigned to e-mail clients, so that
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Figure 11: Overview of programs currently used in the implementation of the e-mail traffic analyser system

Figure 10: Visualisation of a simulated social network of
10 e-mail clients

each behavior model is at least assigned to one e-mail
client each. For the case where Ne > Nb, some behavior
models may be assigned to more than one e-mail client.
Steps 1 and 2 can be repeated as necessary where the
e-mail system model generator is used to automatically
assign random attribute values for the e-mail clients and
behavior models. Alternatively the user can use the e-
mail system model generator program to manually adjust
the attribute values of the e-mail clients and behavior
models. Once the attribute settings and behavior mod-
els have been allocated to e-mail clients, the third step
consists of generating the social connections between e-
mail clients, so that each e-mail client has a list of e-mail
addresses of social contacts they will communicate with
during the simulation. The final step for the first stage,
Step 4, is where the e-mail system model data is saved by

the e-mail system model generator program to store the
parameter settings and configuration of the e-mail system
model.

The next stage of the simulation process, “Simulation
of E-mail System Model” (Steps 5 to 7), uses the e-mail
system simulator program to simulate the conceptual e-
mail system model. In Step 5, the saved e-mail system
model data is loaded into the e-mail system simulator
program, to read the set-up parameters and configuration
settings of the e-mail system model. After the data is
loaded into the simulator, the simulation run is started in
Step 6.

During the simulation run, two different types of events
will be generated by the e-mail clients: ‘sending’ events
(new e-mail messages sent by e-mail clients to randomly
selected social contacts) and ‘replying’ events (e-mail mes-
sages sent in reply to a previously received e-mail mes-
sage). A representation of the events generated by the
e-mail clients is shown in Figure 9, which shows how ‘send-
ing’ events are continuously generated by e-mail clients,
whereas ‘replying’ events can only be triggered by a ‘send-
ing’ event or another ‘replying’ event as a result of an
e-mail client receiving an e-mail message. Every time a
‘sending’ or ‘replying’ event is executed by the simulator,
the simulator records a log of the message in the mailbox
of each e-mail client involved in the message interaction.
The scheduling of delays between e-mail messages sent by
each e-mail client and the delay for an e-mail client to
reply to a previously received message, is determined by
the sending delay and replying delay normal distributions
described in Section 3.4.

To terminate the simulation run, the simulator will
check whether the termination condition for the simu-
lation has been reached. The termination condition can
be specified either as being dependent on M total num-
ber of e-mail messages being sent by e-mail clients (e.g.
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M = 10, 000 messages), or as being dependent on when
the simulation time reaches the specified value T (e.g.
T = 120 simulation days). After the simulation run is
terminated, in Step 7 the simulated e-mail traffic data
from each e-mail client’s mailbox is stored into text files.
These text files are then filtered and put into the e-mail
traffic database as shown in Figure 2, ready to be visu-
alised by the e-mail traffic analyser system.

4 Visualisation Output

The visualisation of data has proven to be a useful way of
analysing data for hidden relationships between different
variables [23]. There are a variety of different visuali-
sation techniques available for visualising data and each
technique has its own advantages for visualising data in a
particular way. Here we will describe four different tech-
niques that are being used to visually analyse e-mail traf-
fic data in the e-mail traffic analyser system.

4.1 Social Network Visualisation

Social network visualisation provides a visual image of the
communication links or social connections between differ-
ent individuals [12]. This type of visualisation, shown as
the visualisation output from the “Social Network Data
Processor” in Figures 1 and 11, is useful for analysing
e-mail traffic communication in that it enables the user
to observe the relationship in the communication ties be-
tween various e-mail clients. The ability to see the re-
lationships between various e-mail clients through social
network visualisation, makes it much easier for the user
to gain an overall view of all the communication links
between e-mail clients and spot areas of interest in the e-
mail social network, such as clustering of different types of
users into distinct social groups or communities [11, 26].
An example of a visualised social network from our sim-
ulated e-mail system is shown in Figure 10, which was
visualised by exporting social network data from the Net-
draw program [6] into the Mage 3D Visualisation program
[22].

4.2 Time-Series Visualisation

Time-series visualisation presents a one-dimensional view
of data by showing how it changes over time. This form
of visualisation, shown in Figures 1 and 11 as the visu-
alisation output from the “Time Series Data Processor”,
enables the user to analyse the volume of e-mail traffic
(e.g. number of e-mails sent per hour, number of e-mails
sent per day) being generated by each e-mail client over
a particular period of time. Such use of time-series vi-
sualisation of e-mail traffic data provides the user with a
convenient way of analysing the level of e-mail usage gen-
erated by different e-mail clients and also for investigating
time periods of intense or low e-mail traffic activities. The
program currently being used for time-series visualisation
in our e-mail traffic analyser system is TimeSearcher 2 [3]

(Figure 11) and an example of the program output for our
simulated e-mail traffic data is displayed in Figure 12.

It should be noted that when dealing with time-series
data, it is often quite useful to view time-series data under
different levels of granularity [15], in order to sample the
data under different time-scales (e.g. e-mails per hour, e-
mails per day, e-mails per week, e-mails per month). This
provides the user with more options for finding patterns
in the time-series data, since some patterns may not be
noticed on particular levels of granularity (e.g. the pat-
tern of a person who send e-mails only on certain days
of the week is better noticed at the time-scale of e-mails
per day). Thus the use of different time granulation can
aid the user in visually analysing the e-mail traffic data
for different levels of e-mail traffic activities from e-mail
clients.

4.3 Frequency Distribution Visualisation

Frequency distribution visualisation presents a histogram
sample of variables in data that needs to be statistically
analysed. The use of this type of visualisation, shown
as the visualisation output from the “Statistical Proces-
sor” in Figure 1, enables the user to analyse the level of
interaction between e-mail clients by presenting the user
with histogram samples of the sending delays (time taken
between each e-mail sent) and the replying delays (time
taken between an e-mail client receiving an e-mail and
sending a reply). The ability to analyse the sending delay
and replying delay distributions of different e-mail clients
allows the user to work out how a particular e-mail client
interacts with their social contacts in general, and also
how a particular e-mail client interacts with specific social
contacts (e.g. client A often communicates more quickly
with client B than with client C).

At the time of writing this paper, the statistical pro-
cessor part of the e-mail traffic analyser was not imple-
mented. However, there are examples of work where fre-
quency histograms have been used to build behavioral
profiles of different e-mail clients. An example is the work
by researchers at Columbia University [24, 25], where they
used histograms of e-mail usage to build profiles of e-mail
clients to detect anomalies in e-mail traffic generated by
e-mail viruses. The two approaches used by [24, 25] are
the creation of histograms of daily 24-hour e-mail usage
and histograms of the frequency of e-mails sent to differ-
ent social contacts. It should be noted that the approach
taken by the [24, 25] uses histograms to focus more on the
average number of e-mails sent by e-mail clients, whereas
we are interested in using histograms to analyse how an
e-mail client interacts with other users in terms of the
usual delays between each e-mail sent and the usual re-
sponse time it takes for an e-mail client to respond to
another client.
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Figure 12: Time-series visualisation of simulated e-mail traffic, using the time-scale of number of e-mails per week

4.4 Decision Tree Visualisation

Decision trees are one of a number of data mining tools
used for discovering knowledge and finding patterns in
data [19, 27]. When decision trees are used to explore
data, they can be used to provide a visual representation
of the data set through the use of a tree-like structure.
This tree-like structure presents to the user the result of
the decision tree algorithm classification, by showing how
the data set has been split into segments according to
different attributes in the data. The end result from the
use of the decision tree is that the user is able to observe
the patterns from the data set that were selected by the
decision tree algorithm.

For our e-mail traffic analyser system, the program
used to perform the decision tree data mining of the e-mail
data is WEKA [27], shown as the component “WEKA
Data Mining Tool” in Figures 1 and 11. The decision tree
algorithm used in WEKA to classify the e-mail traffic data
is the J4.8 decision tree algorithm (WEKA’s implemen-
tation of the C4.5 revision 8 decision tree algorithm) [27],
and an example of the output is shown in Figure 13. The
decision tree diagram generated by WEKA in Figure 13,
shows how the e-mail traffic data from the simulated e-
mail client ‘clientA@utas.edu.au’ has been classified and
split according to the following data attributes: direc-
tion of the e-mails (‘in’ or ‘out’), the date/time of the
messages (units are in simulation time), and the e-mail
address of the recipient e-mail client (address taken from

Figure 13: WEKA decision tree visualisation output
for the e-mail traffic data of the simulated e-mail client
‘clientA@utas.edu.au’, using the J4.8 decision tree algo-
rithm
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the ‘From’ field of the generated e-mail messages). The
end result from the split data shows interesting periods
of time from the simulation run, in which the ‘leaves’ of
the decision tree show the social contacts that the e-mail
client ‘clientA@utas.edu.au’ has been sending the most
e-mails to.

In comparison to the other visualisation techniques de-
scribed, decision trees provide a much quicker way of find-
ing patterns of interest from the e-mail traffic data. In the
other visualisation techniques described the user needs to
specifically search for items of interest from the visualised
e-mail traffic data. This is a difficult process given that
the user is presented with a lot of visual information. De-
cision trees on the other hand, assist the user to quickly
focus their attention on areas of interest in the e-mail
traffic data, so that the user can concentrate on finding
out the details of the interesting part of the data, rather
than spending their time searching for such interesting
patterns. A demonstration on the use of decision trees
to find interesting patterns generated by the conceptual
e-mail system simulation model is given in the following
case study.

5 Case Study: Small Network of

E-mail Clients

5.1 E-mail System Model Setup

For this case study, we consider an e-mail system sim-
ulation model comprising of 10 e-mail clients and 9
behavior models. In this e-mail system model we
have labelled each of the e-mail clients in the form
“client<letter>@utas.edu.au” and labelled each of the
behavior models in the form “behavior<letter>”, where
‘<letter>’ denotes an alphabetical letter identifier. We
will refer to each of the e-mail clients in this case study
by the client’s e-mail address user name (the part before
the ‘@’ symbol).

The allocation of behavior models to the e-mail clients
is shown in Figure 15, which represents how the behav-
ioral profiles were assigned to each e-mail client. It should
be noted from the stacked column chart in Figure 15 that
each of the e-mail clients were assigned a unique behavior
model, except for clientA and clientJ who were both as-
signed the behavior model labelled ‘behaviorA’. In Figure
16, the column chart provides an overview of the values
of the five personality trait dimensions making up the
behavioral profiles of e-mail clients and provides an indi-
cation of the relative strength of the personality trait di-
mensions among the population of e-mail clients. For the
social network connections, the social contacts for each of
the e-mail clients were randomly assigned and given the
configuration shown in Figure 14.

Figure 14: 2D diagram of e-mail system social network
set-up configuration

5.2 Simulation Run

The case study e-mail system model was simulated over
a period of 120 simulation days with 2748 e-mail mes-
sages in total being sent by the 10 e-mail clients. The
bar chart in Figure 17 presents a summary of the num-
ber of messages sent and received by each of the e-mail
clients over the 120 days simulated. A period of 120 sim-
ulation days was chosen as the duration of the simulation,
to allow for enough time for the e-mail clients to start up
their interactions from the initial conditions of the simu-
lation (starting with mostly ‘sending’ events generated by
e-mail clients) to a stable level of interactions (‘sending’
and ‘replying’ events generated by e-mail clients).

5.3 Analysing for Interesting Traffic Pat-

terns

Through the use of WEKA, there were some interesting
e-mail traffic patterns located by the decision tree tech-
nique, which are shown in tabulated form in Table 3. To
obtain the results shown in Table 3, the decision tree was
applied to analyse all e-mail messages from the mailbox
logs of all the e-mail clients. The decision tree was used
on e-mail traffic data several times using different data
attributes as the class for the decision tree. The data at-
tributes used as the class were ‘EmailAccount’ (field indi-
cating the owner of the mailbox where the e-mail message
was stored), ‘Direction’ (field indicating the direction of
the e-mail message), ‘From’ (field indicating the sender
of the message), and ‘To’ (field indicating the recipient
of the e-mail message). Out of the four fields used as the
class, the ‘From’ and ‘To’ fields were found to be the most
useful, since the decision trees created from the ‘From’
and ‘To’ fields presented information on the date/time
when interesting interactions between the e-mail clients
occurred.

From the decision trees created from the ‘From’ and
‘To’ fields of the e-mail traffic data, the branching infor-
mation containing date/time information was taken and
put into Table 3. The “Incoming Interactions” column
presents results from using the ‘From’ field of the e-mail
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Figure 15: Stacked column chart showing the behavioral profiles of each e-mail client and their behavior model ID

Figure 16: Column chart showing the personality trait values of all the e-mail clients
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Table 3: Interesting e-mail traffic behavioral patterns found by decision tree for the case study
E-mail Account of In-

terest

Incoming Interactions Outgoing Interactions

clientA@utas.edu.au clientD to clientA, where date <= day 75,
132 messages

-

clientJ to clientA, where date > day 75,
149 messages

-

clientF@utas.edu.au clientC to clientF, where date <= day
41.15, 28 messages

clientF to clientC, where date <=
day 66.7, 40 messages

clientJ to clientF, where date > day 41.15,
119 messages

clientF to clientJ, where date > day
66.7, 84 messages

clientG@utas.edu.au clientI to clientG, where date <= day
37.34, 13 messages

clientG to clientI, where date <=
day 48.3, 9 messages

clientD to clientG, where date > day 46.86,
43 messages

clientG to clientD, where date > day
48.3, 30 messages

clientF to clientG, where date > day 37.34
and date <= day 46.86, 5 messages

-

clientI@utas.edu.au - clientI to clientG, where date <=
day 33.7, 12 messages

- clientI to clientA, where date > day
33.7, 44 messages

clientJ@utas.edu.au clientB to clientJ, where date <= day 82.5,
136 messages

clientJ to clientB, where date <=
day 78.6, 139 messages

clientA to clientJ, where date > day 82.5,
121 messages

clientJ to clientA, where date > day
78.6, 135 messages

Figure 17: Number of e-mail messages sent and received
by the e-mail clients over 120 simulation days

Figure 18: Interesting interactions found from both the
inboxes and outboxes of e-mail clients (i.e. interesting
patterns from two directions)
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Figure 19: Interesting interactions found from either the
inbox or outbox of e-mail clients (i.e. interesting patterns
from one direction)

Figure 20: Decision tree for clientG using the “From”
message header field as the class

messages as the decision tree class, while the “Outgoing
Interactions” column presents results from using the ‘To’
field of the e-mail messages as the decision tree class. By
compiling the interesting results into Table 3, it can be
observed where the interesting interactions are occurring
in the e-mail social network. Figures 18 and 19 show
the areas of the e-mail social network where the inter-
esting interactions are occurring. It is noted that some
of the interesting interactions were found from both the
inboxes and outboxes of e-mail clients (Figure 18), indi-
cating that the interactions were of particular significance
for incoming and outgoing e-mail traffic. Other interest-
ing interactions were found only from either the inbox
or outbox of some e-mail clients (Figure 19), indicating
that the interactions were only of particular significance
for certain incoming or outgoing e-mail traffic. We now
analyse in detail the the interesting interactions occurring
for clientG.

Figure 21: Decision tree for clientG using the “To” mes-
sage header field as the class

5.4 Details of Interesting Patterns

The decision tree visualisations provided by WEKA for
clientG are shown in Figures 20 and 21. It is seen from
the decision trees that there is a lot of communication be-
tween clientG and clientI prior to day 47.46. However, af-
ter day 47.46, it appears that clientG communicates more
with clientD. A close inspection of the weekly time-series
data for clientG shows a very interesting change in out-
going e-mail traffic activity, as seen in Figure 22. In the
weekly time-series data, it is shown that there is a drop in
outgoing e-mail traffic for clientG on week 7, which cor-
responds with the same week where clientG changes from
communicating more with clientI to communicating more
with clientD. Changing the time resolution from week res-
olution to day resolution in Figure 23, shows that shows
that clientG stops sending e-mails for 5 days from day 42
to 46, which explains about the drop in outgoing commu-
nication in week 7 of the weekly time-series data.

In Figure 20, it shows that there is some communica-
tion between clientG and clientF during the time period
day 37.23 to day 46.84, where 5 e-mail messages are sent
from clientF to clientG. An examination of the daily time-
series data in Figure 23, shows that from day 37 to day 47
there are incoming e-mail messages, but clientG provides
very little response until day 47 when it starts commu-
nicating again after a 5-day break from communication.
This confirms from what was observed from Table 3 and
Figure 19, where it was found that the communication
interaction between clientG and clientF was mostly from
one direction from clientF.

6 Discussion

6.1 E-mail Traffic Analyser

From the case study, it was shown that the decision tree
visualisation technique proved to be very useful in finding
“interesting” traffic behavioral patterns from the e-mail
traffic data generated by the e-mail system conceptual
simulation model. The decision tree output from WEKA
assisted the user in being able to “pinpoint” the exact
locations of interesting e-mail traffic interactions between
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Figure 22: Weekly time-series data for clientG, showing that there is a drop in outgoing e-mail traffic on week 7 or
around day 49

e-mail clients. With the assistance of additional visualisa-
tion techniques such as social network visualisation (using
Netdraw [6]) and time-series visualisation (using Time-
Searcher 2 [3]), we were able to obtain detailed informa-
tion about the hidden relationships in the e-mail traffic
data. The use of different time scales for analysing the
time-series data of clientG in the case study proved to be
very useful for observing both long-term trends and short-
term changes in the e-mail traffic activity levels, in order
to correlate those time-series patterns with the interesting
patterns selected by the decision trees.

Although the current implementation of the e-mail
traffic analyser system (Figure 11) was useful for finding
interesting behavioral traffic patterns in the e-mail data,
the process of analysing the e-mail data for detailed in-
formation on the interesting patterns was limited by the
fact that not all the features of the e-mail traffic anal-
yser system (i.e. “Statistical Processor” and “Data Pa-
rameter Selector” components from Figure 1) were imple-
mented at the time of writing this paper. If the “Statis-
tical Processor” component of the e-mail traffic analyser
system was implemented, then the information on send-
ing delays and replying delays would have provided more
details about the level of interactions and response be-
tween e-mail clients (e.g. between clientG and clientF
in the case study). Also, if the “Data Parameter Selec-
tor” component was implemented, it would have allowed
the user more choices in how information is visualised for
social network visualisation and time-series visualisation.
For example, the “Data Parameter Selector” component
would have been used in the case study to restrict the
data to visualise all incoming and outgoing e-mail traf-

fic between day 35 to day 56 from clientG, rather than
providing visualisation of information that is not of inter-
est to the user. Having these features implemented for the
e-mail traffic analyser would provide the user a much bet-
ter understanding about the interactions between e-mail
clients and about the underlying nature of the behavior
of e-mail clients.

6.2 Conceptual Simulation Model

In the case study, the creation of simulated e-mail clients
with different personality trait degree values allowed us
to observe the linkage between personality traits and e-
mailing behavior. By observing the degree values for the
personality trait dimensions assigned to different e-mail
clients (Figures 15 and 16) and the total number of e-mail
messages sent by clients during the case study simulation
(Figure 17), it was easy to examine the effects that certain
personality traits, such as extroversion, had on overall e-
mail behavior (e.g. extroverted individuals generally sent
more e-mails, introverted individuals generally sent less
e-mails). However, the number of e-mails sent by e-mail
clients is not just dependent on how extroverted an e-
mail client is, but also dependent on to whom the e-mail
client is socially connected and how they respond to e-mail
messages sent by the more extroverted individuals. This
type of behavior can be observed by simply examining
the number of e-mails sent and received by e-mail clients
(Figure 17) socially connected to clientA and clientJ from
the case study (Figure 14). In Figure 17, it can be seen
that clientB, clienF, and clientG are influenced in some
way by their social connections to clientA and clientJ. An
exception to this assumption is clientI, who is supposed to
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Figure 23: Daily time-series data for clientG for days 35 to 56 (i.e. weeks 6 to 8), showing that clientG stops sending
e-mails for 5 days from day 42 to 46

be highly extroverted but does not send or receive as many
e-mails as other clients connected to clientA and clientJ.
A suggestion for this exception in behavior is that clientI
has an extremely low emotional stability trait (DES =
0.052), indicating that clientI would be considered to be
highly temperamental and easily upset, hence not always
communicating with other clients.

What was not as easy to predict and understand
was the individual interactions between different e-mail
clients. With the use of the decision tree, social net-
work, and time-series visualisation tools as shown in Sec-
tion 5.4, these tools provided a way for better observa-
tion of the e-mail traffic behavior of e-mail clients and
linking the behavior back to the e-mail clients’ behav-
ior profile. For example, clientG is described as having
a fairly introverted, reclusive, and lazy behavior profile
(DEX = 0.132, DES = 0.425, DC = 0.182), explaining
why clientG generated a low volume of e-mail traffic and
had a drop in e-mail traffic activity on week 7 (Figure 22).
The case study therefore demonstrates that our e-mail
system simulation model generates some very interesting
e-mail traffic behavioral patterns, each of which can be
linked back to the behavioral profiles of each e-mail client.

Although the conceptual e-mail system model provides
a way of simulating the basic e-mail behaviors of sending
e-mails and replying to e-mails, there are some limitations
to the conceptual model. Firstly, there are other e-mail
behaviors that could be modelled to provide other useful
metrics for observing e-mailing behavior. These e-mail
behaviors are sending attachments, forwarding e-mails,
and sending to multiple recipients, which were described
in section 3.3. Secondly, the conceptual model does not

have a specific way of modelling social groups, which are
an important factor in communications in real e-mail so-
cial networks. An individual’s e-mailing behavior may be
affected by the social groups they belong to, or may be
affected by their involvement in the certain social groups.
For example, if an individual is involved in organising a
conference they would spend a lot of time sending e-mails
to other conference committee members while the confer-
ence is being organised. Once the conference has finished,
the individual’s e-mailing behavior will change since they
no longer need to send e-mails to committee members. Fi-
nally, the conceptual model does not model any specific
type of e-mailing habits, such as sending e-mails when ar-
riving to work in the morning, and not sending e-mails
on weekends. These factors do have an affect on certain
individuals’ e-mailing behavior as described by [24, 25],
but are not always consistent among all individuals.

6.3 Other Considerations

With our current conceptual simulation model of the e-
mail system and the e-mail traffic analyser system, we
have demonstrated how different e-mail traffic behavioral
patterns can be generated and demonstrated how the in-
teresting traffic behavioral patterns can be detected by
the use of a decision tree. However, the simulated sys-
tem we have demonstrated is an extremely small e-mail
system consisting of 10 clients. Obviously the 10-client
e-mail system we have used for the case study provides a
useful way for explaining how our e-mail traffic analyser
system operates. But once we start analysing a simulated
system consisting of hundreds or thousands (e.g. 10,000)
of e-mail clients, then we must really consider whether
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using the decision tree is the most effective way of find-
ing the “interesting” patterns. Is there a better and more
efficient way for designing a system that can find the “in-
teresting” patterns that are of most interest to the ana-
lyst user, rather than every single “interesting” pattern it
comes across? Is there a way of just focusing the analysis
on a specific group of e-mail clients? Is there a way of fo-
cusing the analysis to search for a specific type of e-mail
traffic behavior, such as criminal or terrorist behavior?
This is something that our future work must address, in
order to more efficiently analyse very large size e-mail so-
cial networks and yet quickly point the user to areas of
most interest.

7 Conclusion and Future Work

In this paper we have described the development of a con-
ceptual simulation model of the e-mail system and have
shown how it can be used to generate different e-mail
traffic patterns, based on the use of personality traits for
the behavior model of each e-mail client in the simulated
system. Through the use of visualisation tools such as
Netdraw, Mage 3D, TimeSearcher, and WEKA for our e-
mail traffic analyser system, we have also shown how vi-
sualisation tools can be useful for observing e-mail traffic
behavioral patterns of social connections between e-mail
clients, the volume of e-mail traffic generated by e-mail
clients in the simulation model, and identifying patterns
from the simulated e-mail traffic output.

Future work will involve continued development of the
e-mail traffic analyser system, further investigations us-
ing decision trees, and investigations using other artificial
intelligence techniques such as neural networks and neuro-
fuzzy systems to analyse e-mail traffic data. Other future
work to be considered are adding additional attributes to
the behavior model of each e-mail client to enable for more
complex behavior (e.g. social groupings of e-mail clients
based on common interests), and adding the ability to
simulate criminal or terrorist behavior in the simulated
e-mail system.
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