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Abstract

Payment channel networks are a promising solution to im-
prove the scalability of blockchains. However, as the fre-
quency of transactions increases, the channel funds in one
direction may be exhausted, thereby preventing further
transactions. Therefore, this paper proposes a split multi-
channel rebalancing strategy based on off-chain payments,
utilizing channels with higher traffic load weights and
lower loss probabilities to increase the balance of depleted
channels. it uses algorithms to evaluate channel payment
demands and balance capacities, providing a feasible and
efficient rebalancing platform for users in need of balance.
Simulation results demonstrate that compared to exist-
ing rebalancing strategies, this paper excels in improving
channel imbalance and transaction efficiency.
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1 Introduction

Blockchain has attracted widespread attention from schol-
ars in various disciplines such as law [18], finance [36,37],
and IoT security [6, 7] due to its features including dis-
tributed structure [1], immutability [20], security [5, 19],
and privacy [38]. However, due to the consensus mech-
anism requiring a consistent transaction view among all
nodes, blockchain faces challenges such as low throughput
and poor scalability. Specifically, popular cryptocurren-
cies like Bitcoin and Ethereum achieve approximately 7
and 30 transactions per second respectively, while tra-
ditional centralized transaction systems like Visa con-
firm thousands of transactions per second [29]. Pay-
ment channel networks are one of the mainstream so-
lutions [11, 21, 23] to enhance blockchain scalability, it
allow participants to conduct multiple off-chain peer-
to-peer transactions without recording every transac-
tion on the blockchain, thus avoiding the inefficiencies

and network congestion associated with on-chain trans-
actions. This technology has been deployed in many
blockchains, including the Lightning Network built on the
Bitcoin system [27] and the Raiden Network built on the
Ethereum system [15]. Although payment channels bene-
fit blockchain scalability, there are some unavoidable lim-
itations compared to traditional networks [4]. In tradi-
tional networks [16,17], link bandwidth is generally fixed.
However, in payment channels, due to the payment habits
of nodes, funds gradually accumulate at the high-traffic
end, resulting in the inability to initiate transaction re-
quests in that direction, which poses a threat to the us-
ability of the payment channel network [10].

Currently, there are three types of solutions for fund-
ing depleted channels. The first simple method is to close
and reopen the channel, but this results in two expensive
and time-consuming on-chain transactions. The second
method is to facilitate balanced fund flow through routing
selection, using channels with higher balances to transmit
transactions, alleviating further deterioration due to fund
depletion, though there is still room for improvement in
enhancing the balance of unbalanced channels. The third
method is currently the most effective solution for miti-
gating fund depletion. By proactively rebalancing chan-
nels through unbalanced nodes, it extends the lifespan of
depleted channels without involving the blockchain, aim-
ing to repay weak channels by redistributing deposits from
adjacent channels. However, this approach is limited by
network topology and adjacent channels, and thus lacks
general applicability.

Addressing the current shortcomings of channel rebal-
ancing strategies, We propose Split, a split multichannel
rebalancing scheme based on off-chain payment channel
networks, which monitors fund flows and transaction ac-
tivities to automatically trigger fund splitting and transfer
operations. Split protocol breaks through the limitations
of existing rebalancing strategies constrained by network
topology, overcoming constraints on fund balancing im-
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posed by adjacent channels. The contributions of this
paper are summarized as follows:

1) We introduce the concept of payment task queues to
predict the possible future payment demands of the
channel. We filter out reliable balanced channels with
low demand and substantial balances. Additionally,
We also consider the imbalance degree of the channel
in the traffic load weights.

2) To ensure prolonged use of channels after rebalanc-
ing operations, we introduce the concept of minimum
channel loss probability to split balanced amounts,
thereby reducing the impact on subsequent transac-
tions of adjacent channels to imbalanced nodes.

3) We propose Split, a new approach that splits a rebal-
ancing amount among multiple channels for individ-
ual rebalancing. Through experiments in a simula-
tion environment, compared with existing Revive and
Shaduf rebalancing strategies, it was verified that the
Split rebalancing scheme improves success rates and
balances channel funds more effectively.

The organization of this paper is as follows: Section 2 in-
troduces the relevant foundational background. Section
3 reviews related research both domestically and interna-
tionally. Section 4 constructs the framework of the pro-
posed solution and describes the design and implementa-
tion of each module. Section 5 discusses the implemen-
tation and evaluation of experiments. Section 6 identifies
the shortcomings of this paper and discusses future work.

2 Background

2.1 Bidirectional Payment Channel

The bidirectional payment channel, based on the micro-
payment channel [39], breaks the limitation that funds
flowing only in one direction, allowing both parties to
conduct multiple small transactions off-chain. In the bidi-
rectional payment channel channel, both users can send
and receive payments.

Figure 1: Bidirectional payment channel life cycle

As Figure 1 describes the lifecycle of the bidirectional
payment channel, participants Alice and Bob inject 7

BTC and 3 BTC respectively into the jointly controlled
multi-signature address account to construct the payment
channel when the channel is opened, and these funds can
be flexibly used for off-chain payments and receipts by
the two users to realize the function of instant settlement.
Ultimately, by the time the channel is closed or in the dis-
pute phase, Alice and Bob have completed multiple off-
chain transactions, the balance in the channel becomes 4
BTC for Alice and 6 BTC for Bob, and both parties get
their coins back by posting the latest status to the chain to
liquidate their assets. To ensure the security and correct-
ness of the payment, cryptographic methods such as Hash
Time Locks [27] or Anonymous Multi-Hop Lock [34] are
usually enforced, thus preventing any fraudulent behav-
ior of the parties during the payment process. When one
party attempts to gain illicit profit by publishing invalid
historical transactions, the payment channel will deprive
the dishonest party’s entire balance and transfer these
funds to the honest party’s account. This approach aims
to eliminate the risk of malicious behavior by either party,
while protecting the interests of legitimate participants in
the transaction.

2.2 Payment Channel Network

As the number of participants and payment channels
increases, a transaction network consisting of countless
nodes and edges gradually forms, known as the Payment
Channel Network (PCN). In a PCN, even if there is no
directly connected channel between two nodes, payments
can still be completed through paths formed by multi-
ple end-to-end payment channels. The Lightning Net-
work [27], as the most well-known payment channel net-
work, employs core technologies such as Revocable Se-
quence Maturity Contracts (RSMC) and Hash Time Lock
Contracts (HTLC). RSMC ensures the security and revo-
cability of payment transactions based on micropayment
channels, providing users with a safe and efficient bidirec-
tional payment mechanism. HTLC combines hash func-
tions and time lock features, enabling cross-channel fund
transactions between participants who do not have di-
rectly connected channels.

Figure 2: Core idea of HTLC
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Figure 2 illustrates the core concept of HTLC. As a
conditional contract enforced by the blockchain, it does
not require trust from any participant in the network.
This contract locks a portion of tokens, which can only
be released to the recipient when certain conditions are
met, or returned to the owner upon contract expiration.

2.3 Channel Rebalancing

When payment amounts accumulate towards the end with
higher traffic, channels may deplete, making routing pay-
ments in that direction impossible.Users need to close
the depleted payment channel (PC) and open a new
one,requiring two costly on-chain transactions. Rebal-
ancing mechanisms in Payment Channel Networks (PCN)
search for imbalanced nodes with depleted channels where
replenishment is needed, restoring exhausted channels
by transferring tokens from other channels of the node
through off-chain transfers. Currently, rebalancing mech-
anisms can be categorized into periodic and non-periodic
types. Revive [14] is the first periodic protocol that
helps multiple users rebalance channels simultaneously.
We illustrate how Revive works using the directed cycle
B→C→D→B in Figure 3. Nodes first submit requests to
the selected leader, detailing the channels they wish to re-
balance and their token requirements. Subsequently, the
leader generates a periodic cycle-based rebalancing solu-
tion where the total tokens sent by each node equal those
received. In essence, Revive executes fund flows along di-
rected cycles to achieve self-payment. We illustrate how
Shaduf [9] works using C↔E↔F in Figure 3. Unlike Re-
vive, Shaduf can recover channels from depletion in gen-
eral situations without relying on loop topologies. It al-
lows users to perform unlimited off-chain token transfers
between channels after a single on-chain binding, secured
through multi-party secure computation protocols to en-
sure transaction privacy. Figure 3(C) shows the network
after rebalancing,demonstrating significant improvement
in highly skewed fund allocation issues.

3 Related Work

Our current research on PCN performance can be cate-
gorized into three areas: routing algorithms, rebalancing
strategies, and security issues. Flare [28] is the first hy-
brid routing algorithm proposed for the Lightning Net-
work, which uses beacon nodes to enhance network visi-
bility for other nodes. The sender uses a combination of
it and the receiver’s routing table to find possible routes
in the network from the sender to the receiver. LEAF [25]
explores the issue of path overlap in PCNs and proposes
a decentralized payment routing scheme to improve net-
work throughput and reduce redundant traffic overhead
in PCNs. Sharma et al. [31] proposed Swift, a decen-
tralized routing algorithm focused on fee optimization,
which minimizes path length and total transaction fees.
The aforementioned routing protocols focus on transac-

tion throughput and cost overhead, overlooking the issue
of balance depletion. Recently, some routing work has
considered avoiding fund depletion while ensuring net-
work vitality. For example, Cai et al. [2] proposed a
novel routing protocol for concurrent PCNs that reduces
transaction failures caused by channel balance fluctua-
tions during routing by reserving sufficient balance during
path probing. Luo et al. [24] proposed a priority-aware
transaction allocation mechanism to balance transaction
rates and forwarding costs, preventing periodic fund de-
pletion in channels facing skewed payment flows. Wang et
al. [35] propose an online balance-aware fee-setting algo-
rithm that sets transaction fees based on the current bal-
ance and congestion level of each channel to incentivize
payers to use more balanced and less congested paths.

Rebalancing approaches address the problem from a
different angle compared to routing schemes. Khalil and
Gervais introduced the first rebalancing scheme — Re-
vive [14]. This scheme relies on an untrusted third party,
which creates a transaction block to rebalance the de-
posits in the channels. It allows nodes to rebalance their
connected channels through a loop formed by channels of
other nodes, deploying smart contracts on these loops to
lock funds and redistribute them according to predeter-
mined rules. Building on Revive, Camilo et al. [3] pro-
pose a node positioning strategy that encourages creating
cycles in PCNs to counteract centralization trends and
achieve cost-effective off-chain rebalancing. Ge et al. [9]
introduce a novel non-cyclic off-chain rebalancing proto-
col that allows direct fund transfers between channels,
eliminating the Revive protocol’s dependency on cyclic
topologies. Sangram et al. [30] proposes a heuristic-based
distributed rebalancing solution that enhances the fund
transfer capabilities of channels while preserving the pri-
vacy and anonymity of the parties involved in the rebal-
ancing process.

Moreover, much research indicates issues such as pri-
vacy, security, and robustness in off-chain payments [8,12].
Malavolta et al. [26] address wormhole attacks in cross-
channel payments by proposing the cryptographic prin-
ciple of anonymous multi-hop locks. Khalil introduce
FAKEY [13], a type of attack based on fake hash keys
that can block an entire set of transaction channels for a
certain period, depending on the hashed timelock contract
attacking payment paths. Wang et al. [33] present a new
type of attack that allows malicious service nodes to aban-
don valid paths for profit and design a feedback mecha-
nism to mitigate this attack. They introduce a new iden-
tity information transmission scheme called encrypted
identity chain to conceal the identities of senders/receivers
of payment paths’ intermediate nodes.Zhang et al. [40]
propose the AMHL+ scheme using the general struc-
ture of AMHL, eliminating the assumption of anonymous
channels between payers and relay nodes. To reduce com-
munication overhead, they propose the EAMHL+ scheme
based on bilinear pairings, although it significantly in-
creases computational costs.
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Figure 3: (a)Before Rebalancing (b)Rebalancing (c)After Rebalancing

Figure 4: A block diagram of Split

4 Scheme Design

4.1 Scheme Idea Overview

The split multi-channel rebalancing scheme (Split) con-
structed in this paper aims to distribute the pressure of
balancing amounts across multiple channels to mitigate
potential biases in the payment network. Inspired by the
balance planning service PNP [22], we monitor real-time
transactions of each node in the network. The imbal-
anced node calculates the Traffic Load Weight (TLW) of
connected channels based on the historical asset transfer
within the channels, thereby determining the transaction
activity gradient to identify channels for participation in
balancing. Based on the balance capacities of each pay-
ment channel, the rebalancing amount is divided into mul-
tiple parts for fund allocation among channels, aiming to
minimize channel losses.

The Architecture of the split rebalancing process is
shown in the Figure 4. A needs to send 12 tokens to
F, but there are no funds in the direction of the A→F
channel to initiate any transaction request. At this time,
the maximum balance on any adjacent channel is 11 to-
kens, which is insufficient to meet A’s transaction require-
ment with a single balancing fund transfer. Therefore, in
the Split scheme,it is necessary to distribute the pressure
of the balancing amount across multiple channels, each
contributing a portion of tokens to the A→F channel.
Compared to other rebalancing strategies, this approach
not only overcomes the limitations of network topology
but also alleviates to some extent the impact of rebalanc-
ing amounts being constrained by adjacent channels. To
prevent double-spending attacks when multiple balanc-
ing networks are operational simultaneously, the scheme
mandates that channels participating in the same balanc-
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ing network must be bound together. This binding can
be released once balancing is completed to proceed with
the next balancing operation. The key issue addressed in
this paper is to find the optimal balancing partitioning
scheme to minimize the impact of rebalancing on subse-
quent transactions in other channels.

4.2 Model Construction

4.2.1 Network Model

This paper constructs a payment channel network as a
directed graph G = (V,E), where V = (v1, v2, v3, ..., vn)
is the set of nodes in the network and E is the set of cur-
rently open off-chain payment channels.Each bidirectional
channel is considered as two directed edges, with each di-
rected edge e = (vi, vj)|vi, vj ∈ E containing bi,j , where
bi,j defines the maximum balance that node vi can send to
vj . Therefore, the total capacity Ci,j of each bidirectional
channel is subject to the following constraints:

Ci,j = bi,j + bj,i (1)

As the dynamic balance of funds within the channel
changes, the total deposits Ci,j will vary over time, along
with the balance bi,j ≥ 0 of each directed channel in the
network. For each channel e = (vi, vj)|vi, vj ∈ E, we de-
fine the balance deviation and imbalance degree as:

∆i,j = bi,j − bj,i (2)

Dim
ij =

∆i,j

Ci,j
(3)

4.2.2 Channel Screening

Due to the limited funds in the payment channels, the
concept of a payment task queue is introduced to predict
potential future payment demands within the channels.
The channels connecting the imbalanced nodes vi are con-
structed as a directed graph G′ = (V ′, E′), with time dis-
cretized into fixed-length slots t. During each time slot t,
node vi receives new transaction requests from outside the
network, requesting the transfer of a total token amount
Ni(t) to any node within the network.σij(t) represents
the number of tokens sent to the target node through the
intermediary channel e = (vi, vj) in a transaction task.
Each node vi needs to maintain the payment task queue
Qij(2t) for each connected channel. We define the queue
length Qij(t) to reflect the usage of each channel over a
fixed period. The longer the queue length, the more funds
are needed in the channel; the shorter the queue length,
the fewer funds are needed in the channel. The queue
length relationship is as follows:

Qi(2t) = [Qi(t) +Ni(t) +

i→j∑
j∈Mi

σij(t)−
j→i∑
j∈Mi

σji(t)] (4)

In Equation (4), where Qi(2t)>0, because each trans-
ferred token represents an actual non-negative amount.

Mi represents the set of neighboring nodes of node vi.
The traffic load weight of node vi in each connected chan-
nel e = (vi, vj)|j ∈Mi is:

Wij(t) = µDim
ij (t)− τQi(t) (5)

In Equation (5), µ and τ are adjustable positive pa-
rameters, and Dim

ij represents the imbalance degree of
the channel connecting node vi and its neighboring nodes.
The longer the task queue, the higher the activity level
of the channel where the node is located, which implies
a greater amount of funds needed for this channel in the
future. During the rebalancing process, in order to min-
imize the impact on subsequent transactions of the bal-
anced channel, balance funds should be taken from this
channel as little as possible. Conversely, channels with
low activity and excess retained funds should be priori-
tized for fund extraction.

γ = maxWij(t) (6)

Within a fixed time period t, the imbalanced node vi cal-
culates the traffic load weight Wij(t) based on the pay-
ment task queue length and imbalance degree of the chan-
nels connected to each neighboring node, and selects the
optimal balancing channel γ.

4.2.3 Rebalancing Amount Segmentation

After obtaining the optimal set of balancing channels,
an indicator that can measure the balance capacity of
the payment channels is needed to divide the balancing
amounts. Considering that this paper uses the Lightning
Network as an example to explain the algorithm, we as-
sume that the balance distribution of the payment chan-
nel network model follows a discrete uniform distribution.
Based on the discrete uniform distribution of channel bal-
ances, the success probability of a rebalancing amount a
flowing out from a channel e = (vm, vn) with capacity
Cm,n is defined as:

S(Cm,n, a) = P (X ≥ a) =
Cm,n − a

Cm,n + 1
(7)

After performing the split rebalancing, the balance
amount will be transferred from multiple neighboring bal-
ancing channels to the depleted channel, thereby reduc-
ing the available funds in these balancing channels. This
paper defines the channel loss probability µm,n as the dif-
ference in the success rate of a token payment before and
after executing the rebalancing amount bal.

µm,n(bali,j) = S(Cm,n, bal)− S(Cm,n, bal − 1) (8)

The division of the balancing amount aims to find a split
scheme that minimizes the total channel losses by measur-
ing the balance capacities of each neighboring balancing
channel, thereby making the channels more durable and
robust.When rebalancing is complete, the sum of losses of
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all balancing channels should be minimized, and in this
paper we define the splitting objective as solving the fol-
lowing problem:

min
∑
j∈Ni

µi,j(bali,j)

s.t. totalBali =
∑
j∈Ni

bali,j

bali,j < Cm,n

(9)

Here, Ni represents the neighboring nodes selected by
node vi to participate in the rebalancing. totalBali is
the total balancing amount, and bali,j represents the sub-
amount of rebalancing that the imbalanced node vi needs
to transfer out from the selected channel set.

4.3 Model Implementation

Split’s channel selection algorithm integrates the length
of transaction task queues and imbalance degree in the
weight function, and it allows adjusting the proportion
of these two indicators in the weight function.For the de-
pleted channel, Algorithm 1 is prioritized to find the opti-
mal channel connected to the imbalanced node, then the
weight corresponding to this channel is multiplied by a
reduction factor. Algorithm 1 is executed again until a
set of M channels is filtered out.

Algorithm 1 Channel Selection Algorithm

Input: Node i, Node j, number of channels m
Output: Channel assemble

1: bestchannels← empty list
2: maxWeight← 0
3: bestchannels.length← 0
4: while bestchannels.length < m do
5: for nextNode in Nodei.neighbors do
6: if nextNode ̸= Nodej then
7: nextNode.Weight← Calculate the channel

weight according to equation (5)
8: if maxWeight < nextNode.Weight then
9: maxWeight← nextNode.Weight

10: S ← nextNode
11: end if
12: end if
13: end for
14: best channel← (Nodei, S)
15: if best channel not in Channel assemble then
16: Add best channel to Channel assemble
17: end if
18: Reduce the maxWeight weight
19: end while
20: return Channel assemble

The parameter M is a crucial parameter in this algo-
rithm, and its value needs careful consideration. If M is
too small, the amount of balancing received by the fund-
depleted channel is very limited, and if M is too large,

it will increase the algorithm’s time overhead. Assum-
ing that the number of channels involved in balancing is
M , requiring P rounds of selection. For a network with
nodes E and edges V , the time complexity of Shaduf’s al-
gorithm is O(E log(V )). Therefore, the time complexity
of the split rebalancing strategy in this paper is denoted
by O(M · E log(V ) + P ). The actual algorithm runtime
will be analyzed in Section 5.

Next, it is necessary to allocate appropriate rebalanc-
ing amounts to the channels selected by Algorithm 1. To
improve computational efficiency, in Algorithm 2, we di-
vide the rebalance amount evenly into x units of amount
s. We iterate through each channel in the set and calcu-
late the loss probability for each channel under the con-
dition of unit outflow, and select the channel with the
smallest loss after transferring the unit. Repeat the above
process until all units of division are allocated, ensuring
that the allocation results of Algorithm 2 achieve the min-
imum channel loss sum.

Algorithm 2 Balance Amount Split

Input: Number of split units x, amount of units s, num-
ber of channels m, Channel assemble
Output: amounts

1: loss← 0
2: amounts[m]← 0
3: i← 0
4: while i < x do
5: for channel in Channel assemble do
6: if the channel balance is sufficient to cover the

unit amount then
7: loss←Calculate the channel loss according

to formula (8)
8: end if
9: end for

10: amounts[channel]← amounts[channel] + s
11: i← i+ 1
12: end while
13: return amounts

Algorithm 3 Balance Execution

Input:Channel assemble,amounts

1: Channels within Channel assemble bind to each other

2: for channel in Channel assemble do
3: TransferTokens(channel, accounts)
4: end for
5: Unbind a channel

Algorithm 3 is based on the confirmed set of channels
participating in rebalancing and the division results, exe-
cuting each sub-balancing Res in a loop to transfer partial
funds from each rebalancing channel into the imbalanced
channel. It is crucial to ensure balance security during
this process, meaning that the funds of each participat-
ing node remain consistent before and after rebalancing.
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Therefore, channels entering the rebalancing channel set
must be mutually bound to prevent certain channels from
participating in multiple balances simultaneously, thereby
avoiding double-spending attacks. After ensuring the suc-
cessful transfer of rebalancing funds, the binding of chan-
nels within this set can be released.

5 Implementation and Evaluation

5.1 Implementation

We used the programming language Python to create the
rebalancing network and implement the division of bal-
anced amounts (Algorithm 1, Algorithm 2). We imple-
mented Algorithm 3 using Solidity on Remix, an official
Ethereum open-source online integrated development en-
vironment. We used the Python Simpy simulator to eval-
uate the performance of network transactions under dif-
ferent rebalancing scenarios. The transactions in the sim-
ulation were implemented as message transfers between
nodes with simulated real-time delays, representing a real
network.

We deployed the rebalance execution contract on the
Ethereum test network, focusing on the on-chain costs in-
curred by running the Split protocol, which are the fees
paid to miners during contract interaction. On Ethereum,
this is computed in gas. We set the gas price at 20 Wei (as
of June 2022). Due to Ethereum’s price fluctuations, we
use the exchange rate of 600 USD per Bitcoin as of June
2022. The cost of the contract depends on the amount
of data and the complexity of contract calls, categorized
by each program and differentiated based on initiators
and responders. The execution costs of Split are shown
in Table 1. Registering participants in their initial state
requires 26k gas for the initiator and 16k gas for the re-
sponder. The initiator of a binding, which is the imbal-
anced node, needs to pay a binding cost of 326k gas. The
Split.rebalancing program needs to execute multiple Res,
thus consuming more gas. Unbinding can be initiated by
any user in the rebalancing collection. When all user be-
haviors are honest, the cost of Split is acceptable, with
the most expensive operations for both the initiator and
the responder costing less than 330k gas.

5.2 Experimental Design

Topology. To simulate the payment channel network
as realistically as possible, we base our topology on the
Lightning Network,which is one of the deployed payment
channel networks in the real world. We crawled complete
network channel data for March 2023 from the Lightning
Network data website (Amboss.space), including network
topology and channel capacities. Considering the com-
plex situation of multiple channels between nodes, we sim-
plified by merging these channels and aggregating their
balances. Ultimately, we obtained a network contain-
ing 14,102 nodes and 38,633 channels. Similar to refer-
ence [32], we used a snowball sampling method starting

from the highest degree nodes, filtering out 761 nodes and
1,158 channels. Figure 5 displays the distribution of to-
tal balances across 1158 channels. It is evident that the
majority of channels have total balances ranging from 0
to 3 BTC, with only a very few channels having balances
exceeding 3 BTC. Due to the privacy protection design
of the Lightning Network, we cannot access the fund al-
location at each end of the channel. Therefore, this study
simulated the network state under real conditions by gen-
erating random numbers within the (0, Ci, j) range to sat-
isfy Equation (1). The randomly generated channel fund
distribution is shown in Figure 6.

Figure 5: Channel capacity statistics

Figure 6: Scatterplot of channel funding distribution

The scatter plot distribution shown in Figure 6 reveals
that only a very small number of channels exhibit funds
distributed in the most ideal state (imbalance degree=
0). Most channels are in an unbalanced state, with many
channels’ imbalance degrees approaching the scale of 1.
Off-chain payments simulation. For receiving and
sending, we considered both uniform and skewed distri-
butions as typical scenarios. However, users paying with
equal probability does not apply to real scenarios and
fails to highlight the advantages of on-demand allocation
in this scheme. Therefore, inspired by [32], we randomly
sampled senders and receivers from independent exponen-
tial distributions. A greater skewness in the distribution
indicates a higher probability of payment.
Transaction. Since off-chain transactions are privately
maintained between nodes, it is not possible to collect
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Table 1: The gas cost for executing the Split

Transaction Load Split.setup Split.Bind Split.rebalancing Split.Unbind
Initiator 26893 326893 562734 264095

Responderr 16893 0 135482 115843

historical transaction data from the Lightning Network.
Therefore, we use the transaction dataset provided in
the literature [9], which randomly samples based on Bit-
coin trajectories from 2021-03-01 to 2021-03-31.This work
has already filtered out large transactions unsuitable for
off-chain, so we only need to randomly sample from it.
Finally, the average, maximum, and minimum values of
the transaction load distribution (about 1.8 million) were
285,085,868sat, 1,244,088,945sat, and 375,120sat.
Routing. We use the single-path shortest path first al-
gorithm, Dijkstra, as the routing algorithm, meaning that
each transaction uses the path with the fewest hops be-
tween the sender and the receiver.

5.3 Evaluation Indicators

When evaluating the performance of different rebalancing
strategies, we selected six key metrics to ensure compre-
hensive and accurate assessment.

1) Success rate: The ratio of the number of successful
transactions to the total number of generated trans-
actions. A transaction is considered successful only
when all sub-transactions reach their recipients.

2) Success Volume: The total amount of all successful
transactions.

3) Shifted tokens: The total number of shifted tokens
in one rebalancing operation. A higher number of
shifted tokens indicates a better rebalancing effect.

4) Running times: Assesses the time required for an
effective rebalancing operation. Shorter execution
times indicate higher method efficiency.

5) Skew Level: An important indicator for assessing
network health, it calculates the percentage of unbal-
anced channels in the network. (A channel is consid-
ered imbalanced when the imbalance degree exceeds
70%.)

5.4 Analysis of Results

5.4.1 Transaction Load

Figure 7 compares the performance of three rebalancing
strategies, Split, Revive [14], and Shaduf [9], in improv-
ing success rate and total successful transactions under
different transaction load levels. Here, Orgin represents
the original network state without any rebalancing oper-
ations.

(a)The number of payment demands vs. Transaction
success rates

(b)The number of payment demands vs. Transaction
success values(BTC)

Figure 7: Changes in success rate and total successful
transactions under different transaction loads

It can be seen that all three strategies to some ex-
tent improve the success rate of transactions, but there
are significant differences in their performance in enhanc-
ing success rates. As transaction volume increases, Re-
vive and Shaduf show a declining trend in success rate,
whereas Split maintains a certain stability. Specifically,
under identical payment demands, Split achieves a suc-
cess rate 26.3% to 33.4% higher than Revive and 14.7%
to 21.9% higher than Shaduf. Additionally, the total
amount of successful transactions is much higher than
other methods, significantly enhancing Split’s transaction
success rate and payment capability.

Table 2 shows the changes in channel skew levels with
increasing transaction demand after the three rebalancing
operations. As the number of transactions increases, the
flow of funds in the channels accelerates, leading to more
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Table 2: Changes in network skew levels under different transaction loads

Transaction Load 500 1000 1500 2000 Average Variation
Revive 24.67% 27.23% 30.38% 35.2% +3.25%
Shaduf 22.31% 23.43% 25.64% 28.53% +1.85%
Split 15.25% 15.8% 15.75% 16.46% +0.41%

unbalanced channels and a higher probability of chan-
nel depletion. The average skew levels for each group
increased by 3.25% and 1.85% for Revive and Shaduf,
respectively. In contrast, Split only increased the aver-
age channel change by 0.41%, demonstrating that this al-
gorithm more evenly distributes channel funds, ensuring
channel stability and durability under higher loads.

5.4.2 Network Size

We randomly remove some nodes from the network, each
removing 50 as a group, and each group removes 50, 100,
150, 200, 250 nodes in turn, the last of which results in five
network topologies of different sizes. Observe the changes
in the success rate and the total number of successful
transactions of the three rebalancing schemes, Split, Re-
vive, and Shaduf, under different network sizes.

Figure 8 demonstrates the effect of network size, where
the success rate decreases slightly as the network size in-
creases. This is due to the fact that in a larger network,
the payment path between two random nodes becomes
longer, increasing the probability that the intermediate
channel will be depleted of funds. It is particularly note-
worthy that, compared to the other two schemes, Revive
is more significantly affected by network size, with a de-
crease of about 17.6%. This is because Revive can only
perform rebalancing within loops. Although the likeli-
hood of loops increases with the network size, this is far
from sufficient to support payments over long paths in
large-scale networks. In contrast, Split is not restricted
by network topology, and also overcomes the condition of
limited balancing funds of weak channels. As a result, its
success rate and total successful transactions remain rela-
tively stable with changes in network size, with a decrease
of only 2.14%.

When the maximum channel budget d increases, Re-
vive takes a considerable amount of time to run. To
accurately estimate the time consumption of the three
algorithms, we chose to run them on a small-scale net-
work. Figure 10 shows that the average running time of
three rebalancing algorithms increases with the network
size. Revive exhibits an exponential growth trend, with
the average time to find the optimal solution approach-
ing 7 seconds, making it impractical for real-world ap-
plications due to the immense computational cost. Split
grows linearly and has a higher time loss than Shaduf, and
this gap increases gradually as the network size increases.
This is because Split divides the balance amount into
multiple parts, increasing the computational load during
the decision-making process, which inevitably extends its

time complexity.

5.4.3 Frequency of Rebalancing Implementation

This paper sets five groups with different rebalancing ex-
ecution frequencies within ten minutes, namely 5, 10, 15,
20, and 25. The variations in success rates and network
skew levels of the three schemes under different rebalanc-
ing frequencies were analyzed.

Figure 9(a) illustrates the fluctuations in network skew
levels under different rebalancing frequencies. The hori-
zontal axis represents the number of rebalancing execu-
tions within ten minutes. It can be observed that the more
frequent the rebalancing executions, the lower the channel
imbalance levels. With frequent rebalancing, Split gradu-
ally stabilizes the channel imbalance levels at a relatively
low value without further significant declines, indicating
that the network balance reaches saturation. However,
more rebalancing executions are not always better. Figure
9(b) indicates that when the execution frequency reaches
20 times within ten minutes, the success rates of all three
schemes decline to varying degrees. This is because ex-
ecuting rebalancing requires freezing the channels for a
certain period, interrupting their operation.

Table 3: Comparison of the number of tokens transferred
in networks with different skew levels

Skew Level 25% 20% 15% 10%
Revive 0.733 0.573 0.383 0.212
Shaduf 0.964 0.863 0.734 0.674
Split 1.342 1.213 1.162 1.081

In Table 3, the experiment sets up five networks with
different skew levels (with unchanged network topology)
to observe the number of shifted tokens during one round
of execution for each method. As the skew level decreases,
the number of shifted tokens also decreases. The reason
is that lower skew levels result in fewer unbalanced chan-
nels, and thus fewer tokens are needed for rebalancing.
Specifically, Split transfers more tokens than Revive and
Shaduf at the same skew level, indicating better rebal-
ancing effect. As the rebalancing demand decreases, the
fluctuations of the shifted tokens for Revive range from
0.154 to 0.196, for Shaduf from 0.058 to 0.131, and for
Split from 0.029 to 0.075, showing that Split is far more
stable than the other two strategies.
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(a)Network size vs. Transaction success rates (b)Network size vs. Transaction success values(BTC)

Figure 8: Changes in success rates and total successful transactions at different network sizes

(a)Rebalance frequency vs. Skew level (b)Rebalance frequency vs. Transaction success rates

Figure 9: Changes in success rate and skew level at different rebalancing execution frequencies

Figure 10: Runtime of the algorithm

6 Conclusions

This paper proposes Split, a new split multi-channel re-
balancing scheme. We introduce the concept of payment
task queues, which consider both queue length and imbal-
ance degree to select adjacent channels with lower utiliza-
tion and larger balance deviations. Additionally, to make
rebalanced channels more durable, we use minimal chan-
nel probability loss to split rebalancing amounts, ensuring

each channel is used reasonably. We conducted simulation
experiments on a real Lightning Network topology, and
the results indicate that compared to two existing rebal-
ancing schemes, Split demonstrates superior performance
in success rate, total successful transactions, and skew
level. We have built a reliable and efficient rebalancing
platform for imbalanced nodes in the network, enhancing
the transaction efficiency of off-chain payments and im-
proving the scalability of the PCN to support more users
and transaction volume.

However, while Split significantly enhances the pay-
ment capability of payment channels, there are still some
unresolved issues. Dividing a complex rebalancing pro-
cess into several simpler sub-balances in this paper in-
creases computational complexity in the decision-making
process, which is not ideal in terms of time complexity
performance. Moreover, frequent channel freezing for re-
balancing may interrupt the normal operation of the net-
work. Furthermore, in the current work, we only consider
the performance of Split in single-path payments. There-
fore, future work is summarized as follows:

� Optimize Split’s Channel Selection and Balance
Amount Split algorithms to reduce time consump-
tion, and evaluate Split’s runtime and transaction
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success rate under different parameter values M and
S to find an optimal parameter range.

� How to use current and future transaction loads as
parameters to determine when to trigger rebalancing,
thereby making better triggering decisions to ensure
a low probability of interruption.

� Due to the atomicity of multipath routing, where
each transaction atom must follow a specified path
to reach the target node to be considered successful,
the performance of Split combined with multipath
routing needs further research.
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