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Abstract

Existing privacy protection methods for blockchain trans-
actions achieve strong privacy without revealing any in-
formation but are challenging to regulate. To address the
problem of simultaneous privacy and regulation, a regu-
latable privacy protection scheme for transactions based
on consortium blockchain is proposed. The scheme is de-
ployed on the consortium blockchain, red using group sig-
nature and one-time random address to hide the identity
information of both parties in the transaction, using ho-
momorphic encryption and zero-knowledge proof to en-
crypt the transaction amount, and realizing the legiti-
macy verification of the transaction amount. In order to
avoid the abuse of rights, audit nodes, and tracking nodes
are introduced to play the role of regulatory nodes. The-
oretical analysis and experimental results show that the
scheme has strong privacy and reliability and reasonable
computational overhead.

Keywords: Blockchain; Homomorphic Encryption; Pri-
vacy Protection; Regulable; Zero-knowledge Proof

1 Introduction

As a distributed ledger-sharing technology, blockchain is
decentralized, tamper-proof, traceable, and jointly main-
tained by multiple parties [2,11], which can reduce trans-
action costs and establish trusted value transfer between
peers. The features of blockchain make it widely used in
industries such as finance, energy, the Internet of Things,
and healthcare [1, 21]. Public blockchain, consortium
blockchain, and private blockchain [6, 30] are the three
main application scenarios of blockchain at present. Pub-
lic blockchain does not restrict the joining or withdrawal
of nodes, while only specific authorized nodes can join in
private blockchain and consortium blockchain. The con-
sortium blockchain is a blockchain managed by multiple
institutions, and the data in the chain is only allowed to
be read and recorded by member nodes, which stream-
lines the number of access nodes and bookkeeping nodes

and improves the efficiency of transaction processing and
platform operation. Therefore, the consortium blockchain
is mainly an institution-to-institution specific application
and is widely used in the fields of commodity traceability,
supply chain management, and asset trading.

However, the ledger on the blockchain is publicly
stored, and the data records and operation rules can be re-
viewed and traced by the nodes of the whole network with
high transparency. While this storage method brings con-
venience, it also causes the risk of user privacy leakage to a
certain extent [17]. Attackers can effortlessly obtain these
transaction data exposed on the blockchain [15, 28] and
maliciously mine users’ transaction habits, transaction
rules, and other information through big data analysis
technology, which seriously threatens users’ personal in-
formation. The data publicly available on the blockchain
is both the user’s personal privacy information and the
core confidential data of the organization.To further en-
sure the privacy of transaction data on the blockchain,
there have been some studies [3, 19] to hide the public
data on the chain through cryptographic techniques such
as coin mixing mechanisms and ring signatures, which in-
crease the difficulty of data analysis. However, the strong
privacy protection strategy leads to unregulated transac-
tions on the blockchain, which invariably builds a solid
protection barrier for various illegal and criminal activi-
ties, so that blockchain gradually degenerates into a tool
for underground money laundering, tax evasion, extor-
tion, and illegal transactions.Therefore, there is an ur-
gent need for a blockchain transaction method that can
balance privacy and regulation.

Aiming at the above problems, this paper proposes
a regulatable privacy protection scheme for transactions
based on consortium blockchain using group signature,
one-time random address, Paillier homomorphic encryp-
tion and Bulletproof zero-knowledge proof. It not only
realizes the privacy protection of the identity informa-
tion of both parties of the transaction and the transaction
amount but also enables the transaction amount to be in
the legal positive value interval and circumvents the ap-
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pearance of negative value. In order to avoid the abuse of
rights, the regulatory nodes have audit nodes and tracking
nodes together to realize the regulation of the transaction
process.

The remainder of this paper is organized as follows.
Section 2 describes the research work related to pri-
vacy protection of blockchain transactions, Section 3 de-
scribes the blockchain technology and related crypto-
graphic knowledge used in this paper, Section 4 describes
the scheme, Section 5 describes the specific implementa-
tion of the scheme, Section 6 provides theoretical analysis
and experimental validation of the scheme, and Section 7
concludes the paper.

2 Related Works

Privacy issues on the blockchain include two main com-
ponents: user identity privacy and transaction content
privacy [25,31]. User identity privacy in cryptocurrencies
is achieved through pseudonyms, but pseudonyms do not
lead to anonymity if a user’s transactions are linkable,
and UCoin [22] mixes transactions from multiple users
into a single aggregated transaction to complete, break-
ing the linkability between transaction input and output
addresses. Using pseudonyms alone does not fully en-
sure anonymity and unlinkability, SofitMix [27] relies on
a hybrid server that not only achieves anonymity in a
Bitcoin-compatible manner but is also effective against
DoS attacks and collusion attacks. Complete anonymity
using the ring signature technique can guarantee the pri-
vacy of user identity in blockchain [16, 32], but complete
anonymity cannot be traced to malicious users. Group
signatures [9, 14, 29] not only have good anonymity, but
also group managers can track specific signature users,
which protects the privacy of user identity while regu-
lating the transaction behavior on the blockchain. The
above methods are effective in achieving the concealment
of transaction user identity, but ignore the concealment
of transaction amount.

The symmetric key in QSHE [4] is generated by the
transaction participants using the Diffie-Hellman key ex-
change protocol to generate a specific transaction key
to hide the transaction amount in the cryptocurrency.
Dumb Account [26] uses Paillier homomorphic encryp-
tion algorithm to achieve the hiding of the transaction
amount and verifies the ciphertext amount by a com-
mitment proof. Zero-knowledge proofs prove the cor-
rectness or incorrectness of an assertion without reveal-
ing any other information. Efficient non-interactive zero-
knowledge proofs are constructed based on a homomor-
phic public key encryption scheme on account model
blockchain [20], which not only hides the transaction
amount and balance information but also ensures the va-
lidity of the transaction. Based on homomorphic encryp-
tion, Li [13] proposed a blockchain privacy-preserving al-
gorithm that can both encrypt transaction data and sup-
port zero-knowledge proofs. Smart contracts are com-

bined with zero-knowledge proofs [8] to verify the con-
sistency and availability of data without revealing any
data privacy. These schemes have achieved some results
in achieving transaction amount hiding and verification,
but privacy during transactions is more than just trans-
action amount information.

Zerocoin uses zk SNARK zero-knowledge proof tech-
nology [23], which allows complete hiding of informa-
tion such as the two parties and the transaction amount.
BlockMaze [10], together with the double balance model,
achieves strong privacy protection by hiding the account
balance, the transaction amount, and the link between
the sender and the receiver. Ring-secret transaction pro-
tocols [12] are widely used in cryptocurrencies to protect
the privacy of user identities and transaction amounts,
but the expensive computation and storage costs reduce
the performance of the system. Aggregated ring-secret
transactions [7] construct a compact aggregated signa-
ture for multiple accounts of the sender that can linearly
reduce the signature size. The MimbelWimble protocol
and aggregated signatures to achieve privacy protection
for blockchain transactions [5], but the interaction be-
tween the two parties of the transaction needs to be on-
line, which is not convenient in practice. Monero [18] pro-
vides a high degree of user and transaction anonymity,
but many criminal activities may be carried out under
the anonymity protection of cryptocurrency transactions.
Therefore traceability is particularly important in cryp-
tocurrencies.

In summary, most of the existing research proposals fail
to take into account both the anonymity and traceability
of blockchain systems.

3 Preliminaries

3.1 Consortium Blockchain

Blockchain is a decentralized infrastructure and dis-
tributed computing paradigm that incorporates multiple
technologies. Blockchain systems can be divided into two
categories: licensed and unlicensed blockchain, depend-
ing on whether new nodes need authorization and au-
thentication. Unlicensed blockchain, also known as pub-
lic blockchain, is completely open and each node is free
to join or exit the network without the need for any-
one to grant permission or authorization. The licensed
blockchain means that each node in the participating sys-
tem is licensed, and unauthorized nodes are not allowed to
access the system. Licensed blockchain is further divided
into consortium blockchain and private blockchain [30].
Where private blockchain is completely private, and only
designated members have ledger read and write access;
consortium blockchain is between the public and private
blockchain and is a kind of polycentric or partially decen-
tralized blockchain. Multiple organizations form a stake-
holder alliance to jointly maintain the healthy operation
of the blockchain. The consortium blockchain is widely
welcomed in various industries because it combines the
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openness and low trust of the public blockchain and the
privacy protection and single high trust of private chains.

3.2 Group Signature

Group signatures extend signatures to the group envi-
ronment, allowing group members to generate valid sig-
natures on messages in the name of the group that can
only be verified as having been generated by a member of
the group, and cannot be specifically identified to a spe-
cific member. When a signature is disputed, the group
manager can open the group signature to determine the
specific identity information of the signer.

The group signature used in this paper is an improve-
ment of the SM9-based multi-KGC group signature pro-
posed by Yang et al [29]. Unlike it, this paper uses the
group manager and the tracking nodes to negotiate to
generate the key, and the identity information of the nodes
is kept by the group manager, which no longer sets mul-
tiple independent KGCs, reducing the number of partici-
pants and simplifying the transaction process.

3.3 One-Time Random Address

Cryptonote uses a one-time public-private key pair to con-
struct a one-time random address to hide from the trans-
action receiver. The sender generates a one-time random
address for this transaction based on the permanent pub-
lic key address of the receiver. Since the selection of ran-
dom numbers is random, the address generated for each
transaction cannot be repeated even for the same receiver,
breaking the correlation between different transactions of
the receiver.

The one-time random address is described as follows:

Parameter settings: G is a base point on the elliptic
curve, p is its prime order; Hs is a cryptographic hash
function. Assume that the permanent public key ad-
dress of the transaction re ceiver is (A,B), and the
permanent private key address is (a, b); where A=aG,
B=bG; a is stored jointly by the tracking nodes and
the transaction receiver as a tracking key, and b is
stored individually by the transaction receiver as a
unique key.

One-time random address generation: The trans-
action sender selects a random number r ∈ [1, p− 1],
calculates R=rG, calculates the one-time random
address Address = Hs (rA)G + B, broadcasts R
and Address.

Authentication: The receiver uses the private key a
and the public key B to compute Address′ =
Hs (aR)G + B, and if Address=Address’, the au-
thentication passes.

One-time private key calculation: The receiver uses
the private key (a, b) to calculate the corresponding
one-time private key d = Hs (aR) + b.

3.4 Paillier Homomorphic Encryption

Paillier homomorphic encryption algorithm is a proba-
bilistic public key encryption algorithm. The advantage
is that it is simple, easy to implement, and satisfies ad-
ditive homomorphism and number multi-plication homo-
morphism, which is also known as the semi-homomorphic
encryption algorithm. With the Paillier homomorphic
encryption algorithm, the ciphertext information of the
transaction amount and account balance can be added
without decryption to verify the legitimacy of the trans-
action amount.

The Paillier homomorphic encryption algorithm is as
follows:

Key Generation: KeyGen → (PK,SK). Randomly
select two large prime numbers p, q to satisfy
gcd (pq, (p− 1) (q − 1)) = 1; calculate n=pq, λ =
lcm (p− 1, q − 1), where lcm denotes the least com-
mon multiple; randomly selected integers g ← Z∗

n2 ,
define the function L (x) = x−1

n , calculate µ =(
L
(
gλ mod n2

))−1
mod n; This generates the pub-

lic key PK = (n, g), the private key SK = (λ, µ).

Encryption process: Encrypt (m,PK)→ cm. Enter a
plaintext message m and the public key PK, select
a random number r ∈ (0, n), and output ciphertext
cm = gmrn mod n2.

Decryption process: Decrypt (cm, SK) → m. Enter
the ciphertext cm and the private key SK , output
plaintext m = L

(
cmλ mod n2

)
µ mod n.

3.5 Zero-Knowledge Proof

In a zero-knowledge proof, the prover can convince the
verifier that an assertion is correct without providing any
information to the verifier. A zero-knowledge proof is
essentially an agreement involving two or more parties,
i.e., a series of steps that two or more parties need to take
to complete a task.

Bulletproofs is a range proof designed using the in-
ner product method, which has a short proof time and
does not require a confidential set. Bulletproofs zero-
knowledge proof algorithm uses a ”range proof” approach
to prove that the amount of the transaction is within
a given positive value interval, avoiding negative values,
which is also essential to verify the legitimacy of the trans-
action. It relies on Pedersen commitments to hide secret
inputs and provide computational integrity checks.

4 Description of Privacy Protec-
tion Methods for Regulated
Transactions

4.1 Node Composition

The privacy protection method for regulated transactions
uses a consortium blockchain based on the account model,
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which is similar to the storage model of banks and is
more efficient and intuitive, and prevents replay attacks
through the nonce field. As shown in Figure 1, the scheme
mainly consists of three types of nodes: group manager
(GM), user nodes (UN), and regulatory nodes (RN).

1) Group manager: Combining consortium chains with
the concept of groups in group signatures, a group
manager is set up for the consortium chain, which
is responsible for managing the joining and exiting
of user nodes, updating the revocation list, and dis-
tributing relevant keys. In order to prevent a single
group manager from committing evil, the group key
pair is generated by the tracking nodes and the group
manager together in the key distribution phase.

2) User nodes: User nodes are the main participat-
ing nodes in the transaction process, consisting of
the transaction sender (TS) and transaction receiver
(TR). When a transaction is conducted between user
nodes, TS generates transaction information using
techniques such as group signature, one-time ran-
dom address, Paillier homomorphic encryption and
Bulletproof zero-knowledge proof, and packages it for
uploading to the chain by the Raft consensus algo-
rithm.

3) Regulatory nodes: Regulatory nodes do not partici-
pate in the transaction process, but can regulate the
transaction behavior, mainly responsible for verify-
ing the legitimacy of the transaction, tracking the
illegitimate transaction information, as well as pack-
aging the legitimate transaction hash on the chain.
In order to prevent the regulatory nodes from hav-
ing too much power and to avoid the phenomenon of
power abuse, there are audit nodes (AN) and track-
ing nodes (TN) together to form the regulatory nodes
to regulate the transaction information.

4.2 Implementation Processes

A regulatable privacy protection scheme for transactions
based on consortium blockchain adopts group signature,
one-time random address, Paillier homomorphic encryp-
tion and Bulletproof zero-knowledge proof to realize the
privacy protection of the identity information of both par-
ties of the transaction and the transaction amount. In
order to avoid the abuse of rights, the regulatory nodes
have audit nodes and tracking nodes together to realize
the regulation of the transaction process, and the imple-
mentation processes of the method is shown in Figure 2.

In the transaction between user nodes, TS first sends
a request to GM to join the consortium chain, GM ver-
ifies the legitimacy of its identity, agrees to TS’s request
to join the chain, records its identity information, and
generates a group key pair for TS in collaboration with
TN; TS generates a one-time random address of TR, and
at the same time, broadcasts the encrypted transaction
amount to the blockchain after the group signature, which

is packaged and uploaded on the blockchain by the Raft
consensus algorithm; AN verifies the legitimacy of the
transaction, if it passes the verification, the transaction is
legitimate, hashes the legitimate transaction block on the
blockchain, and updates the account balance information
of both parties to the transaction; otherwise, it is an ille-
gitimate transaction, and sends a request for tracking the
transaction to TN, which receives the request, and traces
the identities of both parties to the transaction through
the tracking key and other information.

5 Design of Privacy Protection
Methods for Regulated Transac-
tions

5.1 System Initialization

5.1.1 Initialization parameters

Input safety factor λ, output the initialization parameters
of the system pp = {λ, g1, g2, g, h,G1, G2, GT , H1, H2},
G1 and G2 are additive cyclic groups, GT is a multiplica-
tive cyclic group, the orders of G1, G2 and GT are all
large prime numbers N, g1 and g2 are the generators of
groups G1 and G2 respectively, g, h ∈ GT , H1 and H2 are
derived cryptographic functions of the hash function.

Initialize an empty undo list RL, used to store the undo
tag of the undo user.

5.1.2 User registration application

The transaction sender TS submits a registration applica-
tion to the group manager GM, who verifies the identity
of TS and agrees to its application to join the group and
records the identity information IDTS of TS. The group
manager GM and the tracking nodes TN agree on the
master key ks ∈ [1, N − 1], then the master public key is
Ps = ks · g2, namely the master key pair (ks, Ps).

Group logo IDG = IDGM ∥ IDTN ,where IDGM and
IDTN are the identity information of the group manager
and the tracking nodes, respectively.

Calculate t1 = H1 (IDTS ∥ hid,N) + ks, d1 = ks · t−1
1 ,

and get TS’s private key dsTS = d1 · g1;
Calculate t2 = H1 (IDG ∥ hid,N) + ks, d2 = ks · t−1

2 ,
and get the group private key dsG = d2 · dsTS .

The group key pair of TS is (dsTS , dsG, IDTS , IDG).

5.2 User Nodes Generate Transactions

5.2.1 Zero-knowledge proof generation

TS generates zero-knowledge proofs that enable the au-
dit nodes to verify m ∈ [0, 2n − 1] without revealing the
transaction amount m.

Construct aL, aR so that they satisfy ⟨aL, 2n⟩ = m,
aR = aL − 1n; construct a commitment Ca = hαgaLhaR

of aL, aR;
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Figure 1: Node composition of privacy protection methods for regulated transactions
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Figure 2: Implementation processes of privacy protection methods for regulated transactions
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Randomly selected blind factors sL, sR, construct a
commitment Cs = hρgsLhsR of sL, sR;

y = H1 (Ca, Cs) (1)

z = H1 (Ca, Cs, y) (2)

Randomly selected τ1,τ2, construct commitments
Cτi = gtihτi , i ∈ {1, 2} of τ1,τ2;

x = H2 (Cτ1 , Cτ2 , z) (3)

l (x) = (aL − z · 1n) + sL · x (4)

r(x) = (aR + z · 1n + sR · x) ◦ yn + z2 · 2n (5)

t (x) = ⟨l (x) , r (x)⟩ = t0 + t1 · x+ t2 · x2 (6)

τ (x) = τ2 · x2 + τ1 · x+ z2 · r (7)

where is randomly selected and r ∈ Zp;
Calculate µ = α + ρ · x, and generate a commitment

on m as Cm = grhm;
From this, zero-knowledge proves that

η = {τ (x) , µ, t (x) , l (x) , r (x) , Cm} (8)

5.2.2 Group signature generation

TS will compose a transaction message list MTX =
{Address, cm, c△m, cM , η} with the one-time random
address Address, zero-knowledge proof η, transaction
amount cipher cm, post-transaction account cipher c△m

and pre-transaction account cipher cM , and perform
group signature on the transaction message list MTX .

Calculate gs = e (g1, Ps), randomly selected r1, r2 ∈
[1, N − 1], w = gr

2

s ;

hTX = H2 (MTX ∥ w,N) (9)

S1 =
(
r−1
1

)
(r2 − hTX) · dsTS (10)

S2 =
(
r−1
1

)
(r2 − hTX) · dsG (11)

h1 = H1 (IDTS ∥ hid,N) (12)

PTX = (h1 · g2 + Ps) · r1 (13)

Get the group signature of TS for MTX :

Sign = (hTX , PTX , S1, S2) (14)

The transaction information after th group signature
is broadcasted to the blockchain, and the Raft consensus
algorithm packages the transaction on the chain.

5.3 Regulatory Nodes Regulate Transac-
tions

5.3.1 Transaction legitimacy verification

Audit nodes verify the legitimacy of transactions on the
chain, including transaction identity legitimacy verifica-
tion and transaction amount legitimacy verification.

1) Transaction identity legitimacy verification

The audit node AN verifies the transaction informa-
tion on the blockchain to see if the signing user is a
member of the group IDG.

Calculate h2 = H1 (IDG ∥ hid,N), P2 = h2 · g2+Ps,
u1 = e (S2, P2), u2 = e (S1, Ps), and determine if u1

and u2 are equal. If they are not equal, the verifi-
cation does not pass. If equal, continue the calcu-

lation u = e (S1, PTX), gs = e (g1, Ps), t = g
h
′
TX

s ,

w
′
= u · t, hTX = H2

(
M

′

TX ∥ w
′
, N

)
; determine if

h
′

TX and hTX are equal, If they are equal, the mes-
sage is proven to have been signed by a member of the
group IDG, and the identity of the sender is verified.

2) Transaction amount legitimacy verification

AN uses the additive homomorphism of Paillier ho-
momorphic encryption to verify that the account bal-
ance information before the transaction sender TS
transaction is equal to the sum of the amount of the
transaction and the account balance information af-
ter the transaction, namely cM

?
= cm + c∆m.

AN verifies the zero-knowledge proof η and deter-
mines whether the transaction amount m is within a
positive value range.

Determine gt(x) · hτ(x) ?
= Cz2

m · gCs · Cx
τ1 · C

x2

τ2 ;

According to aL, aR, sL, sR generated commit-
ment Ca, Cs, generated commitment Cp = Ca ·

Cx
s · g(−z) ·

(
h

′
)z·yn+z2·2n

of l (x), r (x), where h
′
=(

h1, h
y−1
2 , hy−2

3 , · · · , hy−n+1
n

)
;

Determine Cp
?
= hµ · gl(x) ·

(
h

′
)r(x)

, t (x)
?
=

⟨l (x) , r (x)⟩;

If all the above judgments are correct, the transaction
amount m sent by TS is legitimate.

5.3.2 Illegitimate transaction tracking

When the AN verifies that at least one of the transaction
identity and the transaction amount is illegal, it sends a
transaction information tracking request to the tracking
nodes TN. The TN can track the identity information of
the two parties of the transaction through the information
it holds such as the tracking key, and is able to find out
the irregularities of the user nodes quickly.
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1) Tracking of the transaction sender. When TN wants
to verify the source of the group signature informa-
tion, TN makes an application to the group manager
GM to open the group signature, GM verifies the
identity of TN, encrypts the held user identity in-
formation IDTS with the master public key Ps, TN
decrypts it with the master key ks, obtains the user
identity information IDTS , calculates the user pri-
vate key dsTS , and thus traces the real identity in-
formation of the signed user.

2) Tracking of the transaction receiver. TN calculates

Address
?
= Hs (a ·R) ·G + B by the tracking key a.

If the equation holds, the one-time random address
generated for this transaction is based on the ad-
dress of the TR, which traces the information of the
receiver of this transaction; if the equation does not
hold, the identity of the receiver of the transaction is
uncovered.

5.4 System Maintenance

The system maintenance phase consists of two main parts:
the revocation of group members and the updating of the
books of both parties to the transaction.

When a user wants to quit the group voluntarily, or is
kicked out of the group due to illegal actions, the group
manager GM performs a revocation operation, adds the
user’s identity and private key information to the revo-
cation list RL, records it as a ”revoked flag”, and then
issues a new revocation list RL.

When the AN verifies that both the transaction iden-
tity and the transaction amount are legitimate, the legiti-
mate transaction block hash is packaged and uploaded to
the chain through the Raft consensus algorithm, and at
the same time, it updates the account balance informa-
tion of the transaction sender and the transaction receiver
in the local database.

6 Scheme Analysis and Validation

6.1 Security Analysis

6.1.1 Anonymity

A scheme is said to be anonymous if the advantage
AdvA (A) of winning in game Game1 for any probabilistic
polynomial time attacker A is negligible.

The anonymity of the scheme is described using the
following game Game1 between the challenger C and the
attacker A. The attacking game consists of the following
five phases.

Initial phase: C runs the system to build the algorithm,
enters the safety factor λ, and sends the output sys-
tem parameters pp to A.

Query phase: A executes the following queries with
polynomial boundedness.

1) Key pair query: A selects a user identity u1

and requests a public-private key pair from C.
C runs the setup public-private key pair gen-
eration algorithm to generate the correspond-
ing public-private key pair (PKu1 , SKu1), and
sends it to A.

2) Public key query: A selects a user identity u2

and requests a public key from C. C runs the
setup public key generation algorithm to gen-
erate the corresponding public key PKu2

and
sends it to A.

Challenge phase: A stops the query phase, selects a
public key query to get the public key PK

′

u, and
sends it to C. C chooses any β ∈ {0, 1}, and calcu-

lates σ =
(
PK

′

u, Rβ , Addressβ

)
.

Re-query phase: A may continue to execute polynomi-
ally bounded queries, but may not query the public
key PK

′

u against the corresponding private key SK
′

u.

Guessing phase: A outputs a β
′
, if β

′
= β, then A wins

the game Game1. where the advantage of A winning

the game Game1 is AdvA (A) =
∣∣∣Pr

[
β = β

′
]
− 1

2

∣∣∣.
6.1.2 Unforgeability

Under adaptive message selection and marking attacks, a
scheme is said to be unforgeable if the probability of an
attacker A winning in game Game2 at any probabilistic
polynomial time is negligible.

The unforgeability of the scheme is described using the
following game Game2 between the challenger C and the
attacker A. The attacking game consists of the following
four phases.

Initial phase: C runs the system to build the algorithm,
enters the safety factor λ, and sends the output sys-
tem parameters pp to A.

Attack phase: A performs a polynomially bounded
adaptive query similar to the one in the gameGame2.

Forgery phase: A forges the group key pair(
ds

′

u, ds
′

G, ID
′

u, IDG

)
of user u and uses this key pair

to perform group signature Sign =
(
hm, Pm, S

′

1, S
′

2

)
on the message m.

Verification phase: C runs the verification algorithm to

verify that u1 = e
(
S

′

2, P2

)
and u2 = e

(
S

′

1, Ps

)
are

equal, If u1 = u2, then A wins in the game Game2;
otherwise, A fails in the game Game2.

Since A has no access to the system master key ks, the
probability that u1 and u2 are equal is extremely small
and can be ignored, so this scheme can resist the unforge-
able attack.
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6.2 Traceability Analysis

6.2.1 Tracking of the transaction sender

Tracking Nodes TN applies to the group manager GM to
open the group signature, and the GM verifies the iden-
tity of TN and sends the encrypted group membership
information CID to TN using the master public key Ps,
namely Encrypt ((ID1 · · · IDTS · · · IDn) , Ps)→ CID.

TN uses the master key ks agreed with the GM to
decrypt and obtain the plaintext identity information
of the group members, namely Decrypt (CID, ks) →
(ID1 · · · IDTS · · · IDn).

Calculates h1 = H1 (IDTS ∥ hid,N), P1 = h1 · g2+Ps;
h2 = H1 (IDG ∥ hid,N), P2 = h2 · g2 + Ps;

u3 = e (S1, P1)

= e
((
r−1
1

)
(r2 − hTX) · dsTS , h1 · g2 + Ps

)
= e

((
r−1
1

)
(r2 − hTX) · d1 · g1, (h1 + ks) · g2

)
= e (g1, g2)

(r−1
1 )(r2−hTX)·ks·(h1+ks)−1(h1+ks)

= e (g1, g2)
(r−1

1 )(r2−hTX)·ks

u1 = e (S2, P2)

= e
((
r−1
1

)
(r2 − hTX) · dsG, h2 · g2 + Ps

)
= e

((
r−1
1

)
(r2 − hTX) · d2 · d1 · g1, (h2 + ks) · g2

)
= e (g1, g2)

(r−1
1 )(r2−hTX)·ks·(h2+ks)−1·d1·(h2+ks)

= e (g1, g2)
(r−1

1 )(r2−hTX)·ks·d1

namely, u1 = ud1
3 = u

ks·(h1+ks)−1

3 =

u
ks·(H1(IDTS∥hid,N)+ks)−1

3 .
Therefore, the identity of the sender of the transaction

can be traced.

6.2.2 Tracking of the transaction receiver

TN according to the tracking key a and public key B of
TR, calculates Address

′
= Hs (aR)G+B,

The one-time random address during the transaction
is

Address = Hs(rA) ·G+B

= Hs(r · aG) ·G+B

= Hs(aR) ·G+B

namely, Address = Address
′
.

Therefore, the identity of the receiver of the transaction
can be traced.

6.3 Performance Analysis

6.3.1 Performance comparison

The privacy protection methods for regulated transac-
tions proposed in this paper is compared with the existing
blockchain transaction methods as shown in Table 1.

Literature [14] achieves anonymity and regulability of
the identities of both parties to a transaction by improv-
ing on group signatures, but it does not provide privacy

protection for the transaction amount. Literature [26]
uses Paillier homomorphic encryption to hide the trans-
action amount, but it creates an additional account for
receiving the transaction amount and the encryption and
verification phases require i cycles, which is inefficient and
fails to satisfy the need for anonymity of the transaction
identities. Literature [24] improves CryptoNote, the un-
derlying technology of Monero, which can realize the su-
pervision of the transaction process while protecting the
privacy of the user’s identity and the privacy of the trans-
action amount, but the scheme fails to eliminate the im-
pact of the number of output addresses with consistent
transaction amounts on the efficiency of the transaction.
In this paper, group signature, one-time random address,
Paillier homomorphic encryption and Bulletproof zero-
knowledge proof and other technologies are used, not only
to realize the privacy protection of the identity informa-
tion of the two parties of the transaction and the trans-
action amount, but also in order to avoid the abuse of
the right, the regulatory node has the audit node and
the tracking node together, to realize the regulation of
the transaction process, and the scheme’s computational
overhead is relatively small.

6.3.2 Calculation Overhead

Let TE denotes the computation time overhead of ex-
ponential operation, TB denotes the computation time
overhead of bilinear pair, and TH denotes the computa-
tion time overhead of hash operation.In order to reduce
the error in the testing process, 100 experiments are con-
ducted on the system to take the average value as the ba-
sic cryptography operation time, and the operation time
is shown in Table 2, it can be seen TH < TE < TB , and
the bilinear pair operation time is much higher than other
cryptographic operation times.

Table 3 shows the computational overhead of the
scheme in this paper, and it can be seen that the com-
putational overhead of this paper is mainly concentrated
in the transaction generation and transaction verification
stages, in which the computational overhead of the trans-
action verification stage is related to the range of trans-
action amount. Although the computational overheads
of the two stages of transaction generation and transac-
tion verification are large, the computational overheads
are mostly exponential operations, and the bilinear pair
operations are relatively small, so the computational over-
heads of the scheme in this paper are relatively reasonable.
The above results are based on theoretical analysis and
not actual implementation results, which will be tested
by experiments in the next section.

6.4 Experimental Verification

The experiments were done on a virtual machine VMware
with 4GB RAM, Intel(R) Core(TM) i5-8250U CPU @
1.60GHz, and operating system Ubuntu 18.04 64-bit. The
scheme is implemented in go language, version 1.19.4, us-
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Table 1: Performance comparison between this paper and other schemes

Schemes
Transaction
identity
privacy

Transaction
amount
privacy

Identity
legitimacy
verification

Amount
legitimacy
verification

Regulability

Literature [14] ✓ Ö Ö Ö ✓
Literature [26] Ö ✓ Ö ✓ Ö

Literature [24] ✓ ✓ Ö ✓ ✓
This paper ✓ ✓ ✓ ✓ ✓

Table 2: Basic cryptographic operation time

Operation TE TB TH

Time (ms) 1.98 ms 10.08 ms 0.06ms

Table 3: The computational overhead of the scheme in this paper

Procedure Computational overhead
User registration 2TH

One-time random address generation TH

Transaction generation 15TE + TB + 5TH

Transaction verification (11 + 2n)TE + 4TB + 2TH

ing GoLand as the integrated development tool, in which
the bilinear pair mapping uses the pbc library, the Hash
algorithm uses the cryptographic hash algorithm SM3,
secp256k1 is selected as the elliptic curve algorithm, and
the NTL library is called to implement the Paillier algo-
rithm. The key steps of the system are experimentally im-
plemented in simulation, as well as tested and analyzed for
the generation verification time of the Paillier encryption
and decryption algorithm and Bulletproofs range proofs.

In the performance analysis phase, a theoretical anal-
ysis reveals a connection between the verification time
of Bulletproofs range proof and the range of the amount
proved. The secp256k1 elliptic curve algorithm is chosen,
and the range of transaction amounts is represented by an
exponent with a base of 2. The exponents are taken to be
4, 8, 16, 32, 64, and 128 for experiments to test the effect
of the size of the range of transaction amounts on the total
time overhead of performing a range proof. With an expo-
nent of 128, the range of transaction amounts has reached
a large value, which is fully sufficient for practical applica-
tions.The appropriate range of transaction amounts can
be selected based on specific application requirements,
which can result in relatively small transaction valida-
tion times. As shown in Figure 3, it can be seen that
as the range of transaction amounts increases, the time
consumed to execute a range proof increases, which con-
firms the conclusion obtained in the performance analysis
phase.

The stability of the Paillier encryption algorithm is

Figure 3: Time overhead for performing a range proof for
different transaction amount ranges
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Figure 4: Paillier encryption and decryption time and
total time overhead for different key lengths

based on the compound residual class difficulty problem,
in the case that the key length is large enough, the algo-
rithm can be secured from easy attack cracking according
to cryptanalysis theory. Since the time overhead of the
Paillier encryption algorithm is mainly in the encryption
phase and decryption phase, the settings of the system key
lengths are 64-bit, 128-bit, 256-bit, 512-bit, and 1024-bit
to test the time overhead of Paillier encryption and de-
cryption and the total time overhead of performing one
Paillier encryption and decryption, respectively. To bet-
ter reflect the overhead of Paillier encryption and decryp-
tion time and total time with different bit key lengths,
100 experiments are conducted on the algorithm, and the
data obtained from the statistics are averaged, and the
experimental results are shown in Figure 4. It can be
seen that the time overhead of encryption and decryp-
tion increases with the increase of key length, when the
key length reaches 1024-bit, the total time overhead of
executing the Paillier encryption and decryption algo-
rithm reaches 141.47ms, and the key length of 1024-bit
has reached a high order of magnitude in the application,
but in this paper the choice of 512-bit is sufficient for the
privacy and regulatory aspects of the scheme.

Simulated implementation in a virtual machine
of the five main operational steps of the scheme:
user registration(UR), one-time random address genera-
tion(OTRAG), transaction generation(TG), transaction
verification(TV), and transaction tracking(TT). Where
the key length is 1024-bit with high security factor and
the range of transaction amount is

[
0, 232 − 1

]
, which can

meet the security and practical application requirements
of the scheme. From Figure 5, it can be seen that the
time overhead of the scheme in the user registration, one-
time random address generation, and transaction track-
ing phases is relatively small, but the time overhead in the
transaction generation and transaction verification phases
is relatively large, and how to improve the efficiency of the
transaction generation and transaction verification phases

Figure 5: Time overhead of the main operation steps of
the scheme in the same transaction amount range

with a certain range of transaction amounts is the focus
of our next research work.

7 Conclusion

In this paper, we propose a regulatable privacy protection
scheme for transactions based on consortium blockchain
by combining technologies such as group signature, one-
time random address, Paillier homomorphic encryption,
and Bulletproofs range proofs to achieve both privacy and
regulability of blockchain transaction data. The scheme
not only protects the anonymity of the identities of both
parties of the transaction, but also can verify the legit-
imacy of the transaction amount while protecting the
privacy of the transaction amount. By introducing au-
dit nodes and tracking nodes to play the role of regula-
tory nodes, not only can user nodes effectively avoid ille-
gal transactions using random or negative amounts, but
also can expose the evil user nodes. Theoretical analysis
shows that the scheme in this paper realizes a high de-
gree of anonymity, but not absolute anonymity, and due
to the intervention of the regulatory nodes, the informa-
tion of the two parties conducting illegal transactions can
be traced. Experimental tests show that the computa-
tional overhead of the scheme has some advantages, but
the time overhead of the scheme in the transaction gener-
ation and transaction validation phases is large, and the
time overhead of the validation phase increases with the
increase of the transaction amount range, how to improve
the efficiency of the scheme in the transaction generation
and validation phases, as well as to reduce the impact
of the transaction amount range on the efficiency of val-
idation is an important research topic for us in the next
step.
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Abstract

The growing popularity of the internet and the expand-
ing cyberspace have led to increased attention towards
security by researchers. To address the issue of detecting
and classifying malicious code, we propose visualizing the
code as color images and converting their features into
image visualization features. This approach facilitates
the extraction of malicious code features. An improved
lightweight YOLOv5s model was proposed to optimize
the amount of calculation. The novel model includes both
the SE and CA attention mechanisms. The experimental
comparison shows that the MAP of the YOLOv5s model
with CA attention is better than that of the traditional
YOLOv5s model with SE attention added. The MAP of
the latter’s experimental results is also better than the
YOLOv5s model without attention added. Finally, we
have determined that the YOLOv5s model with CA at-
tention is the improved YOLOv5 model for malicious code
classification and detection.

Keywords: Attention Mechanism; Malicious Code Visu-
alization; YOLOv5

1 Introduction

In today’s era of data explosion, the emergence of the
Internet has significantly impacted people’s lifestyles and
daily routines, resulting in a steady increase in the number
of Internet users each year. According to a report pub-
lished by the China Internet Network Information Center
(CNNIC) in August 2022, the total number of Internet
users in China as of June 2022 was 1.051 billion. How-
ever, the widespread use of the Internet has also led to
numerous security concerns across various domains. Net-
work hackers often use network attacks to steal people’s
information for extortion, damage equipment, and disrupt
production. One of the most common methods of net-
work attacks is through malicious code. The proliferation

of malicious codes has caused significant harm to various
countries and societies around the world. The national
network security monitoring department’s statistics show
that in 2018, over 100 million samples of computer mali-
cious programs were captured. These samples belonged to
more than 500,000 families of malicious programs, and on
average, they spread 5 million times per day on comput-
ers across the country. It is important to note that this
information is objective and not subjective. Therefore,
the study of quickly and accurately identifying malicious
code is of great research significance in the field of network
security.

This paper proposes a method for visually detecting
malicious code using Yolov5 with an added coordinate at-
tention mechanism to detect and classify colour malicious
code images. Additionally, a YOLOv5-CA target detec-
tion model is established, which outperforms the Yovov5
model.

2 Domestic And International
Status Quo

According to the national cooperation network analysis
of the collected WOS literature data [1], in the research
of malicious code detection, the United States and China
are in the leading position with 130 and 105 papers re-
spectively, accounting for about 47% of the total number
of papers; from In terms of time distribution, the research
of malicious code detection started earlier in the United
States, Germany and Japan, but the research results of
the United States are far ahead of Germany and Japan.
Since 2010, more and more countries have also started to
pay attention to malicious code detection research. Al-
though China started later than other countries, recent
research suggests that it has made significant progress in
the field of malicious code detection.

Malicious code detection can be classified into three
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types: static detection, dynamic detection, and hybrid
detection, depending on whether the executable program
is running. Static detection does not require the execution
of malicious code; instead, it focuses on effectively and ac-
curately extracting the static features of malicious code.
The objective of obtaining the static features of malicious
code can be achieved through decompiling, disassembling,
and analyzing the file structure. This involves extracting
instructions, byte sequences, and file header information
from the malicious code file. The static detection method
analyses the operation code sequence information, func-
tion call control flow graph, and Windows API call se-
quence of malicious codes through their assembly files.
This analysis extracts effective features that are used for
detecting and classifying malicious codes. This method
offers advantages such as low energy consumption, fast
speed, low risk, high coverage of malicious samples, and
quick capture of syntax and semantic information for com-
prehensive analysis. Malicious code interference after ob-
fuscation technology processing. Dynamic detection tech-
nology involves checking and analyzing malware after run-
ning it. To ensure system and network safety, a virtual
environment must be built before running the malware
due to its malicious nature. To fully demonstrate the be-
haviour and hidden functions of the malicious code, it is
necessary to grant sufficient permissions to the code be-
fore running it. Additionally, it is important to ensure
that the code can run normally with different attack con-
tent. When running malicious code in a virtual machine,
it is important to use monitoring tools to track its pro-
cess, listen to traffic packets, check the system registry,
log files, and more. This allows for the analysis and ex-
traction of effective features after the malicious code has
run. Dynamic detection has the advantage of identify-
ing new types of malicious code and effectively address-
ing false positives and negatives that may occur in static
detection.

Hybrid analysis is often used to analyse packed mali-
cious codes, combining static and dynamic methods. The
packed malicious code is first unpacked through dynamic
analysis, and then static analysis is used to extract the
features of the unpacked code. This allows for the iden-
tification of the attack behaviour of the malicious code.
Malicious codes can generate numerous variants, leading
to the failure of signature-based detection methods. How-
ever, visualizing malicious codes as images does not sig-
nificantly alter the image texture and structural features.
This method can effectively combat malicious code ob-
fuscation. Nataraj et al. visualised the binary data of
the malicious code .text block as a grayscale image [2].
They used the GIST algorithm to extract image features
and the K-Nearest Neighbor (KNN) algorithm to classify
the data. This research marks the beginning of the de-
velopment of a malicious code detection method based on
visualisation. At the 2015 Black Hat Conference, Davis
et al. proposed a method for vectorizing disassembled
malicious code by encoding the source of the disassem-
bled hexadecimal data seat. They multiplied each binary

bit by 255, corresponding to the pixel gray value of a
grayscale image (0 or 255). Jiang Yongkang and others
further explored the selection of parameters, such as en-
coding length and amount. Wang Runzheng et al. dis-
assembled the malicious code and converted the data of
each block into an RGB color image. Convolutional neu-
ral networks are effective in extracting features and clas-
sifying images. Therefore, using them for malicious code
image analysis has great research potential. Currently,
the ever-increasing production of variants, modifications,
and updates of malicious codes requires up-to-date profes-
sional knowledge to combat these emerging threats. The
original method of feature extraction may no longer be
suitable for new malware families, resulting in the need for
feature engineering. This process can be time-consuming
and inefficient. The research aims to reduce the burden
of manual feature engineering and extract valuable infor-
mation directly from raw data. The goal is to enhance
the accuracy and efficiency of malware detection by en-
abling the model to autonomously learn relevant features.
Techniques are being developed to facilitate self-learning
capabilities within the model, enabling it to effectively
discern and classify malicious software.

3 Malicious Code

3.1 Types of Malicious Code

3.1.1 Computer Virus

A computer virus, also known as computer malware, is a
set of instructions or program code injected into a com-
puter program with the intention of disrupting computer
operations or damaging data. It interferes with the reg-
ular functioning of a computer and has the ability to
self-replicate. Computer viruses typically possess cer-
tain characteristics, including infectivity, concealment, la-
tency, and payload. Malware has the capability to spread
from one computer to another, often disguising its pres-
ence and remaining dormant until triggered to execute
malicious actions. The life cycle of malware is divided
into seven stages: development, infection, latency, attack,
discovery, digestion, and demise.

3.1.2 Trojan Horse

A computer Trojan horse virus is a type of malicious code
that is embedded in normal programs. It acts as a secret
backdoor program, equipped with specific functions such
as file destruction and deletion, password theft, keystroke
logging and denial of service (DoS) attacks. Trojan horses
are designed to appear harmless or even attractive to un-
suspecting users. Trojan horses are often hidden within
gaming or graphic software, disguising their true nature
and intentions. Once these seemingly safe programs are
run, they can perform illegal actions such as deleting files
or formatting the hard disk. A complete Trojan horse
program typically consists of two parts: the server side
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and the controller side. The term ’hit by a Trojan horse’
refers to a server-side program that has been installed
with a Trojan horse. If a server-side program is installed
on your computer, someone with the corresponding con-
troller can control your computer through the network.

3.1.3 Worm

A worm [3] is a self-replicating piece of code that spreads
through a network, usually without human intervention.
Email attachment propagation is the primary delivery
method for network worms. Worm authors send emails
to users. When users click on email attachments, networ-
nataraj2011malwarek worms infect the computer. Once
the worm has invaded and taken control of a computer,
it will use that computer as a host and search for other
computers to infect. If the invasion is successful, it will
continue to use the computer as a host and then invade
other computers. The number of worm infections there-
fore increases in a similar recursive manner.

3.1.4 Backdoor Virus

The characteristic of the backdoor virus is that it spreads
through the network, opening the back door to the system
and bringing security risks to the user’s computer. In
early 2004, IRC backdoor viruses began to appear on a
large scale on the global network. On one hand, there is
a risk of leaking local information. On the other hand,
viruses can infiltrate the LAN, block the network, disrupt
normal work, and cause losses. As the virus source code is
public, anyone with access to it can compile and generate
a new virus with minimal modifications. Furthermore,
various shells have led to the emergence of numerous IRC
backdoor virus variants.

3.2 Malicious Code Visualization

3.2.1 Malicious Code is Visualized As a Gray Im-
age

Nataraj et al. presented a visualization of the binary data
from the malicious code’s .text block as a grayscale im-
age. Nataraj utilises malicious code binary as the en-
coding source. The value interval corresponding to each
8-bit binary conversion is [0,255], which corresponds to
the pixel interval and can be regarded as the value of
a pixel. The number and length of the malicious code
contained in the file vary, including different types of at-
tacks, resulting in different lengths of converted binary se-
quences and, therefore, different sizes of converted visual
images. By fixing the width of the image, the malicious
code is transformed into a long grey image. Please refer
to the Figure 1 below for specific steps. Nataraj vector-
ization shares similarities with the B2M algorithm. This
grayscale visualization method has been extensively used
in the detection of malicious code [4–7]. Han et al. [8] im-
proved upon Nataraj vectorization by adding an entropy
map. They used the features of the entropy map to better

Figure 1: Nataraj vectorization specific steps

assess the similarity of malicious code images. Addition-
ally, they improved the image texture feature extraction
method and similarity measurement strategy.

In addition to the Nataraj vectorization method,
David [9] proposed vectorizing disassembled malicious
code by using the hexadecimal encoding source. Each
hexadecimal is converted into 4-bit binary resulting in
64-bit binary for 4 hexadecimals. Each bit of binary is
then multiplied by 255 resulting in a pixel gray value of
either 0 or 255. The method presented in this study rep-
resents malicious code as a grayscale image with pixel
values of either 0 or 255. Each row of vectors in the im-
age corresponds to a machine code. Jiang Yongkang et
al. [10]expanded on this approach by exploring the selec-
tion of parameters, such as coding length and amount,
and proposing specific deep learning models.

3.2.2 Malicious Code Visualized As a Color Im-
age

As grayscale images have only one channel, they can con-
tain less information. This means that malicious code
attack information may not be fully reflected in the im-
age, resulting in inconspicuous features of the visualized
grayscale image. Therefore, the characteristics of the
malicious code may not be well reflected. Compared
to grayscale images of malicious code, visualizing them
as colour images retains the main features of grayscale
while also emphasising repeated data fragments in binary
files [11]. This means that colour images of the same mali-
cious family have similar textures, colours, and structural
features.

Wang Bo et al [12] divided the binary sequence of ma-
licious code into three RGB channels. Each 24-bit group
forms the RGB value of a pixel. However, not all mali-
cious code binary digits are multiples of 24. Therefore, it
is necessary to determine if the number of digits in the bi-
nary sequence is an integer multiple of 24 bits. If not, the
digits are supplemented with 1 to visualize the malicious
code as a color image. Refer to Figure 2 for the specific
steps.

Figure 3 displays the image data used in this experi-
ment. The colour images produced by the malicious code
exhibit distinct texture features. The target detection
model classifies the images based on these features. This
classification enables the identification of malicious code.
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Figure 2: Nataraj vectorization specific steps

Figure 3: .Malicious code color image dataset example

4 Yolo5s Model and Attention
Mechanism

4.1 Yolo5s Model

In 2016, Redmon proposed YOLO, which stands for ’You
Only Look Once’. The latest model series is YOLOV5,
which includes four models: The latest model series
is YOLOV5, which includes four models: The latest
model series is YOLOV5, which includes four models:
The YOLOv5 models, including YOLOv5s, YOLOv5m,
YOLOv5l, and YOLOv5x, are arranged from shallow
to deep [13]. As the depth of the network model in-
creases, the number of model parameters progressively
grows, which poses challenges for deploying experiments
that cater to diverse requirements. Therefore, this pa-
per chooses the lightweight YOLOv5s model. YOLOv5s
consists of four parts: the input terminal (Input), the
backbone network (Backbone), the neck (Neck), and the
output terminal (Output), as shown in Figure 4.

The Yolov5s backbone, which extracts features, is com-
posed of Focus, Conv, BottleneckCSP modules, and an
SPP structure. Prior to entering the backbone, the pic-
ture is sliced and a specific operation is performed to ex-
tract values for alternate pixels within an image, resem-
bling adjacent downsampling. This process results in four
complementary pictures where the information remains
largely intact. Consequently, the image’s width (W) and
height (H) information is consolidated within the chan-
nel space, effectively expanding the input channel by a
factor of four. This means that the stitched picture has
12 channels compared to the original RGB three-channel

Figure 4: YOLOv5s network model structure diagram

mode. Finally, the new image undergoes a convolution op-
eration, resulting in a double downsampling feature map
without any loss of information. Its role is to crop, stack,
and downsample the image. The BottleneckCSP module
performs convolution operations to extract image feature
information. To address the issue of non-uniform input
image size, the backbone network includes a spatial pyra-
mid pooling layer (SPP) [14].

The neck of Yolov5s consists of a bottom-up feature
pyramid (Feature Pyramid Networks, FPN) and a top-
down path aggregation network structure (Path Aggrega-
tion Network, PAN). Through further feature extraction
using FPN and PAN, the image is fused with multi-scale
features. This ensures that the feature map contains both
the semantic and feature information of the target image,
allowing for accurate recognition of images of different
sizes.

4.2 Attention Mechanism

The attention mechanism was initially used for machine
translation tasks and has since been widely adopted in
various fields of deep learning, including image segmenta-
tion, speech processing, computer vision, and natural lan-
guage processing. Its effectiveness is evident in all of these
areas. In the field of cognitive science, humans exhibit a
selective focus on specific information while disregarding
other information due to the limitations of information
processing capacity. This phenomenon can be understood
as a bottleneck in cognitive processing. Similarly, neural
networks, when faced with a large amount of information,
quickly direct their attention towards crucial information
for efficient processing. This is known as the attention
mechanism.

The attention mechanism lacks a precise mathematical
definition. It includes various techniques, such as tradi-
tional local image feature extraction and sliding window
methods. In the context of neural networks, the atten-
tion mechanism often involves an auxiliary neural network
that can effectively highlight specific portions of the in-
put or assign distinct weights to different elements of the
input.
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Figure 5: SENet attention structure diagram

Currently, attention can be classified into four types:
channel attention [15], spatial attention [16], hybrid atten-
tion, and coordinate attention. These types are applied
to the channel domain, spatial domain, mixed domain
(a combination of channel and spatial), and coordinate
domain, respectively. They enable the filtering of useful
information from a large amount of data.

4.2.1 SENet Attention Mechanism

SENet, which was introduced in 2017, is a well-known
implementation of the channel attention mechanism. It
achieved the top position in the previous ImageNet com-
petition. The diagram below illustrates its implemen-
tation. SENet places emphasis on the weights assigned
to each channel of the input feature layer. By incor-
porating SENet, the network can selectively prioritize
channels that require more attention, allowing for en-
hanced focus on essential features. The neural network
model can acquire the significance of each feature chan-
nel through training by employing the channel domain
attention mechanism. This allows the model to allocate
greater attention to channels with higher weights while
suppressing channels with lower weights. Consequently,
the model becomes more adept at focusing on the most
informative and relevant feature channels, leading to im-
proved performance in various tasks.

The implementation method involves performing
global average pooling on the input feature layer, followed
by applying two fully connected layers. The first layer
has a smaller number of neurons, while the second layer
matches the size of the input feature layer. After com-
pleting these two layers, the Sigmoid activation function
is applied to confine the resulting values between 0 and 1,
yielding the weights assigned to each channel of the input
feature layer. Using the obtained weights, we can multi-
ply them with the original input feature layer to adjust
the importance of each channel.The SENet schematic is
shown in Figure 5.

4.2.2 CA Attention Mechanism

SE attention primarily focuses on encoding inter-channel
information while neglecting the significance of location
information. However, location information plays a crit-
ical role in capturing the structural aspects of objects in
vision-related tasks. Therefore, we present a novel atten-

Figure 6: Coordinate attention mechanism structure di-
agram

tion mechanism that integrates location information into
channel attention, enabling mobile networks to focus on
large areas while avoiding a large computational overhead.
To elaborate, our approach uses two 1D global pooling op-
erations to aggregate input features vertically and hori-
zontally. This results in two directional feature maps that
encapsulate direction-specific information. These feature
maps are then separately encoded into attention maps,
capturing long-range correlations along their respective
spatial directions. This ensures that the attention maps
preserve location information. Subsequently, the input
feature map is multiplied element-wise with the two at-
tention maps to emphasize relevant representations. This
attention mechanism is referred to as ’coordinate atten-
tion’ because it can differentiate spatial directions (coor-
dinates) and generate corresponding attention maps.

The advantages of coordinate attention, as described,
are incorporated. Firstly, the model captures both inter-
channel information and orientation-aware, position-
sensitive information. This enables more accurate local-
ization and identification of objects of interest, enhancing
its object detection capabilities. Additionally, our ap-
proach offers flexibility and efficiency, making it easily
integrable into fundamental components of mobile net-
works. It can be easily integrated into established build-
ing blocks, such as the inverted residual block from Mo-
bileNetV2 or the hourglass block from MobileNeX, to en-
hance feature extraction by amplifying meaningful rep-
resentations. Furthermore, when used as a pre-trained
model, our coordinated attention significantly improves
performance in downstream tasks involving mobile net-
works, especially those that require dense predictions,
such as semantic segmentation.The Coordinate attention
mechanism structure is shown in Figure 6.
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5 Experimental Results and Anal-
ysis

5.1 Dataset Introduction

The paper’s dataset converts binary malicious code into
hexadecimal and then groups every two hexadecimals into
an eight-bit binary number, representing a value range of
0-255. The dataset then generates gray based on the value
of each pixel. The dataset includes 1547 pictures, divided
into a training set and a verification set in a 9:1 ratio.
The training set contains 1392 images, and the verification
set contains 155 images. After dividing the training and
verification sets, use the Annotation data labeling tool
to label the data. The format of the annotation should
be saved in XML format, and the label file name should
match the picture name.

5.2 Improvement

The paper’s innovations primarily focus on improving
the network structure module of YOLOv5s and incor-
porating various attention mechanisms. To achieve this,
the authors simplified the BottleneckCSP of the Back-
bone network and Neck part, replacing conv with CBL
(Conv+BN+SiLu) while retaining the residual part. Re-
taining the residual structure can increase the gradient of
backpropagation between layers, avoiding the disappear-
ance of the gradient caused by deepening. This allows
for finer-grained features to be extracted without worry-
ing about network degradation. Our streamlined module,
called the C3 module, simplifies the network structure of
the model and reduces model parameters. This has the
effect of reducing the amount of model calculation and
model inference time. Figure 7shows the BottleneckCSP
of the Backbone part, while Figure 8 displays the simpli-
fied C3 module. Figure 9 illustrates the BottleneckCSP of
the Neck part, and Figure 10 shows the simplified module.

Figure 7: Network Structure of Bottleneck CSP in Back-
bone Part

The C3 module of the Backboone backbone network
was modified by adding SEnet attention, resulting in the
C3SE module. The YOLOV5S network structure was
then updated to include the C3SE module with SEnet
attention, resulting in the YOLOv5-Se network structure
shown in Figure 11. To compare the effects of different
attentions, a comparative experiment was conducted by

Figure 8: Backbone part C3 module network structure

Figure 9: Neck Part BottleneckCSP Network Structure

adding coordinate attention to the C3 module. The re-
sulting module is called C3CA. Additionally, the network
structure of YOLOV5S was modified by adding CA at-
tention, resulting in YOLOv5-CA, as shown in Figure 12.

5.3 Analysis of Results

5.3.1 Experiment Settings

The experiment’s hardware settings and development en-
vironment were implemented on a cloud server, with de-
tailed configuration provided in Table 1. Experimen-
tal parameters include input size, initial round, freezing
round, unfreezing round, training freeze status, batch size,
initial and minimum learning rates, optimizer, and mo-
mentum parameters. The input size indicates the size of
the input image. The training process is divided into two
stages: the freezing stage and the unfreezing stage. In
the freezing stage, the model’s backbone is frozen, and
the feature extraction network remains unchanged. This
stage requires less video memory. For Fine-tuning the
network, the model’s backbone is not frozen during the
unfreezing stage. This means that the feature extraction
network will change and occupy a large amount of video
memory, and all network parameters will change. The
initial round refers to the number of rounds at the begin-
ning of training. If the initial round is 60, then the num-
ber of freezing rounds is 50, and the number of unfreezing
rounds is 100. The training process skips the freezing
stage for unfreezing training. The batch size determines
how many times the training set image is input at once,
and the number of rounds represents a complete iterative
training. The learning rate is a parameter that ensures
the network’s convergence. The experimental parameter
settings are shown in Table 2.
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Figure 10: Neck part C3 module network structure

Figure 11: YOLOv5s network structure diagram with
SE attention added

Table 1: Experimental environment

Configuration Items Configuration

Operating System Version
Ubuntu 18.04.6
LTS

CPU Model
Intel(R) Xeon(R)
Gold 5318Y CPU
@ 2.10GHz

Graphics Card Type NVIDIA A16
CUDA Version 11.6

Table 2: Parameter setting

input size 640*640
initial epoch 0
freeze epoch 50

Whether to freeze True
freeze batch size 16

unfreeze batch size 8
learning rate 0.0001
optimizer SGD
momentum 0.937

5.3.2 Model Evaluation Metrics

In this experiment, Mean Average Precision (MAP) and
validation set loss (Val Loss) are selected as the evalua-
tion indicators of the model. MAP, which represents P

Figure 12: YOLOv5s network structure diagram with CA
attention added

(Precision) accuracy. AP (Average precision) is the pre-
cision rate of the single-class label average (the average
of the maximum precision rate in each recall rate), and
MAP (Mean Average Precision) is the average precision
rate of all class labels.

5.3.3 Experimental Dataset

The experimental dataset used in this paper was obtained
from the Kaggle Malicious Code Classification Contest.
The dataset consists of six collections of malicious code,
comprising a total of 1547 samples, including binary and
disassembled files. To expand the dataset, we employed
data enhancement methods for the malicious code images.
The specific classification of the malicious code is included
in Table 3.

5.3.4 Experimental Results And Analysis

The aim of this study is to evaluate and compare the
effects of various attention mechanisms on the model’s
detection performance. No changes in content have been
made. The objective is to determine if and how differ-
ent attention mechanisms can contribute to improving
the model’s ability to detect objects accurately and ef-
ficiently. The text adheres to conventional structure and
formatting features, with consistent citation and footnote
style. The study uses the simplified yoloV5s model of
the C3 module, and the yoloV5s model with SEnet at-
tention and CA attention. The language used is clear,
concise, and objective, with a formal register and precise
word choice. The text is free from grammatical errors,
spelling mistakes, and punctuation errors. The models
compared in the experiments are YOLOv5s, YOLOv5-
CA, and YOLOv5-Se. Figure 13 shows the changes in
MAP after 300 rounds of iterative training, and Figure 14
shows the loss on the validation set. Figure 13 shows a
comparison chart of the map value curves for the three
models on the malicious code image training and verifica-
tion set. The blue line represents the YOLOv5 network
model, the red line represents the YOLOv5-CA network
model, and the green line represents the YOLOv5-Se net-
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Figure 13: Model MAP curve diagram

Figure 14: Model validation set loss plot

work model. The figure shows that the map values of the
three network models increase as the number of train-
ing rounds increases, and they begin to stabilize around
300 rounds. The YOLOv5-Se and YOLOv5-CA network
models have higher map values than the YOLOv5 net-
work model for the same training round, as seen in the
curve.

Table 4 shows that among the YOLO series algorithms,
the YOLOv5 network model performs well and has a rel-
atively lightweight size, making it suitable for application
deployment. Therefore, this article selects the YOLOv5
network model as the basis for the experiment. Two
new models, YOLOv5-Se and YOLOv5-CA, were created.
The YOLOv5-CA model achieved the highest MAP value
and the best performance.

6 Conclusions

The paper proposes using the improved YOLOv5s model
to classify images of malicious code. Firstly, the Bot-
tleneckcsp module of YOLOv5 is simplified and replaced

Table 3: Number of malicious code samples

Malicious Number of
Family Code training samples Type

Ramnit 272 worms
Tracur 376 Trojan horse
Vundo 240 Trojan horse
Gatak 179 Back Door

Obfuscator.ACY 300 Malvertising
Lollipop 180 Malvertising

Table 4: Comparison of experimental results of malicious
code classification methods

Detection algorithm MAP Model Size
YOLOv4 87.56% 246.19MB
YOLOv5 89.21% 27.19MB

YOLOv5-CA 94.36% 27.27MB
YOLOv5-Se 93.25% 27.25MB
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with the C3 module. This simplifies the network model
structure, reducing the number of network parameters
and calculation amount of the model. Additionally, the
SE attention mechanism and the CA attention mecha-
nism are added. After comparing the experimental re-
sults, it was found that the model with the CA attention
mechanism outperformed the model with the SE attention
mechanism and the model without any attention mecha-
nism. Therefore, the simplified yoloV5s model with added
CA attention was chosen as the improved model for clas-
sifying malicious code images.
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Abstract

Wireless sensor networks serve as a crucial link between
the physical and information world by perceiving, collect-
ing, and transmitting data through sensor nodes. How-
ever, these networks are susceptible to various malicious
attacks, highlighting the significance of ensuring accu-
rate and secure node localization. This study enhances
the Monte Carlo node localization algorithm, investigates
the impact of wormhole attacks on the improved Monte
Carlo localization scheme, and introduces a secure Monte
Carlo localization box algorithm designed to counteract
wormhole attacks. Test results demonstrate that an un-
known node density of 10, an anchor node density of 1.1,
and a maximum speed of 20m/s contribute to minimiz-
ing node positioning errors. Moreover, the improved se-
cure localization algorithm effectively withstands worm-
hole attacks while reducing energy consumption. With
300 experiments, the energy consumption is only 40.00%
and 23.53% compared to the reference algorithm; with
600 experiments, the energy consumption drops to merely
38.89% and 22.58% of the reference algorithm’s consump-
tion. The algorithm achieves high coverage for node local-
ization, ranging from 95% to 100%. The positioning er-
ror remains stable at approximately 10m, which is 56.29%
and 38.29% lower than the comparison algorithm. The se-
cure localization algorithm successfully combats the inter-
ference caused by wormhole attacks and accomplishes the
localization process securely. Overall, this study’s find-
ings contribute significantly to advancing research on se-
cure positioning within wireless sensor networks.

Keywords: Location; MCL; Network Security; Wormhole
Attacks; Wireless Sensor

1 Introduction

Wireless Sensor Networks (WSN) are distributed net-
works consisting of stationary or mobile micro-sensor
nodes that enable data acquisition, processing, and trans-
mission. These intelligent networks, formed through

self-organization or multi-hop methods, find applications
in various fields such as military, agriculture, industry,
healthcare, and traffic monitoring, playing a pivotal role
in shaping the world’s future development [10]. Node lo-
calization in WSN refers to determining the precise po-
sition of each node within the network. Accurate node
localization is vital for tasks like target tracking, area
monitoring, and event detection. Node density, which
refers to the distribution density of nodes in the network,
is an important consideration in WSN design as it directly
impacts coverage, data quality, and energy consumption.
Hence, when applying wireless sensor networks, one must
carefully consider both the accuracy of node localization
and the selection of node density. However, WSN often
operates in complex environments where large positioning
deviations or abnormal attacks can lead to node failures
or the loss of detection data. Consequently, ensuring the
security and accuracy of node positioning is of utmost
importance [8].

Various techniques exist for node localization, includ-
ing distance-based methods like arrival time algorithms,
received signal strength index, and angle of arrival algo-
rithms, as well as non-distance-based approaches such as
centroid localization, convex programming, DV-HOP, and
periodic execution of static network localization. How-
ever, these techniques have drawbacks, ranging from high
energy consumption to low localization accuracy [15, 18].
Moreover, malicious attacks on the network can further
impair node localization, yet current research rarely ad-
dresses the security and performance evaluation of local-
ization algorithms. Therefore, further research is needed
to mitigate the impact of such attacks on node localiza-
tion. This study presents a novel algorithm, the Monte
Carlo Location algorithm (MCL), which addresses the
challenges of mobility-based node localization. It analyzes
the effects of wormhole attacks on the improved MCL
and proposes a secure MCL capable of resisting such at-
tacks. The study consists of four parts: an overview of
the current research status on node localization in WSN,
the proposal of a secure MCL using Monte Carlo algo-
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rithms, validation of the secure MCL’s performance, and
a summary of the research results. This secure node local-
ization algorithm aims to achieve real-time precision and
security for mobile node localization while reducing en-
ergy consumption and achieving satisfactory localization
outcomes.

2 Related Works

Wireless sensor networks have gained significant promi-
nence in the field of information technology, with node lo-
calization emerging as a critical technology within WSN.
Researchers have made efforts to enhance node localiza-
tion algorithms and improve the security of localization
in WSN. Liu et al. devised a WSN node algorithm that
integrates particle swarm optimization and monkey algo-
rithms to address large localization errors and low preci-
sion in wireless sensor nodes. By initializing the popula-
tion using Laplace distribution and employing the parti-
cle swarm optimization algorithm, the proposed method
effectively avoids falling into local optima. Evaluation re-
sults demonstrated superior performance in terms of ref-
erence node rate, node density, and communication indi-
cators, indicating its strong localization capabilities [8].
When it comes to the self-localization of random sensors
within a designated area, beacon nodes are commonly uti-
lized. To mitigate the negative impact of the trajectory
of moving beacon nodes on localization accuracy and ef-
ficiency, Sabale and Mini introduced a cosine rule-based
method to locate the static trajectory of these nodes. By
applying the cosine rule to received positions and deriving
distances, the algorithm achieves higher localization accu-
racy, thereby improving overall performance [14]. In order
to enhance the localization accuracy of WSN nodes, Fu
et al. proposed a multiple center localization algorithm
based on an improved receive signal strength indicator
ranging technique. Through iterative filtering to refine
the receive signal strength indicator and incorporating a
multiple center algorithm to optimize trilateration, the
proposed approach significantly enhances the accuracy
of node distance calculation in wireless sensor networks.
Simulation results validate the improved localization ac-
curacy and reduced localization deviation of nodes, all
achieved within existing computing resources [2]. To op-
timize coverage and monitoring in distributed sensor net-
works, Yao et al. introduced an algorithm for effectively
deploying coordinated sensors. However, the traditional
use of the receive signal strength indicator in the virtual
force algorithm resulted in oscillation when approaching
the optimized position. To further optimize the algo-
rithm, the study incorporated a whale swarm algorithm to
refine the cooperative positioning of adjacent nodes. Sim-
ulation results demonstrated that the coordination algo-
rithm achieved a 95% coverage rate for distributed sensor
networks, highlighting its effectiveness and feasibility [20].

To overcome the low accuracy of the traditional least
squares method, Ouyang et al. introduced an improved

adaptive genetic algorithm and evaluation function to im-
prove accuracy and reduce distance measurement errors.
Experimental results showed that the node positioning
accuracy of the improved adaptive genetic DV-Hop algo-
rithm was higher [11]. The underwater wireless channel
is weak, and the topology structure of sensors may also
change underwater, so the underwater working environ-
ment has higher requirements for sensor networks. On the
one hand, Kaimal and Binu designed a prediction method
based on energy-efficient derivatives to predict data and
node terrain movement. At the same time, to resist worm-
hole attacks, a security-aware local constraint algorithm
was designed, which can effectively manage dynamic net-
works and protect the confidentiality of data [4]. Faced
with the unavailability of traditional positioning technol-
ogy in underwater network sensor positioning, Toky et
al. designed an underwater network sensor positioning
method based on arrival angle technology, which was di-
vided into angle estimation stage, projection stage and
positioning stage. The experimental results showed that
this positioning method had a high positioning rate and
positioning coverage rate, and low energy consumption.
Traditional receive signal strength and arrival angle mea-
surement techniques cannot estimate the position of mul-
tiple targets [17]. Kang et al. designed a clustering
method based on k-means and expectation maximization
for multi-target localization in wireless sensor networks,
which achieved the estimation of multiple target positions
through multiple single-objective estimates. Simulation
experiments verified its effectiveness [5]. To minimize po-
sitioning errors, Tang and Han proposed a wireless sensor
network mixed received signal strength index method by
weighted centroids and adaptive threshold selection. The
improved algorithm reduced the positioning errors caused
by complex environments and signal oscillations, and ex-
perimental results showed that the method had better po-
sitioning accuracy and higher stability than conventional
signal strength index methods [16].

In summary, although many traditional positioning al-
gorithms have been optimized and improved to improve
the positioning accuracy of wireless sensor network nodes,
existing research focuses mainly on reducing node posi-
tioning errors or protecting data confidentiality in wire-
less sensor networks [4, 17]. Research on mobile node lo-
calization that considers both localization accuracy and
security is still quite rare, which provides the possibility
of ensuring the security of data transmission during the
localization process and improving the accuracy of node
detection.

3 Node Security Localization Al-
gorithm Based on Improved
Monte Carlo

WSN consists of nodes, sensor networks, and users. Due
to the wireless transmission of information in WSN, the
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transmission process is easily susceptible to external in-
trusion and malicious attacks, leading to information
leakage and damage in WSN, and greatly reducing its
security performance. The secure localization of nodes re-
quires ensuring the integrity of node communication, the
privacy of node location coordinates, the availability of lo-
calization algorithms, and the authenticity of transmitted
data. Based on this, this paper studies and improves MCL
for mobile WSN, further analyzes the impact of wormhole
attacks on the improved MCL box algorithm (MCB), and
proposes a secure MCB to resist wormhole attacks.

3.1 Node Location Algorithm Based on
MCL

The node localization of WSN is to obtain the absolute
or relative position of the target node based on a small
amount of known location information. For static wireless
sensor networks, location technology can be divided into
distance-based and distance-independent algorithms. For
mobile sensor networks, there is a situation where anchor
nodes or ordinary nodes move. If static node positioning
algorithms are directly used, it will result in high compu-
tational complexity, high communication costs, and low
positioning accuracy. Therefore, for mobile sensor net-
works, MCL is used for research. It is essentially a combi-
nation of sampling mobile nodes and particle filtering. By
constructing the probability distribution of node positions
through some weighted random samples, the essence of
MCL is to estimate the position of nodes. MCL algorithm
has a simple structure, strong stability, and adaptability,
and is suitable for dealing with non-Gaussian, nonlinear,
and flexible problems, such as node positioning in mobile
wireless sensor networks [6, 21].

The MCL algorithm belongs to distributed algorithms,
and its core essence is continuous iterative Bayesian fil-
ters. Bayesian filters can estimate node positions through
node observations. When facing mobile nodes, they only
need to iterate continuously and combine historical po-
sition information with current observations to achieve
node position prediction. The recursive formula for
Bayesian filtering is shown in Equation (1), where xt rep-
resents the state of the system at time t, zt represents the
observed value at time t, η is a constant, p(zt|xt) repre-
sents the observed model, p(xt|lt−1) represents the model
of the system moving with action, and ut represents the
predicted system state.

Bel(xt) = ηp(zt|xt)

∫
p(xt|ut, xt−1)Bel(xt−1)dxt−1 (1)

MCL is the most basic Monte Carlo positioning method.
The algorithm is based on two important assumptions:
first, time is composed of discrete time units, and second,
the movement of nodes is based on the Markov chain.
MCL’s prediction of mobile nodes is achieved through a
state transition equation p(lt|lt−1), where lt represents the
node position distribution at time t, and the lt position
distribution composed of N sample points is defined as

Lt = {l1t , l2t , · · · , lNt }. The observation equation is defined
as p(ot|lt), which represents the probability that a node
conforms to the observation results, and ot represents the
observation results of the undetermined node during the
time change process. For moving nodes, the prediction of
node positions is determined by both ot and Lt−1, and
each sample point is assigned different weights [13].

The posterior probability distribution of nodes is ex-
pressed in Equation (2), and wi

t represents the normalized
weight value of sample points.

p(lt|o0:t) ≈
N∑
i=1

wi
tδ(lt − lit) (2)

Samples are taken from the posterior probability distri-
bution through the importance function of the known dis-
tribution. The normalized importance equation is shown
in Equation (3).

π(lt|o0:t) = p(l0)
∏

p(lk|lk−1) (3)

Finally, the update and normalization operation of sample
weights is shown in Equation (4), where wi

t represents the
updated weight and wi

t represents the normalized weight.{
wi

t = wi
t−1p(ot|lit)

wi
t =

wi
t∑N

k=1 wk
t

(4)

The MCL algorithm first initializes the algorithm, and
the initialized sample set needs to be randomly sampled
from the node deployment area. After sampling, a new
sample set is generated based on the historical sample
set and node movement. If vmax represents the possible
maximum speed of node movement in the node position
prediction model, the possible position at the current time
will appear within the circle range where the sample is the
center and vmax is the radius at the previous time.

The state transition equation of the node is shown in
Equation (5). d(lt, lt−1 represents the Euclidean distance
between sample points at two-time points. By obtaining
a new sample set and changing the prediction model of
nodes, more node motion states can be obtained, resulting
in more accurate prediction results.

p(lt|lt−1) =

{ 1
πv2

max
, d(lt, lt−1) ≤ vmax

0, d(lt, lt−1) > vmax
(5)

However, the node positioning determined based on this
method may have some negative impacts, including some
points that do not have a positive effect on prediction or
are useless, as shown in Figure 1.

For nodes that may have negative impacts, the MCL
algorithm introduces sample filtering operations. The fil-
tering equation is shown in Equation (6). In Equation (6),
r is the communication radius, s is the anchor node, S is
the set of one hop anchor nodes, and T is the set of two
hop anchor nodes. When the filtering conditions are met,
p(ot|lt) = 0; Otherwise, p(ot|lt) = 1.

filter(l) = ∀s ∈ S, d(l, s) ≤ r ∧ ∀s ∈ T, d(l, s) ≤ 2r (6)
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Figure 1: Schematic diagram of the negative impact of
node positioning

When the sampling point is less than N , it is neces-
sary to repeat sampling and filtering. During the pro-
cess of repeated sampling, sampling is reduced with low-
importance weights. In addition, a resampling sampling
scale has been set to prevent algorithm degradation, as
shown in Equation (7). When the sampling size is greater
than the sampling threshold, it can prevent algorithm
degradation. Finally, after obtaining the samples, the
average of the weighted sample points is calculated to
estimate the node position.

Neff ≈ 1∑N
i=1(w

i
t)

2
(7)

The overall process of the MCL algorithm is shown in
Figure 2. Overall, the MCL algorithm has good compre-
hensive application performance, but there are still some
shortcomings and shortcomings, such as insufficient po-
sitioning accuracy, consumption of node energy, and low
sampling efficiency. The assumptions of equal weight val-
ues for sampling points and a fixed communication radius
do not align with the real-world scenario [7].

3.2 Localization Algorithm for Resist-
ing Wormhole Attacks Based on Im-
proved MCL

In response to MCL’s shortcomings, an improved MCB
was adopted in the study. MCB reduced the sampling
area using anchor boxes on the basis of MCL, and the
schematic diagram of the anchor box is shown in Fig-
ure 3 [22].

The boundary definition of the anchor box of a node is
shown in Equation (8), where (xi, yi) represents the coor-
dinates of the anchor node and n represents the number.
When xmin > xmax, the anchor box does not exist. To
reconstruct the anchor box, only one hop anchor node
needs to be considered, or the anchor box should be re-
constructed outside the node deployment area, and the
deployment boundary value should replace the boundary

Figure 2: MCL algorithm flowchart

Figure 3: Schematic diagram of anchor box
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value of the anchor box.
xmin = maxni=1(xi − r)

xmax = minni=1(xi + r)

ymin = maxni=1(yi − r)

ymax = minni=1(yi + r)

(8)

The reconstructed sampling area is constructed based
on the movement of the sample points at the previous
time, and the boundary definition of the sampling box is
shown in Equation (9). In Equation (9), vmax represents
the maximum speed of the node.

xi
min = max(xmin, x

i
t−1 − vmax)

xi
max = min(xmax, x

i
t−1 + vmax)

yimin = max(ymin, y
i
t−1 − vmax)

yimax = min(ymax, y
i
t−1 + vmax)

(9)

Afterward, the same sample initialization, node predic-
tion, filtering, and resampling operations are performed
as traditional MCL. The improved MCL significantly re-
duces computational complexity and improves positioning
accuracy.

In some special application scenarios, mobile wireless
sensor networks may sometimes be subjected to malicious
attacks from outside the network, interfering with the po-
sitioning work of normal nodes [19]. Common malicious
attack models include deception attacks that introduce
malicious data, witch attacks that cause node misalign-
ment, and wormhole attacks that form incorrect network
topology. Research mainly focuses on secure localization
in the context of wormhole attacks. A wormhole attack
is an attack initiated by multiple attack nodes in collabo-
ration. The attack exchanges its positioning information
through dedicated wormhole links, forming incorrect net-
work topology and causing serious negative impacts on
the positioning process. The attack schematic of worm-
hole attack is shown in Figure 4 [1, 3]. Wormhole at-
tacks, also known as tunnel attacks, can establish dedi-
cated wormhole links between two attack nodes that are
far apart. The transmission efficiency of stolen informa-
tion in private tunnels is higher than that of normal multi-
hop path data transmission. Nodes maliciously promote
this false and efficient path, deceiving legitimate nodes to
choose private tunnels. The target of wormhole attacks
is to interfere with network communication and disrupt
the integrity and security of the network. Wormhole at-
tacks may cause problems such as information leakage,
data tampering, or denial of service in the network. The
MCL algorithm utilizes first-order and second-order an-
chor node information for localization. The main attack
scenario of wormhole attacks on blind nodes is the pres-
ence of real and false anchor nodes around the blind node,
which can lead to the MCL algorithm not obtaining legit-
imate samples and reducing the node localization rate.

The secure localization of WSN is that, while facing
various malicious attacks, certain security techniques can

Figure 4: Schematic model of wormhole attack

still effectively and accurately obtain the estimated loca-
tion information of nodes. The existing security localiza-
tion ideas for responding to attacks include establishing a
key mechanism, setting up a distance constraint mecha-
nism, and conducting attack detection and location veri-
fication. The SecMCL algorithm first considers the MCL
algorithm’s ability to resist spoofing attacks and is also a
basic secure localization method. Each node in SecMCL
is equipped with a private key, which is responsible for
decrypting the received node broadcast messages. Under
the influence of deception attacks, if the effective sam-
ple size decreases or effective samples cannot be obtained,
SecMCL adopts relaxed filtering conditions to achieve the
purpose of expanding sampling. The new filtering condi-
tions are shown in Equation (10). In Equation (10), i
represents the neighbor anchor node, and Q is the neigh-
bor anchor node set [23].

filter(l, i) = ∃Q(Q ⊆ S ∪ T )(sizeQ = i) (10)

∩(∀s(s ∈ S ∩ s ∈ Q), d(l, s) ≤ r)

∩(∀s ∈ T ∩ s ∈ Q), 2r ≥ d(l, s) > r)

SecMCL algorithm does not take into account the posi-
tioning error of regular nodes when responding to mali-
cious attacks, which indicates a need for further improve-
ment in the localization rate while under attack [9, 12].
In addressing wormhole attacks, the study seeks to en-
hance the MCL and proposes the MCB security local-
ization algorithm. Wormhole attacks can potentially im-
pact the creation of MCB anchor boxes, and thus, the
proposed approach adopts a trust-based mechanism to
improve MCB by pre-selecting trustworthy anchor nodes
during the construction of anchor boxes. The resulting
secure localization algorithm, namely DewormMCB, is il-
lustrated in Figure 5.

Firstly, the DewormMCB algorithm is initialized, and
the initial position positioning is shown in Equation (11).
In Equation (11), Xrange and Yrange represent known val-
ues, when the positioning node sends a positioning re-
quest. {

x0 = Xrange × random(0, 1)

y0 = Yrange × random(0, 1).
(11)
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Figure 5: Schematic diagram of DewormMCB algorithm

Next, the polygon centroid composed of all elements in the
set monitored by the positioning node at a certain time is
calculated, as shown in Equation (12). In Equation (12),
xm and ym are the horizontal and vertical coordinates of
the centroid, while xi and yi are those of the anchor node
element. {

xm =
∑n

i=1 xi/n

ym =
∑n

i=1 yi/n
(12)

The criteria for determining pseudo anchor nodes are
shown in Equation (13), where xp and yp represent the
horizontal and vertical coordinates of the positioning
node. If D > vmax, there are pseudo anchor nodes, and
if there are no pseudo anchor nodes, the MCB algorithm
can be directly used for secure positioning.

D =
√
(xp − xm)2 + (yp − ym)2 (13)

For situations where there are pseudo anchor nodes, it
is necessary to remove them. Ot represents the set of
anchor nodes, while the newly added anchor nodes for Ot

and Ot−1 are O1 and O2. The distances between O1, O2,
and Ot−1 are compared. The calculation formula is shown
in Equation (14). If Di > 2R+ vmax, Oi is removed.

Di =
√

(xi − xt−1)2 + (yi − yi−1)2 (14)

Finally, using the obtained set of anchor nodes, the an-
chor box is reconstructed and the nodes are located. The
algorithm flowchart is shown in Figure 6. The MATLAB
programming language is used to develop code that simu-
lates algorithms, while also selecting suitable experimen-
tal parameters and scenarios for testing. Additionally,
the code collaborates with relevant libraries for compre-
hensive data processing and analysis.

4 Performance Testing of Im-
proved Secure MCL

To verify the effectiveness of the improved MCL algorithm
for secure localization, simulation experiments were con-
ducted in Matlab. In the simulation model, all nodes are

Figure 6: Schematic diagram of DewormMCB algorithm
flow

randomly and uniformly distributed within the rectangu-
lar area of 500 × 500, and the study adopts a Random
WayPoint motion model with random motion speed and
direction.

4.1 Parameter Settings Impact on Algo-
rithm Performance

In the simulation experiment, the number of wormhole
links was set to 6, and the wormhole attacks were scat-
tered in the network. The node motion radius was 50,
the number of samples was 50, the communication irreg-
ularity was 0, and the node movement range was always
within the boundary range. The experimental results
were taken as the average of 50 runs of Matlab. Model
parameter experiments were conducted on three differ-
ent scenarios, namely MCB in a secure environment, at-
tacked MCB, and attacked DewormMCB. The impact of
anchor node density and unknown node density on po-
sitioning error is shown in Figure 7. From Figure 7(a),
the unknown node density increased by 10, and the po-
sitioning error of MCB showed a decreasing trend in all
three cases; As the density of unknown nodes continued
to increase, the positioning error no longer changed signif-
icantly. The positioning error of DewormMCB ultimately
stabilized at around 18.00m. If the density of unknown
nodes increases, more anchor points become available for
node positioning, and the resulting increase in positioning
information leads to enhanced positioning accuracy. How-
ever, the density of unknown nodes increased to a certain
extent and no longer contributed to the available posi-
tioning information. Therefore, the most suitable density
for research was 10. An increase in anchor node den-
sity was beneficial for increasing the number of one and
two-hop anchor nodes, providing more positioning infor-
mation. The algorithm’s positioning error curve showed
a downward trend before anchor node 1.1. Similarly, the
contribution of anchor node density to reducing position-
ing errors was limited. When the anchor node density
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Figure 7: The influence of different parameter settings on positioning error

was too high, node positioning was affected by wormhole
attacks, and the positioning error curve tended to over-
lap. Therefore, it was more appropriate to set the anchor
node density to 1.1.

The effect of maximum speed on positioning error is
shown in Figure 8. As shown in Figure 8, as the maxi-
mum velocity value continued to increase, the positioning
error showed a trend of first decreasing and then increas-
ing. When the node movement speed was low, the sam-
pling area would also be relatively small, and the actual
position may be outside the sampling area, resulting in
significant positioning errors. However, excessive move-
ment speed can lead to a large sampling area, reducing
the accuracy of node positioning. Therefore, it was more
appropriate to set the maximum speed to 20m/s.

Figure 8: The influence of maximum motion speed on
positioning error

4.2 Algorithm Security Localization Per-
formance

Firstly, simulation experiments were conducted on MCB
positioning errors in both secure and wormhole attack en-
vironments, with consistent parameter settings. Results

are shown in Figure 9. Wormhole attacks have a signif-
icant impact on the positioning error of the MCB algo-
rithm, with significant differences between the two curves.
When there was no wormhole attack, the maximum er-
ror of the MCB was only 18.29m, with most remaining
within 10.00m; When a wormhole attack occurred, the
maximum positioning error of MCB exceeded 50m, and
the traditional MCB algorithm failed.

Figure 9: Comparison of wormhole attack errors

800 rounds of network experiments were conducted
to compare the power consumption of DewormMCB,
SecMCL, and SenLease security localization algorithms,
with an initial energy of 0.5J. Results are shown in Fig-
ure 10. As shown in Figure 10, as the experiment pro-
gressed, all three algorithms continued to consume en-
ergy, with an increasing trend in energy consumption
and a decreasing trend in the average remaining en-
ergy of nodes. The energy consumption gap between
the three algorithms was also increasing. At 300 ex-
periments, the energy consumption of DewormMCB was
23.53% of SecMCL and 40.00% of SenLease; At 600 cy-
cles, the energy consumption of DewormMCB was 22.58%
of SecMCL and 38.89% of SenLease. When conducting
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Figure 10: Comparison of power consumption and cost of different algorithms

about 600 experiments, SecMCL had almost no remain-
ing energy and the node lifecycle was depleted. Algo-
rithm energy refers to the algorithm under information
constraints. To sum up, the DewormMCB algorithm can
effectively resist wormhole attacks and save energy con-
sumption.

The experimental results of localization coverage of dif-
ferent algorithms are shown in Figure 11. Location cov-
erage represents the proportion of nodes that have been
successfully located within a specific time frame to all un-
known nodes. As shown in Figure 11, the DewormMCB
algorithm was easier to achieve localization conditions,
and the coverage of node localization was relatively high,
basically within the range of 95% -100%. The SecMCL
algorithm had the lowest localization coverage, with a
minimum value of around 85%. The SenLeash algorithm
achieved a relative improvement in localization coverage,
with an increase of approximately 5-10 percentage points.

Figure 11: Location coverage of different algorithms

The experimental results of the positioning error and
rate are shown in Figure 12. The DewormMCB position-
ing error was relatively small, while the SecMCL position-
ing error was relatively large. Over time, the position-

ing error of DewormMCB ultimately stabilized at around
10m, 56.29% lower than SecMCL and 38.29% lower than
SenLease. The positioning accuracy of SenLeash and De-
wormMCB was relatively close, with a minimum range of
over 80%; SecMCL had the lowest positioning accuracy,
with a minimum accuracy floating around 70%. The De-
wormMCB algorithm can effectively avoid false links in
wormholes, resist wormhole attacks, improve positioning
errors, and improve positioning accuracy.

Finally, the research-designed secure localization algo-
rithm is compared with other existing state-of-the-art al-
gorithms for localization effect and performance, and the
improved adaptive genetic DV-Hop algorithm (AG-DV-
Hop), PSO-MA-based wireless sensor network node local-
ization algorithm (PSO-MA-NL), and cosine rule-based
localization algorithm (CRL) are chosen to use the aver-
age localization error, the localization rate, and the area
AUC under the receiver operating characteristic curve of
the model as evaluation metrics, and the experimental
results are shown in Figure 13. As seen in Figure 13,
the ROC curve of the DewormMCB algorithm is located
at the top of the coordinate axis, and the ROC curve of
PSO-MA-NL is located at the bottom of the coordinate
axis, and the AUC values are 0.907, 0.869, 0.791, and
0.703 in the order from the largest to the smallest. The
localization error curve of the DewormMCB algorithm is
significantly lower than the other algorithms, and the lo-
calization rate curve is the highest, with the maximum
localization rate reaching 0.842. In summary, the perfor-
mance and localization effect of the DewormMCB algo-
rithm are better than the existing advanced localization
algorithms.

5 Conclusion

In response to the accuracy and security issues of node
localization in WSN, this study proposes a secure MCB
based on MCL to resist wormhole attacks. Test results
demonstrated that as the density of unknown and anchor
nodes increased, the positioning error first decreased and
then stabilized, and there was an optimal value for node
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Figure 12: Positioning accuracy and error of different algorithms

Figure 13: Comparison of performance and localization effect of different localization algorithms
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density. Research suggested that an unknown node den-
sity of 10 and an anchor node density of 1.1 were more
suitable. As the maximum speed value of node move-
ment continued to increase, the positioning error showed a
trend of first decreasing and then increasing. It was more
appropriate to set the maximum speed of node movement
to 20m/s. Wormhole attacks had a significant impact on
the MCB positioning error, which indirectly confirmed
DewormMCB’s effectiveness. The energy consumption of
DewormMCB, SecMCL, and SenLease algorithms was on
the rise, while the average remaining energy of nodes was
on the decline. During 300 experiments, the energy con-
sumption of DewormMCB was 23.53% of SecMCL and
40.00% of SenLease; At 600 cycles, the energy consump-
tion of DewormMCB was 22.58% of SecMCL and 38.89%
of SenLease. When conducting about 600 experiments,
SecMCL had almost no remaining energy and the node
lifecycle was depleted. The DewormMCB algorithm had
a high coverage rate for node localization, ranging from
95% to 100%. The SecMCL algorithm had the lowest
localization coverage, with a minimum value of around
85%. Over time, the positioning error of DewormMCB
ultimately stabilized at around 10m, 56.29% lower than
SecMCL and 38.29% lower than SenLease. The position-
ing accuracy of SenLeash and DewormMCB was relatively
close, with a minimum range of over 80%; SecMCL had
the lowest positioning accuracy. Compared with existing
state-of-the-art algorithms, DewormMCB performs better
in terms of both performance and localization. The De-
wormMCB algorithm effectively resisted interference from
wormhole attacks and completed the secure localization
process. However, further research is needed on the im-
pact of choosing more attack methods on the performance
of secure localization algorithms. For future research,
it is recommended to explore localization algorithms in
complex scenarios involving implicit, explicit, mobile, and
multi-pair wormhole attacks. Additionally, opportunities
exist to apply these algorithms to real-world applications
and further improve their efficacy in the context of prac-
tical constraints and real-world conditions.
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Abstract

The high-speed advancement of the Internet has increased
the risk of network attacks and brought considerable chal-
lenges to network security. The existing network secu-
rity measures, such as firewalls and virus-killing technolo-
gies, are insufficient to prevent network attacks effectively.
Therefore, it is necessary to establish a network security
situational awareness prediction model. According to the
improved Adaptive Moment Estimation algorithm, this
paper optimizes the online update mechanism of the Long
Short-term Memory network, updates the parameters in
real-time, and improves the model’s accuracy. The Look-
ahead algorithm is introduced to lift the network model’s
convergence rate, reduce the training cost, and deduct
the prediction error. The established model was verified
through experiments. The original Long short-term mem-
ory network, Support Vector Machines algorithm and Ra-
dial Basis Function were used as the comparison models.
Comparative experiments have shown that the error be-
tween the predicted values of the designed model and the
actual values is minimal. Compared with the support vec-
tor machine and Radial basis function, the average ab-
solute percentage errors are 0.0198, 0.0523, and 0.0225,
respectively; The Standard errors are 0.0126, 0.0326, and
0.0157. Network security situational awareness prediction
accuracy is as high as 95.343%. Therefore, the proposed
optimized model has particular perception and prediction
capabilities for network attacks, and its development po-
tential and reference value are worth exploring.

Keywords: Forward-Looking Algorithm; Long and Short-
Term Memory; Network Security; Situation Prediction

1 Introduction

Network Security Situation Prediction (NSSP) is a ma-
jor research hotspot in the past few years. It can pre-
dict the future situation and its trend built on existing
network security data, providing instruction for relevant
administrators to choose security policies. For the tech-

nology of network situational awareness prediction, deep
learning technology is the primary choice. Among them,
Long Short-Term Memory (LSTM) is a type of time cycle
network, which could settle the issue of long-term depen-
dence of RNN.

LSTM has a particular design structure that is befit-
ting for processing and forecasting essential events with
very long-intervals and delays in time series. It solves
RNN problems by introducing memory units. From the
current state of network security management, respond-
ing to network attacks with speed is essential in network
security. Therefore, some studies suggest introducing
Nadam optimization algorithm and Look-ahead method
when training network models. Look-ahead is an opti-
mizer algorithm.

By selecting the search direction through the ”fast
weight” sequence generated by another optimizer in ad-
vance, the training cost can be reduced and the Rate of
convergence can be improved. To accurately perceive and
predict the NSS and improve the efficiency of administra-
tors’ early warning response to network attacks, a NSS
Perception Prediction (NSSPP) model based on improved
Nadam and LSTM, as well as fusion of Look-ahead, has
been proposed. The structure of the paper consists of four
parts.

The first part elaborates on the background of network
security under the development of computer internet, as
well as the research purpose and significance of NSSPP.

The second part specifically explains the process and
innovation of optimizing LSTM networks based on the im-
proved Nadam algorithm and optimizing network models
based on the Look ahead method; A new type of NSSPP
has been constructed.

The third part fully elaborates on the experimental
design based on NSSPP and the quantitative statistics
and analysis of experimental results.

The fourth part describes the experimental conclu-
sions, the shortcomings of this design, and the directions
that need further in-depth research and exploration.
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2 Related Works

The rapid emergence of computer networks has also
greatly promoted the advancement of many deep learn-
ing technologies. Different scholars have proposed their
own methods and strategies for perceptual prediction of
NSS. For network security defense based on neural net-
work (NN), Zhang R proposed a skill optimization al-
gorithm and NSSP algorithm of ”back promotion neu-
ral network” (BPNN) optimized by Simulated Anneal-
ing Skill Optimization Algorithm (SA-SOA). It uses the
SOA to find the best adaptive individuals, obtain the best
weights and thresholds, and assign them to the random
initial thresholds and weights of the BPNN. Finally, the
BPNN is trained to obtain the predicted values. Accord-
ing to SA’s Metropolis criterion, this algorithm accepts
bad solutions with a certain probability, avoiding the trap
of falling into local optima and improving the algorithm’s
global search ability [19].

To more effectively detect network attacks, Li and
Zhang use Honeypot technology to gather the newest net-
work attack data, and combines Deep Neural Network
(DNN) and LSTMmodel to propose a deep learning based
network intrusion detection classification model [9]. Wei
raised a new method with the combination of 3DCNN
and Bidirectional RNN (Bi-RNN). Due to the fact that
NSSP data includes multidimensional time series, combin-
ing spatial and sequence features can better predict NSS
and improve prediction accuracy. Therefore, it adopts the
3DCNN to extract spatial features from distinctive net-
work nodes, and uses the Bi-RNN with gated recursive
units to extract sequence features. Ultimately, using the
fused spatial sequence features, the prediction results of
NSS are obtained [18].

Gupta et al. proposed a one-on-one technology sys-
tem LIO-IDS based on LSTM classifier and optimized
Network Intrusion Detection System (NIDS) to handle
frequent and infrequent net-intrusions. LIO-IDS is a 2-
layer anomaly-based NIDS that detects different network
intrusions. Layer-1 uses LSTM classifier to identify in-
trusion from normal network; Layer2 uses integrated al-
gorithms to sort out the detected intrusions into various
attack categories. Gupta N also puts forward an Improved
OnevsOne technology (I-OVO) for carrying out multi-
class classification in layer2. Compared to original OVO,
I-OVO only uses 3 classifiers to measure each sample, sig-
nificantly deducting testing time. In addition, layer 2
uses Oversampling technology to enhance the LIO-IDS’s
detection capability [6]. Scholars such as Liu and Zeng
have applied wavelet fuzzy neural networks (FNN) and
chaotic particle swarm optimization algorithms (CPSO)
to monitor the security status of IoT networks. Firstly,
they analyzed the basic theory of intelligent city IoT NSS,
constructed corresponding mathematical models, and de-
signed an IoT security situational awareness framework.
Secondly, they studied the basic theory of FNN, designed
the FNN structure, and constructed a wavelet based NSS
data processing method. Finally, the training process of

FNN based on CPSO was established [12].
In the NSS evaluation method, Zhu and Du proposed

an NSS evaluation mode in accordance with time-varying
evidence theory to address the lack of consideration for
the time-varying support rate of threat occurrence in ex-
isting multi-source information fusion technologies. By
introducing time parameters into the basic possibility as-
signment, the threat information reflects the temporal
variation pattern. Therefore, they improved the existing
hierarchical threat situation quantitative assessment tech-
nology and raised a layered multi-source network security
threat situation assessment model [21]. Liao et al. de-
signed a NSS evaluation system according to the extended
Hidden Markov model (eHMM). Firstly, he extended the
standard HMM from 5 to 7 tuples, adding 2 parameters:
network defense efficiency and risk loss vector. Then, he
defined the initial algorithm of the State-transition ma-
trix, and used the observation vector to create and modify
the network matrix. The solving process of hidden status
possibility distribution sequence grounded on eHMM is
derived. Finally, he designed a method to calculate the
risk loss vector based on international definitions, and cal-
culated the current network risk value through implicit
probability distribution; Then an assessment was con-
ducted on the global security situation [10]. Lin and his
team applied deep learning to analyze and discuss net-
work details, classify and produce counter networks for
sample-amplification. They take sparse noise reduction
automatic encoder for selecting features, and next adopt
LSTM to predict security situation [11].

In summary, NSS is divided into two aspects: situa-
tional awareness and situational prediction. Scholars use
NN for security detection and defense around these two
aspects. However, scholars rarely improve and optimize
NN when using deep learning methods. In today’s rapidly
developing era, it is necessary to design a more in-depth
and improved NN to establish a relatively complete net-
work situational awareness prediction model.

3 LSTM Optimized Based on
Nadam Built on Look-ahead

There are two ways to improve LSTM: one is to optimize
the online update mechanism of LSTM based on the im-
proved Nadam algorithm for situation prediction; Second,
the adaptive momentum estimation algorithm of Nestervo
acceleration gradient is improved by AWL’s Look-ahead
to rise the Rate of convergence. Therefore, an NSSP
model based on ILSTM combined with NAWL is pro-
posed.

3.1 Situation Prediction and Network Se-
curity Awareness Model on the Basis
of ILSTM

LSTM is a multi-layer NN with output, hidden, and input
layers, capable of processing variable length sequences and
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generating new output sequences. It can also handle long-
distance dependencies, reduce the matter of gradient ex-
plosion/disappearance, and learn the degree of long-term
storage or forgetting between multiple time steps. RNN
is a chain structure related to time series, and its hidden
unit expansion diagram is Figure 1. Its three layers are
closely related, and the output at a certain moment is
related to both the input time and the previous output.
The previously obtained information can be propagated
backwards [5, 8, 14].

Figure 1: Hide unit expansion diagram

In Figure 1, S represents the hidden layer, O represents
the output layer, U , V , W represents the weight, and
represents the number of layers. LSTM could settle the
above matters and lift the prediction accuracy due to its
ability to introduce memory units, which can delete and
memorize new information at any time. LSTM also has
a chain structure, with only one Tanh layer in the hidden
layer of RNN. LSTM has four interaction layers and three
gates of forgetting, output, and input, each responsible for
controlling the state of each unit [2]. Figure 2 shows its
structure.

Figure 2: LSTM Cellular structure

In Figure 2, ct−1 represents memory cells, ht−1 hid-
den states, and state information transmitted from the
previous time. σ represents the fully connected layer,
Tanh represents activation function, c represents candi-
date memory cells, xt represents output, f represents for-
getting gate, z represents output gate, and i represents
input gate. In real life, the network has always been un-
der attack. The firewall and Intrusion Detection system

(IDS) can collect the information records of the attack at
any time. To receive real-time network situation and op-
timize relevant network parameters, an Improved LSTM
(ILSTM) was designed to construct an immediate and ef-
fective NSSP [15].

In reality, networks are always in a state of being at-
tacked, so in order to optimize network parameters using
real-time received network situation values, an improved
LSTM network is proposed to establish an effective net-
work situation prediction model. The improved LSTM
network is an LSTM learning online update mechanism
that minimizes the cost function. Based on the practi-
cal problems of network systems, a more effective ILSTM
situation prediction model is proposed to update network
parameters using the situation time series data transmit-
ted online, in order to establish a more effective ILSTM
situation prediction model with real-time observation of
network situation data. This paper utilizes the minimiza-
tion cost function to improve and optimize LSTM, making
it a learning online update mechanism, thus establishing
the ILSTM model. The basic process of the model specifi-
cally includes making reasonable use of existing historical
records, using the observed data of the later sampling time
as the true value, and adding both prediction and actual
errors to the whole sample error. The model’s parameters
are perfected using error-minimization. With the increas-
ing real-time updates of experimental data, the updating
of model parameters becomes more proficient, and the
predicted values obtained from the trained model will be
closer to the actual values [13, 20]. The relevant update
formula is Equation (1).



ft = σ(Wf × [ht−1, xt] + bf )

ut = σ(Wt × [ht−1, xt] + bi)

C̃t = tanh(Wc × [ht−1, xt] + bc)

Ct = ft × Ct−1 + it × C̃t

ot = σ(Wo

times[ht−1, xt] + bo)

ht = ot × tanh(Ct)

(1)

In Equation (1), ft represents the forgetting gate result,
it represents the input gate input, Wf , Wi, Wc, Wo repre-

sents the weight matrix, C̃t represents the activation func-
tion result, Ct represents the candidate result, ot repre-
sents the output, and ht represents the hidden layer result.
In actual net-security maintenance, the operation of it is
always affected by certain external contributors, resulting
in the constantly changing online situation and becoming
more complex. This increases the difficulty of network
situation prediction. The perception model of NSS is es-
tablished accordingly. The model quantitatively analyzes
the NSS situation during a certain time period, and con-
ducts weight analysis on relevant influencing factors [17],
thereby establishing and generating an NSS time series
diagram. Figure 3 shows the model structure of NSS.
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Figure 3: Structure of NSS Awareness Model

3.2 NSSP Method Based on ILSTM
Combined with NAWL

Nadam is an optimization algorithm that combines Niche
Genetic Algorithm (NGA) with Adam. Adam combines
AdaGrad and RMSProp algorithm, and has the char-
acteristics of random optimization of Adaptive learning
rate. The weights of ILSTM are divided into four matri-
ces [Wf ,Wi,Wc,Wo], with the sizes of V × H, H × H,
V ×H, and C ×H. Firstly, connect each layer and input
it into the NAWL optimization algorithm, while train-
ing and adjusting weights. The matrix weights that can
be trained from this are (2 × V + H + C) in total, be-
cause V (10k−1M) has a higher order of magnitude than
H(128 − 4k) and C(100 − 1k), and the total number of
weights can be determined to be ≥ 108.

To improve the Rate of convergence of Nadam and
reduce the running cost, on this basis, AWL uses Look
ahead to improve Adam in the Nadam algorithm, and
improve the problem that the Nadam algorithm needs
a lot of space when updating the first order. Intro-
duce an equivalent formula and hyperparameter to con-
trol the strength of Look-ahead during the improvement
process [4]. The relevant process formulas are Equations
(2) - (6). θ = [Wf ,Wi,Wc,Wo] represents the optimized
parameter vector, and f(x) represents the cost function.

ĝt ←−
gt

1−
∏t

i=1 µu

(2)

Equation (2) is the gradient for obtaining prospective pa-
rameters.

mt ←− µt ·mt−1 + (1− µt) · gt (3)

mt in Equation (3) is the updated first-order distance
estimation. µt represents the Exponential decay rate of
distance estimation, ranging from 0 to 1.

nt ←− v · nt−1 + (1− v) · g2t (4)

nt in Equation (4) is the updated second-order distance
estimation. v represents the same as µt.

zt ←−
m̄t√
n̂t + ϵ

(5)

zt in Equation (5) is the updated intermediate variable.

∆θ ←− −η[(1 + γ)zt − γzt−1] (6)

∆θ in equation (6) is the vector for updating parame-
ters. η is the learning rate. Figure 4 shows the LSTM
process optimized and improved by Nadam With Look
Ahead (NAWL). ϵ usually takes the value 108 to avoid di-
viding by 0 and v = 0.999. µ0 = 0.99 is the Exponential
decay rate of the distance estimate. γ = 0.9 is a newly
introduced hyperparameter [3] to control prospective in-
tensity.

Figure 4: The flow of LSTM algorithm

The NAWL algorithm updates the weight parameters
with the weight [Wf ,Wi,Wc,Wo] of ILSTM. It combines
the strong Rate of convergence of Nadam and the advan-
tages of AWL’s Look ahead. It has a good improvement
effect on Adam and Nadam’s Rate of convergence, which
is significantly improved compared with Adam and RM-
SProp [1]. Figure 5 is the graph of Look-ahead.

Figure 5: Implementation of Look ahead

Calculate the beginning and ending speeds of each
block, in accordance with the rest length of the contin-
uous blocks, taking the machining of a circular route as
an example, as Equation (7).

V0 =
√
V 2
f + 2 ·A · L (7)

In Equation (7), V0 is the feasible speed. A represents the
max-allowable acceleration of the machine tool. Vf is the
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next block’s max-feasible entry-speed for. L represents
the current block length. If the inlet feed rate V0 is greater
than the feed rate F of the command, the feasible inlet
feed rate of the present block becomes F and the ending
feed rate becomes Vf .

To prove the convergence property of the NAWL algo-
rithm, the corresponding proof process was carried out.
To prove that ”the Nadam algorithm has asymptotic con-
vergence, then the NAWL algorithm also has asymptotic
convergence” [16]. Assuming the learning rate is station-
ary, the parameters for each NAWL update are Equa-
tion (8).

∆θ = −η[(1 + γ)zt − γzt−1] (8)

After updating the parameters of the NAWL algorithm,
the following results are obtained, as Equation (9).

lim
t→∞

(
n∑

t=0

−η[(1 + γ) · zt − γ · zt−1)] = lim
t→∞

(γ · zn − γ · z0) +
n∑

t=0

η · zt (9)

It is known that the parameter update formula of —
Nadam has asymptotic convergence, that is, Nadam has
asymptotic convergence, as Equation (10).

zt =
m̄t√
n̂t + ϵ

(10)

Equation (10) has asymptotic convergence. From Equa-
tion (9), it can be concluded that if limt→∞(γ ·zn−γ ·z0)
asymptotically converges, then NAWL is asymptotically
convergent. z0 = 0 and η, γ are constant constants. When
training through the Nadam algorithm, zn approaches 0,
as Equation (11).

lim
t→∞

(γ · zn − γ · z0) = lim
t→∞

η · γ · zn ≈ 0 (11)

Therefore, Equation (9) is asymptotically convergent,
meaning that NAWL has asymptotic convergence. The
NSSP model is established through the above mentioned
methods. The online update mechanism is mainly used
to improve the network parameter update of LSTM, and
the look ahead method of AWL is used to improve the
optimization algorithm of Nadam to improve the Rate of
convergence. Figure 6 is the specific NSSP model based
on ILSTM combined with NAWL.

First of all, the 1D time-series X = (x1, x2, · · · , xn) is
extended to a 2D matrix:

x1 x2 · · · xn−k+1

x2 x3 · · · xn−k+2

...
... · · ·

...
xk xk+1 · · · xn


Where n is the time-series length. k represents the sample
numbers. The sample is y = (xk, xk+1, · · · , xn). Stan-
dardize the time series, as Equation (12).

X =
xi√

x2
i + x2

i+1 + · · ·+ x2
i−k+1

(i = 1, 2, · · · , n− k + 1) (12)

Then initializing the network parameters and introduce
and set hyperparameters to obtain Equation (13).

Wf = rand(L,N)

bf = rand(1, N)

· · ·
Max iter = M1

Error Cost = M2

(13)

In Equation (13), M1 represents the max-iterations
Max iter. M2 is the error threshold error Cost. L is
the quantity of cell units in LSTM. N is the amount of
neuron layers. Wf means forgetting the gate weight. bf
is offset. The cell unit status information that needs to
be forgotten is Equation (14).

f̂t = σ(Wf · [ht−1, xt] + bf ) ⋆ Ct−1 (14)

Calculating the output for the forgetting gate and multi-
plying the result with the previous unit state. Calculate
the information that is able to be saved in the cell unit
state at time, as Equation (15).

ût = σ(Wi · [ht−1, xt] + bi) ⋆ tanh(Wc · [ht−1, xt] + bc) (15)

Equation (14) is divided into two parts. One is the output
of input gate it; The second is to establish a new candi-
date vector Ct through the tanh function. Then multiply
the candidate vector by the it, and calculate the Ct as
Equation (16).

Ct = ût + f̂t (16)

The net’s output at is Equation (17).

ht = σ(Wo · [ht−1, xt] + bo) ⋆ tanh(Wc · [ht−1, xt] + bc) (17)

Calculate the output gate Ot, and then multiply the re-
sult by the current unit state to obtain the network out-
put currently [7]. ht means the predicted value at present.
After calculating the predicted value for each sample, cal-
culating the error between all h and the true value y, as
Equation (18).

J(θ)(y, h;W, b) =
1

2
||y − h||2 (18)

Using BPTT to update net-parameters in reverse, the
iterations increase till the max-error threshold or max-
iteration error > Error Cost or iter > Max iter is
reached, and then exit the loop. Enter the weight ma-
trix θ0 = [Wf ,Wi,Wc,Wo] to be updated and train the
ILSTM network model parameters using NAWL, as Equa-
tion (19).

θt = θt−1 − η[(1 + γ)zt − γzt−1] (19)

According to the method of real-time updating online
observation data, new samples Xn+1(xn−k+2, · · · , xn+1)
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Figure 6: A NSSP Model Based on ILSTM and NAWL

and θ0 are added to carry put forward propagation of sev-
eral calculation steps from the forgotten cell unit state in-
formation to the net-output at t. For obtaining the hn+1

of the new sample, as Equation (20).

error = error +
1

2
(hn+1 − xn+2)

2 (20)

Therefore, when the ht at the next sampling time com-
pletes the value of the network being attacked, a warning
is issued, and the net-administrator can quickly take mea-
sures.

4 NSSPP Experimental Valida-
tion

This study proposes a prediction method based on Nadam
combined with Look-ahead method to improve LSTM.
Fusion and innovation research uses Look-ahead to solve
the problem of slow Rate of convergence of Nadam, and
integrates online update mechanism into LSTM param-
eter update. The NSSP proposed here has been exper-
imentally validated for its performance. By comparing
the original LSTM, SVM, and Radial Basis Function NN
(RBF) models, the experimental data has been analyzed
to draw conclusions.

4.1 Experimental Design of Situation
Awareness Prediction Model

This experiment concentrates on validate the NAWL-
ILSTM prediction method’s effectiveness. The experi-
mental data used is from the historical records of network
attacks collected by a certain network company’s firewall
and other systems for a total of 95 days in July, August,
and September. Collect log records once a day, using the
first three quarters (71 days) as the training dataset for
the model, and the last quarter (24 days) as the testing

dataset for the model. Set experimental parameters n in
the experiment Input=28, n Steps=128, n Hidden=10,
batch Size=128. For lifting the training speed of the con-
structed method, the original data is standardized. Fig-
ure 7 shows the standardized NSS time series.

Figure 7: Standardized NSS Time Series

In the experiment, the selected comparative models
were the original LSTM, SVM, and RBF models. They
can more intuitively analyze the accuracy and effective-
ness of designing models for predicting NSS. SVM’s ba-
sic model is the Linear classifier with the biggest interval
denoted in the feature space. RBF is a frequently-used
3-layer feedforward network that can be utilized for both
function approximation and pattern classification. Before
the experiment, it is necessary to set the parameters of
several models, such as input, output, and hid-layer node
numbers. Unified parameters for comparative research in
experiments, see Table 1.

The data obtained in the experiment needs to be truth-
fully and effectively recorded, and reasonable statistics
and analysis should be conducted. The analysis process
uses Mean Absolute Percentage Error (MAPE), Standard
error (SDE), and Mean squared error (MSE) to analyze
the accuracy of the prediction model. The iterations and
Rate of convergence of the model algorithm are measured
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Table 1: Model’s Parameter settings

Model Input layer Quantity of hidden layers Amount of hidden-layer nodes Output layer

SVM 5 1 11 1
RBF 5 1 0 1
LSTM 5 1 0 1

NAWL-ILSTM 5 1 0 1

to judge the feasibility of the model and the practicability
of the algorithm.

5 Quantitative Statistics and
Analysis of Experimental Re-
sults

As shown in Table 2, in order to verify the advantages and
feasibility of the research algorithm, the original LSTM,
RBF, and SVM models were selected, and compared with
the new algorithm SOA Compare and study the BP neu-
ral network algorithm. It can be seen that compared to
the latest algorithm, the algorithm proposed in the study
is generally closer to the actual value. The experiment
obtained relevant experimental results and data, and cal-
culated MAPE and SDE respectively. Table 2 shows some
test results data from the test samples. Compared with
RBF and SVM models, the model algorithm designed
in this study has MAPE of 0.0198, 0.0523, 0.0225, and
SDE of 0.0126, 0.0326, and 0.0157, respectively. The
RBF model has the largest prediction error, while NAWL-
ILSTM has a relatively small prediction accuracy and the
highest prediction accuracy. So the prediction model de-
signed this time has feasibility and accuracy in predicting
network situational awareness.

Figure 8 shows the trend of MSE for the four algo-
rithms over iteration. Nadam combines the properties of
Look ahead and Adam, and uses the gradient descent fea-
ture of NGA algorithm in the implementation of Adam
optimization algorithm to update the weight of the net-
work, which rises the Rate of convergence. Use the Look-
ahead method to improve the shortage of high cost in
Nadam, so as to improve the convergence Rate of algo-
rithm. The Rate of convergence of network training us-
ing different algorithms varies, among which the number
of iterations required by NAWL is at least 60, and that
of Nadam without improvement and optimization is more
than 80. Adam and RMSProp have not yet reached com-
plete convergence after more than 100 iterations.

To verify the advantages and feasibility of this algo-
rithm, Figure 9 selected the original LSTM, RBF, and
SVM models for comparison. All four methods have well-
established mechanisms for processing data, but there
are still some shortcomings in terms of predictive perfor-
mance. The proposed prediction model can update the
model parameters online, process and predict the data in

Figure 8: The change trend of Mean squared error of four
algorithms with the number of iterations

real time. Compared with other methods, the error with
the actual value is smaller, and the Mean absolute er-
ror and SDE are 0.0254, 0.0189. Therefore, the improved
method can effectively update data in immediate online
to rise the precision of prediction.

From Figure 10, in September and October, there are
significant differences between the two scenarios. In Fig-
ure 10(a), when the network is attacked, the situation
value is in an unstable state with irregular fluctuations,
and as time increases, the value continues to rise and fluc-
tuates more and more frequently. In Figure 10(b), there is
a pattern of horizontal fluctuations in the network with-
out network attacks. This indicates that the overall risk
for the 30 nodes in September was relatively low, while
the curve for the 31 nodes in October showed an increas-
ing trend. It shows that the network condition level is
more secure and less risky in September, and in October,
the network tends to be moderate or even very dangerous.

To more intuitively display the performance of several
models on NSSP, Figure 11 extracts experimental data
from 10 iterations for accuracy comparison. The accuracy
of the NAWL-ILSTM model is the smallest compared to
the error of 1. The error between SVM and 1 can reach
over 0.4, while the error of RBF is relatively small at
around 0.2. So the NSSPP designed this time has good
predictive ability, almost identical to the actual value, and
can provide warning for network administrators.
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Table 2: Partial test result data in the test sample

Test sample Actual value SOA BP SVM RBF NAWL-ILSTM

1 0.5876 0.5701 0.5808 0.5538 0.5696
2 0.6501 0.6648 0.6586 0.6275 0.6746
3 0.5263 0.5499 0.5213 0.5691 0.5456
4 0.4917 0.4695 0.5246 0.5274 0.4777
5 0.5205 0.5514 0.5272 0.5543 0.5456
6 0.5546 0.5648 0.5266 0.5698 0.5296
7 0.5447 0.5604 0.5535 0.6025 0.5595
8 0.616 0.6248 0.6059 0.6368 0.6037
9 0.4962 0.4947 0.5222 0.4919 0.5124
10 0.6571 0.6741 0.6479 0.6172 0.6725

Figure 9: Comparison with the original LSTM, RBF, and SVM models

Figure 10: The situation value of the network under attack and the situation value of not receiving an attack
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Figure 11: Several Models for Predicting Network Situa-
tion

6 Conclusion

Nowadays, NSSP gives a more integrated and viable new
approach to address the shortcomings of distinctive net-
work attack solutions, and is now popular in the network
security. This manuscript come up with an optimized
LSTM-NSSPP on the ground of Nadam combined with
Look ahead method. It combines the advantages of LSTM
time series with the online update mechanism, and com-
bines the Look-ahead algorithm to improve the conver-
gence Rate of the algorithm and decrease the training
cost. The results of testing the model indicate that by
comparing the original LSTM, RBF, and SVM, the er-
ror among the predicted values of the designed mode and
the actual values is minimal; Compared with RBF and
SVM models, MAPE is 0.0198, 0.0523, 0.0225, and SDE
is 0.0126, 0.0326, and 0.0157, respectively, with an aver-
age accuracy of over 94%. It can respond accurately and
quickly to network attacks for early warning operations.
However, the model used in this study is only for pre-
dicting the perception of network situation for a certain
system, and cannot comprehensively predict multiple sys-
tems. It is difficult to accurately predict situation values
for nonlinear and complex time series, and more experi-
ments are needed to adjust model parameters and further
research and design.
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Abstract

The medical privacy of patients is protected by law. This
paper briefly introduces the legal basis of medical privacy
protection and the attribute-based encryption algorithm
used for encrypting medical privacy data. After that, sim-
ulation experiments were conducted to test the encryp-
tion efficiency, encryption effectiveness, and security of
the algorithm. It was found that the number of identity
attributes contained in private data could affect the en-
cryption efficiency of the algorithm. The more attributes,
the lower the encryption efficiency. When the number
of overlapping identity attributes between the enquirer
and the ciphertext met the threshold value, the plaintext
could be obtained smoothly; otherwise, it could not be
decrypted. The ciphertext obtained by the encryption al-
gorithm could effectively resist brute force cracking.

Keywords: Attribute; Encryption; Legal Perspective;
Medical Privacy

1 Introduction

With the rapid development of information technology,
various industries have gradually stepped into the field of
informatization, including the medical industry [12]. In
the medical industry, in the past, patients’ medical data
were usually recorded by paper combined with local hos-
pital databases, and different medical institutions are in-
dependent of each other. Although the leakage caused by
data circulation was avoided to a certain extent, it also
increased the difficulty of data query, which was not con-
ducive to make more appropriate diagnosis schemes [15].

With the deepening of informatization, not only pa-
tients’ medical data can be stored electronically in a larger
database, but also data interoperability between different
medical institutions can be realized through the Internet,
which greatly promotes the sharing of resources among
medical institutions and provides better services for pa-

tients [4]. However, the patient’s electronic medical data
contains the patient’s diagnosis information, treatment
records, physiological indicators, and other personal pri-
vacy information, and there is a possibility of disclosure
on the Internet. In order to improve its security, usually
the data will be encrypted. From the legal point of view,
the encryption of patients’ electronic medical privacy data
is not only related to the protection of patients’ privacy
rights and interests, but also involves the information se-
curity of the medical industry and the compliance with
laws and regulations. In order to ensure the safe transmis-
sion of medical sensor information, Khan et al. [2] adopted
two encryption methods: substitution-ceaser cipher and
improved Elliptical curve cryptography and verified their
effectiveness through experiments.

Naeemabadi et al. [10] used chaotic sequence to change
the encryption key to improve encryption security. The
experimental results verified that this method has the
advantages of low noise sensitivity and fast encryption
speed. Doss et al. [6] adopted an evolutionary algorithm,
that is, meme algorithm, to encrypt medical information,
and verified the advantages of this algorithm through ex-
periments. This paper briefly introduces the legal basis
of medical privacy protection and the attribute-based en-
cryption algorithm used to encrypt medical privacy data.
Identity attributes are involved in data encryption to
achieve the effect that the same ciphertext can only be
decrypted by users who meet the conditions of identity
attributes. Then simulation experiments are carried out.

2 Medical Privacy Protection
from the Legal Perspective

As a natural person, patients have the right to privacy,
but because of their disease and need to receive treat-
ment, the abnormal performance caused by the disease
and treatment process is not in ordinary social groups,
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with particularity, so there is the right to privacy of pa-
tients. The right to privacy includes the right to pri-
vacy of patients. Compared with the conventional right
to privacy, the right to privacy of patients only exists in
the doctor-patient relationship, and the contents of the
privacy are special, which may cause spiritual and repu-
tational losses to patients once leaked. In addition, once
patients seek medical treatment, private information such
as their condition and treatment process must be shared
with the medical institution (at least the attending doc-
tor) and recorded in the institution’s database. Patients
have little control over such information, especially in the
era of information technology [14]. Therefore, it is neces-
sary to have relevant systems, laws and professional ethics
to restrain medical institutions and protect patients’ pri-
vacy.

The right to privacy is protected by law. The Civil
Code, the Cybersecurity Law, the Personal Information
Protection Law, and the Tort Liability Law all regulate
the responsibilities and obligations of medical institutions
and medical personnel in confidentiality of patients’ pri-
vate information. The Regulations on Industry Admin-
istration strengthen the privacy protection provisions for
all types of information subjects in accordance with the
needs of different industries and organizations.

On the whole, there are quite a lot of legislative pro-
visions on the protection of the right to privacy and the
right to privacy of patients, which provides a reliable legal
basis for the protection of patient privacy and also stipu-
lates the responsibility and obligation for the protection
of patient privacy for medical institutions and personnel.

3 Encryption of Electronic Medi-
cal Privacy Data

This paper adopts the attribute-based encryption algo-
rithm to encrypt medical privacy data [1]. The basic prin-
ciple of the encryption scheme is shown in Figure 1. The
public key and private key are given by the authority after
combining the medical data attribute set (used to screen
the attribute set of queriable users) provided by the med-
ical data provider [5]. The medical data provider uses
the public key to encrypt and store medical data. The
enquirer downloads the ciphertext from the database and
then decrypts the ciphertext using the private key given
by the authority [13]. The specific steps are described
below.

1) The authority inputs the security parameter λ and
uses the algorithm of G(1λ to generate a group with
a descriptive information of D = (p,G,GT , e). G and
GT are groups with an order of p [9], and there is a
mapping relationship between them:

e : G×G → GT

The generating element of G is g.

Figure 1: Principle construction of the attribute-based
encryption scheme

2) The authority calculates the master key and public
parameter through the generating element of G, and
the equations are:

MSK = (y, t1, t2, · · · , tn)
PK = (T1 = gt1 , T2 = gt2 , · · · ,

Tn = gtn , Y = e(g, g)y)

(1)

where MSK is the master key, PK is the public
parameter, y and ti are random parameters that be-
longs to Zp, Zp is the set of integers ranging from 0
to p−1, and ti is the random parameter representing
the i-th attribute [8].

3) The authority calculates the private key by combin-
ing the medical data attribute set given by the med-
ical data provider. The medical data attribute set
refers to the set of identity attributes that have the
permission to query the medical data. The formula
for calculating the private key is:{

SK = {Di = gp(i)/ti}i∈S

p(x) = y + a1x+ a2x
2 + · · ·+ ad−1x

d−1
(2)

where SK is the private key given to the data en-
quirer, S is the set of permission identity attributes
that the data enquirer has, Di is the private key
of the i-th attribute (all the private keys of the at-
tributes belonging to S are combined into SK), d
is the threshold value, p(x) is a (d − 1)-degree poly-
nomial function [7], and a1, a2, · · · , ad−1 are random
numbers in the rational number field [3].

4) The medical data provider encrypts the medical data
using PK issued by the authority. The encryption
formula is:

CT = (S′,M = mY s, {Ei = T s
i }i∈S′) (3)

where CT is the ciphertext, m is the plaintext, S′

is an identity attribute that has permission to query
medical data, and s is a random parameter belong-
ing to Zp. The encrypted data is uploaded to the
database for storage.
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5) After the data enquirer downloads the ciphertext
from the database, whether the number of permis-
sion identity attributes that S coincide with S′ is
less than threshold value d. If it is less than, it
cannot be decrypted; otherwise, d attributes are
taken out from the overlapping attributes, and then
e(g, g)p(i)s = e(Ei, Di) is calculated, where i belongs
to the d attributes that are taken out. The decryp-
tion formula is:{

m = CT
Y s

Y s = e(g, g)p(0)s
(4)

where e(g, g)p(0)s is obtained by using the Lagrange
interpolation method [11] combined with e(g, g)p(i)s.

4 Simulation Experiment

4.1 Experimental Environment

The simulation experiment was carried out in laboratory
servers. Five servers were set up in the experiment, server
1 as the authority, server 2 as the database, server 3 as
the medical data provider, server 4 as the medical data
enquirer, and server 5 as the third-party attacker. The
configuration of the five servers was the same, all run-
ning on the Windows 11 operating system with 16 GB of
memory and an i7 processor.

4.2 Experimental Setup

Since this article mainly aims to verify the effectiveness of
attribute-based encryption algorithms in protecting med-
ical privacy data, the focus is on the encryption perfor-
mance for the data. Considering the difficulty in obtain-
ing medical data and protecting patient privacy, random
diagnostic data was generated and assigned with differ-
ent identity attributes. Part of the data is shown in Ta-
ble 1. Random generation of diagnostic data was a rela-
tively simple way to process patients, and each processing
method was endowed with 10-30 identity attributes.

1) Performance test of the attribute-based encryption
algorithm:
When using the encryption algorithm proposed in
this paper to encrypt the constructed medical data,
in order to verify the impact of the number of identity
attributes in the medical data on the performance of
the encryption algorithm, diagnostic data with 10,
15, 20, 25, and 30 identity attributes were selected
from the randomly generated data set, and the num-
ber of diagnostic data with different numbers of iden-
tity attributes was the same. The time taken by the
encryption algorithm to generate key, encrypt data,
and decrypt data under different numbers of identity
attributes was tested.

2) Usage test of the attribute-based encryption algo-
rithm:

The diagnostic data generated in server 3 was en-
crypted by the public key given by server 1 and then
transmitted to server 2 for storage. Then, 50 enquirer
IDs were generated in server 4, and each ID was as-
signed 15 identity attributes. After server 4 obtained
the ciphertext from server 2, server 4 obtained the
private key from server 1 using the enquirer ID and
decrypts the ciphertext. The threshold value was set
to 3.

3) Security test of the attribute-based encryption algo-
rithm:
Server 5 acted as a third-party attacker to steal data
from server 2, which stored medical data, and per-
formed brute-force decryption on its ciphertext. The
brute-force decryption lasted for 180 min. The in-
tegrity of decryption through brute force during this
process was recorded.

4.3 Experimental Results

Diagnostic data with different numbers of identity at-
tributes were constructed for encryption, and the key gen-
eration, encryption, and decryption time of the encryp-
tion algorithm are shown in Figure 2. As the number of
identity attributes increased, the key generation, encryp-
tion, and decryption time of the encryption algorithm in-
creased. By vertical comparison of the time under the
same number of identity attributes, it can be seen that
the encryption time was the longest, and the key genera-
tion time and decryption time were close. The plaintext
and long key needed to be calculated during encryption.
However, when decrypting, it only needed to use the La-
grange interpolation method to obtain a specific value and
then divided the ciphertext to get the plaintext.

Figure 2: Time consuming of the encryption algorithm
under different numbers of identity attributes

The enquirer in server 4 queried the encrypted data in
server 2. Some of the query results are shown in Table 2.
When the enquirer with the same ID decrypted different
ciphertexts, the decryption failed because the number of
identity attributes overlapping with the ciphertext did not
reach the threshold (3 here), and the corresponding plain-
text could not be obtained by the enquirer who reached
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Table 1: Part of randomly generated diagnostic data

No. Diagnostic data Identity attribute

1 The patient needs to be admitted
for computed tomography exam-
ination in the afternoon.

The Inpatient Department of XX Hos-
pital; The Radiology Department of
XX Hospital; The Internal Medicine
Department of XX Hospital; patient’s
family members; ...

2 The patient has a mild cold and
is prescribed two courses of cold
medicine.

The Internal Medicine Department of
XX Hospital; The Pharmacy of XX
Hospital; Patient’s family members:...

3 The patient is recovering well
and is expected to be discharged
in a week.

The Inpatient Department of XX Hos-
pital; The Surgery Department of XX
Hospital; Patient’s family members; ...

... ... ...

the threshold.

The ciphertext stored in server 2 was brute-force
cracked. The decryption integrity of ciphertext in this
process is presented in Figure 3. With the increase of
brute force cracking time, the decryption integrity of the
ciphertext gradually increased, but the increase ampli-
tude gradually decreased. After 100 min of brute force
cracking, the decryption integrity was almost unchanged,
and the decryption integrity was only 2.5%, which ensured
the security of the ciphertext.

Figure 3: Decryption integrity of the ciphertext in the
process of brute force cracking

5 Discussion

The development of information technology has prompted
various industries, including the medical industry, to enter
the field of informatization. With the help of information
technology, the medical industry gradually realizes the
work of less paper or even paperless, which greatly im-
proves the efficiency. At the same time, after patients’
information is stored on the Internet, information can
be shared between different medical institutions and be-
tween different departments within medical institutions,

which is conducive to providing more appropriate med-
ical services for patients. However, it is the sharing of
information Internet that puts patients’ medical informa-
tion at the risk of being easily leaked. Patients’ medical
information is private information, and compared with
conventional private information, patients are special be-
cause they suffer from diseases and are prone to abnor-
mal performance different from ordinary social groups in
the course of treatment. Moreover, patients must inter-
act with medical institutions during treatment, and their
medical information must be shared with medical institu-
tions. Therefore, as a special kind of private information,
medical information needs to be protected by law. In ad-
dition to the relevant laws for the protection of routine
privacy, corresponding laws and regulations for medical
privacy information are also needed to require medical
institutions to fulfill the responsibility and obligation of
protecting patients’ medical information.

On the other hand, the law also requires medical in-
stitutions to bear the responsibility of protecting medical
information, so there is a need for encryption and pro-
tection of medical information. In the face of users with
different identities, the traditional encryption algorithm
will distribute the ciphertext encrypted by different keys.
That is to say, in the face of the same plaintext, it needs
to be independently encrypted for many times to obtain
the complex ciphertext, which greatly increases the calcu-
lation amount. In this paper, an attribute-based encryp-
tion algorithm was adopted, which combines identity at-
tributes when encrypting the plaintext, and the user must
meet the conditions of identity attributes when decrypt-
ing the ciphertext. The algorithm does not need inde-
pendent encryption, and only one ciphertext is needed to
obtain multiple ciphertexts. Only users who meet the con-
ditions of identity attributes can decrypt the ciphertext.
Then, a simulation experiment was carried out to test the
encryption efficiency, encryption effectiveness, and secu-
rity of the encryption algorithm. It was found that the
number of identity attributes involved in the encryption of
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Table 2: Some of the query results obtained by the enquirer in server 4

The actual Number of Number of identity
plaintext of the identity Enquirer attributes overlapping
ciphertext attributes ID with the ciphertext Decryption result
The patient needs
to be admitted for
computed tomogra-
phy examination in
the afternoon.

15 102145 5 The patient needs to be admitted
for computed tomography exam-
ination in the afternoon.

104878 2 Unable to decrypt
102359 6 The patient needs to be admitted

for computed tomography exam-
ination in the afternoon.

... ... ...
The patient has
a mild cold and
is prescribed two
courses of cold
medicine.

20 102145 2 Unable to decrypt

104878 6 The patient has a mild cold and
is prescribed two courses of cold
medicine.

102359 0 Unable to decrypt
... ... ...

medical data could affect the efficiency of the algorithm.
The reason is that identity attributes are required to par-
ticipate in the generation process of the key. The more
identity attributes, the longer the key will be, and the
more time it takes to generate the key. Similarly, the cal-
culation amount required for the encryption and decryp-
tion of the plaintext with a long key will also increase,
resulting in an increase in the encryption and decryption
time. The test results also verified that the algorithm
could effectively block users who did not meet the condi-
tions of identity attributes to query medical information,
and moreover, it had considerable resistance to the brute
force cracking of the third attacker.

6 Conclusions

This paper briefly introduces the legal basis of medical
privacy protection and the attribute-based encryption al-
gorithm used to encrypt medical privacy data. After that,
simulation experiments were conducted to test the en-
cryption efficiency, encryption effectiveness, and security
of the algorithm. With the increase of the number of iden-
tity attributes of diagnostic data, the key generation, en-
cryption, and decryption time of the encryption algorithm
increased. Under the same number of identity attributes,
the encryption time of the algorithm was the largest, and
the key generation time and decryption time were close.
When the number of identity attributes of the enquirer
overlapping with those of the ciphertext reached or ex-

ceeded the threshold value, the plaintext was obtained
smoothly; otherwise, it could not be decrypted. With
the increase of brute force cracking time, the decryption
integrity of the ciphertext gradually increased, but the
increase amplitude gradually decreased. After 100 min
of decryption, the decryption integrity was almost consis-
tent, only 2.5%.
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Abstract

The study in focus creates a network threat data detec-
tion model. This model combines a traditional network
detection model, classification algorithms, and multi-
task grouping techniques. Test results reveal that this
model outperforms other algorithms in classification per-
formance. When the sample size was less than 150, the
model surpassed others by around 4%, 9%, and 10% on
average. For sample sizes above 200, it exceeded by
roughly 2%, 4%, and 5%. This model also exceeds in
robustness performance. At sample sizes below 150, it
performed better by about 6%, 12%, 5%, and 8%. For
sizes more than 200, it bettered by 4%, 5%, 6%, and
7%. Its flexibility stands higher, too. With sample
sizes less than 150, it was around 5%, 10%, 6%, and 7%
higher. For samples above 200, it scored 3%, 4%, 5%, and
6% higher. This demonstrates that flexible self-stepping
learning and multi-task techniques incorporated in a net-
work data stream threat detection model yield practical
and feasible results. When paired with feature selection
methods and optimization techniques, these techniques
enhance the detection and classification of network traf-
fic, making it a potent research object in network security.

Keywords: Invasion; Probe; Multitask; Self-step; Trait

1 Introduction

The birth of the Internet and today’s Internet has brought
qualitative leaps and improvements to people’s lives, and
the current explosive development of network science and
technology has largely brought about the exponential
growth of applications and vulnerabilities in network sys-
tems. Due to the depth of technological change and the
continuous reorganization of the network has led to an in-
creasing number of new and unexpected technical vulner-
abilities, posing a great potential threat to the security
of individual or collective users [12]. As of 2022, there
are more than 20,000 new vulnerabilities and the num-
ber of new vulnerabilities is increasing every year, mak-

ing network intrusion a huge and prosperous new black
industry chain. Hackers even have specialized iterative
update tools to conduct cyber intrusions and an ecosys-
tem of support systems to serve the illegal behavior, as
well as an infrastructure to facilitate more people to con-
duct cyber intrusions. Current cyber intrusions are be-
coming more diverse and more frequent, with new intru-
sion tools for cryptojacking and ransomware increasing
in development rate by 75% and 42% respectively, and
malware randomly appearing in more adaptive and in-
telligent variants as the environment changes and new
intelligent technologies are applied. Hackers using these
rapidly updated and innovative attack tools can not only
make cyber intrusions easier, but also more sophisticated
and covert [5]. Among these attacks on critical assets can
cause serious financial losses to the owner, even endanger
public health and safety or cause actual physical harm and
ransom.Therefore, it is very necessary to monitor the net-
work intrusion traffic. The traditional network intrusion
traffic detection algorithms mainly include support vector
machine, decision tree and neural network, etc., but there
are problems of low recognition efficiency caused by large
difference in data distribution. Under this background, a
new learning algorithm model is proposed to improve the
efficiency of attack data identification by creatively in-
corporating flexible self-stepping learning technology and
multi-task learning technology.

The study explores and analyzes the technology from
four aspects. The first part discusses and summarizes the
current research and status related to the network data
stream threat detection system. The second part ana-
lyzes the traditional network threat detection system and
various common algorithms including support vector ma-
chine, decision tree and K-neighborhood algorithm, in-
cluding the construction of a new network data threat
detection system. In the third part, experimental valida-
tion and comparative data analysis of the network data
flow threat detection model are conducted. The fourth
part is a comprehensive overview of the whole paper and
a reflective summary of the shortcomings.



International Journal of Network Security, Vol.26, No.5, PP.767-775, Sept. 2024 (DOI: 10.6633/IJNS.202409 26(5).06) 768

2 Related Work

The popularity of network technology has led to the ex-
plosive growth of network intrusion tools and attacks, and
the construction of detection models for monitoring ma-
licious and abnormal traffic in network data streams has
become an important area of research and exploration for
some experts around the world. Almomani has proposed
a hybrid intrusion detection model based on feature selec-
tion and bio-inspired elements, combined with various al-
gorithms such as particle swarm optimization, to address
the problem of network intrusion attacks that cannot be
detected by firewalls, algorithms, proposed a hybrid in-
trusion detection model thus improving the efficiency of
rare attack identification [1]. Pontes et al. proposed an
energy-based stream classifier based on stream-based in-
trusion detection system combined with machine learning
algorithms to improve the efficiency of real-time classifi-
cation of network data streams [11]. Azizan et al. ad-
dressed the anomalous data in big data diagnosis prob-
lem, proposed a new network intrusion detection system
based on the traditional intrusion detection system com-
bined with various optimization-seeking algorithms, thus
improving the efficiency of identifying anomalous traffic
in big data [2]. Krishnaveni et al. proposed an integrated
approach based on the traditional intrusion monitoring
system combined with feature selection classification tech-
niques for the possible network intrusion problem in the
process of cloud computing, thus improving the efficiency
of identifying anomalous traffic in big data, feature selec-
tion classifier to improve the efficiency of anomalous traf-
fic identification in the process of cloud computing [8].
Zhang et al. proposed a multi-objective optimization
algorithm based on balanced convergence and diversity
based on machine learning algorithms for the security of
smart cars, thus improving the security of smart cars in
the process of networking [16]. Ghurab et al. addressed
the problem of utilizing network intrusion datasets with a
network intrusion detection system based on a combina-
tion of eight world famous datasets proposed an instance
feature analysis method for datasets, thus effectively im-
proving the learning training effect of network intrusion
detection models [4].

At present, many multi-task learning algorithms are
used in the field of network intrusion traffic detection. In
anomaly detection, Wan B et al. proposed a multi-task
deep neural network to detect with the help of global spa-
tiotemporal context features, and the proposed method
effectively improved the detection efficiency [13]. Dao and
Lee proposed a probabilistic feature extraction classifica-
tion network algorithm model based on stacked autoen-
coders based on automatic coding technology and fea-
ture extraction analysis technology to address the cur-
rent problem of identifying network attack data, thus
effectively improving the efficiency of identifying attack
data [3]. Wu et al. proposed a machine learning de-
tection model based on machine learning combined with
sample. The machine learning detection model is pro-

posed to improve the accuracy of network intrusion de-
tection based on sample training and testing [15]. Lin
et al. propose an IoT intrusion detection model based
on cloud computing and machine learning combined with
multidimensional feature extraction techniques and ex-
treme learning algorithms to improve the identification
efficiency of IoT intrusion data for the security problem
of IoT [9]. Wang et al. propose an IoT intrusion detection
model based on traditional detection systems to improve
the identification efficiency of IoT intrusion data for the
problem of network vulnerability to attacks. Wang et
al. proposed an acoustic emission detection system based
on traditional detection systems combined with boundary
decision algorithms to improve the efficiency of identify-
ing network attack traffic [14]. Hidayat et al. proposed a
new threat detection model based on traditional machine
learning combined with deep learning techniques and long
and short-term memory to improve the efficiency of de-
tecting network attacks for the attack data classification
problem. Efficiency [7]. Guo et al. proposed a spam iden-
tification method based on machine learning combined
with bi-directional encoder and pre-training methods for
the useless email detection and classification problem in
emails, thus improving the accuracy of email classifica-
tion [6].

From the research of scholars in various countries, most
of the current intrusion detection systems are less effi-
cient in identifying and classifying data for multiple types
of novel unknown network intrusion attacks, and the re-
search of system identification algorithms for novel at-
tacks is neglected. Therefore, the multi-task learning
network threat detection model developed by combining
multiple intelligent algorithms possesses a certain degree
of innovation.

3 Internet Data Stream Threat
Detection System Design and
Implementation

Unlike traditional detection systems, detection models
that use flexible self-stepping learning techniques as well
as multi-task learning techniques based on feature selec-
tion and a series of optimization techniques are innova-
tive, so the design and implementation of the model is
particularly important to ensure that the detection ac-
curacy of this data detection model can be continuously
optimized for accuracy. Therefore, this section analyzes
the implementation principle of the model, classification
algorithm and system construction.

3.1 Network Threat Detection System
and Algorithm Research

Network threat refers to the use of unauthorized meth-
ods through the network to arbitrarily obtain, tamper or
damage the target computer system resources informa-
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tion, which may lead to economic losses or privacy leaks,
thus posing a threat to the safety of other people’s per-
sonal property network malicious behavior. The network
threat detection system can effectively monitor all the
traffic data in the target computer network in real time,
which helps to fix the possible vulnerability of the network
before the threat arises, and the system can help adminis-
trators to find illegal network threats and other suspicious
traffic faster and more accurately. Network threat detec-
tion system is called Network intrusion detection system,
referred to as NIDS. Its process is shown in Figure 1.

Figure 1: Flow chart of network intrusion detection sys-
tem

As can be seen from Figure 1, the local network con-
sists of three parts: the extranet, the intranet and the
management and supervision network. When the net-
work data flow enters the intranet, it will flow between
each data unit, and these flows are subject to real-time
capture and monitoring analysis from NIDS. If the data
operation is normal, it will be recorded in the system log,
if the data operation is illegal, it will promptly generate an
exception report and remind the network administrator to
intervene in time to restore the network security norm to
ensure the safe operation of the local network. Currently,
a variety of threat detection algorithms need to be ana-
lyzed for network threats, one of which is Support Vector
Machine (SVM). The analysis of this algorithm is shown
in Figure 2.

Figure 2: Parse diagram of SVM algorithm

As can be seen in Figure 2, the essence of the SVM
algorithm is to find a reasonable classification hyperplane
and a support vector for each data unit, i.e., a basis for

classification, so that the data units are classified into
two different categories according to the rules. The algo-
rithm converts the original problem into a dyadic problem
for solving to obtain the solution of the original problem,
which requires the Lagrangian function as shown in Equa-
tion (1).

L(w, b, α) = ||w||2/2 +
m∑
i=1

(1− yi(w
Txi + b)) (1)

In Equation (1), L denotes the Lagrangian function, w
denotes the normal vector, b denotes the dimensionality,
denotes the support vector, α, y and x both denote the
real vector, and T denotes the transpose. Most of the
samples are not retained after training the SVM, making
the final classification of the algorithm only related to the
support vectors. The second algorithm is the Decision
Tree algorithm (DT). Its flow is shown in Figure 3.

Figure 3: DT algorithm flow analysis diagram

As can be seen in Figure 3, the DT algorithm resembles
the structure of a tree according to its name, and the al-
gorithm analyzes and classifies the target data according
to a set of classification knees. The DT algorithm consists
of predefined variables as the target data and branching
sub-nodes supported by decision rules, so it can quickly
classify a large amount of complex data. The third al-
gorithm that needs to be used is the K-nearest Neighbor
(KNN) algorithm. Its mathematical expression is shown
in Equation (2).

Eucliden =
√∑N

n=1(x
′ − x′′)2

Manhant tan =
∑N

n=1 |x′ − xn|
Minkowski = (

∑N
n=1 |x′ − xn|k)1/k

(2)

In Equation (2), Eucliden denotes the Euclidean func-
tion, N denotes the overall sample size of the data set, x
denotes the sample, n denotes the random number, and
k denotes the positive random integer. The KNN algo-
rithm has strong noise immunity for training data with
certain noise effects, but its computation requires long
time memory usage, which leads to a huge increase in
memory usage and wasted resources. The fourth algo-
rithm is Adaptive Boosting (AB), which is a prediction
algorithm that classifies data streams by calculating the
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classification weights for each data sample. The weights
are divided into weak classification weights and strong
classification weights. The AB algorithm first obtains
the weak classification weights of the data unit and then
combines multiple weak classification weights to obtain a
strong classification weight to improve the classification
accuracy of the data unit. The fifth algorithm to be used
is Balanced self-paced learning (BS). The mathematical
expression is shown in Equation (3).

min
w,e

N∑
n=1

enη(yn, f(xn, w)) + βR(w)−
n∑

k=1

n∑
k=1

λke
nk (3)

In Equation (3), η denotes the loss function, k denotes the
number of categories, β denotes the corresponding coef-
ficients, l denotes the categories, R denotes the regular-
ization function, w denotes the Gaussian noise, e denotes
the natural constant, x and y both denote the random pa-
rameters, and λ denotes the control function. The algo-
rithm can keep the complexity of different samples in line
with the overall average by selecting from simple to com-
plex samples. In addition, the algorithm requires the use
of Synthetic Minority Oversampling Technique (SMOTE)
to avoid overfitting problems [10]. Its mathematical ex-
pression for computing the minority samples is shown in
Equation (4).

xnew = Near(rand[1, N+]) (4)

+rand× (Near(rand[1,K])−Near(rand[1, N+]))

In Equation (4), xnew expresses the new minority sam-
ple, Near expresses the proximity space sample, rand
expresses the random value in a certain interval, N+ ex-
presses the minority training sample, and K expresses the
proximity parameter. The detection system constructed
using the above classification algorithms as a basis for de-
tecting and classifying real data has a high accuracy for
common common attack data.

3.2 Multi-way Learning Detection Model
Design and Implementation

The detection model constructed by traditional algo-
rithms can accurately classify most of the network data
streams, but it is difficult to further learn the classifica-
tion for the more hidden and unconventional intrusions.
Therefore, it is necessary to make full use of the learning
data of each terminal computer for effective information
sharing to maximize the overall learning efficiency and
recognition accuracy of the model. The model introduces
a multi-task learning mechanism, whose general mathe-
matical expression is shown in Equation (5).

w = min
[w1,··· ,wT ]

τ∑
t=1

ζ(yt, xt, wt) + λΩ(W ) (5)

In Equation (5), w denotes the coefficient vector, x de-
notes the input matrix, y denotes the output vector, τ de-
notes the total number of samples, t denotes the task num-
ber, ζ denotes the cost function, λ denotes the regulariza-
tion coefficient, Ω denotes the regularization function, and

W denotes the coefficient matrix. Where the mathemati-
cal expression of regularization is shown in Equation (6).{

L1 = H(p, q) + λ
∑

i=1 |βi|
L2 = H(p, q) + λ

∑
i=1 β

2
i

(6)

In Equation (6), L1 expresses the regularization to mini-
mize the absolute value of the weights, L2 expresses the
regularization to minimize the squared weights, and β
expresses the weighting coefficients. L1 Overfitting is
avoided by reducing the density of weights to simplify the
data, and overfitting is avoided by decaying the weights
at L2, so the combination of the two can be used to
obtain better regularization results. Multi-task training
and learning requires grouping to improve the efficiency
of learning and training, which requires the introduction
of Variable Selection and Task Grouping for Multi-Task
Learning (VSTML) based on the low-rank principle and
feature selection. The mathematical expression of the
rank minimization of the objective function is shown in
Equation (7).

min
w

τ∑
t=1

ζ(yt, xt, wt) + λ||W || (7)

In Equation (7), w denotes the coefficient vector, x de-
notes the input matrix, y denotes the output vector, τ
denotes the total number of samples, t denotes the task
number, ζ denotes the cost function, λ denotes the regu-
larization coefficients, and W denotes the coefficient ma-
trix. The product of two matrices with low rank structure
can yield the coefficient matrix, so that the new spatial
features have the feature data of the original space to
promote higher shared learning efficiency among multiple
tasks with low rank constraint. The expression of the ob-
jective function of the VSTML algorithm can be derived
from Equation (7) as shown in Equation (8).

min
w

τ∑
t=1

ζ(yt, xt, UV t)/N t + λ1||U ||1

+λ2||U ||1,∞ + µ

τ∑
t=1

(||V t||spk )2 (8)

In Equation (8), U denotes the potential feature matrix,
V denotes the potential task matrix, λ1, λ2 and µ de-
note the regularization parameters, t denotes the data
columns, and || · ||spk denotes the support parametrization
of the random coefficients k. VSTML has shared infor-
mation through each grouping task, but there is still the
problem of task inequality, so it is necessary to select new
tasks that are simpler according to the difficulty of each
task itself, so the objective function is improved as shown
in Equation (9) is shown.

min
{w1,w2,··· ,wτ}

τ∑
t=1

etζ(yt, xt, wt) + λ||wt − w0||22 + λ||e||1 (9)

In Equation (9), e denotes the complexity value, which
enables the training learning of the algorithm model to
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start with more basic task datasets and later gradually
perform new tasks with increasing difficulty coefficients in
a stepwise manner to build the information sharing base.
Further introduction of Multi-task Network Threat De-
tection Model (MNTD) is required based on the grouping
task algorithm, and the detection process of this model is
shown in Figure 4.

Figure 4: Flowchart of the multi-task network threat de-
tection model

As can be seen from Figure 4, the model is mainly
divided into three parts, the first part mainly contains
the data terminals of the Internet and LAN; the second
part mainly learns and trains the model through a certain
amount of data streams to achieve the effect of model
initialization; the third part mainly learns and trains the
model to detect and classify the new data streams and the
process of response. In order to increase the flexibility of
the model it is necessary to further introduce the Flexible
Self-Paced Multi-task Learning Techniques (SL), whose
algorithm flow is shown in Figure 5.

Figure 5: Flowchart of the multi-task algorithm for self-
paced learning

As can be seen in Figure 5, the multi-task algorithm
introducing the SL technique calculates and divides the
complexity of each sample in the dataset, so that the com-
plexity of the network data stream can be predicted in
advance to improve the model efficiency. The objective
function of the complexity of samples in a task is shown

in Equation (10).

min
et

(et, θt, xt, yt) = min
θt,et

Nt∑
n=1

et,n1 ζ(yt,n, g(xt,n, θt))

+|Omega(et, θt) (10)

In Equation (10), θ denotes the auxiliary vector, x and
y both denote the input training data set, n denotes
the sample number, g(·) denotes the binary classification
function, l denotes the step size, and N denotes the total
number of samples. Combining the previously mentioned
VSTML algorithm and SL techniques, the study pro-
poses the Flexible Self-Paced Variable Selection and Task
Grouping for Multi-Task Learning (FSP-VSTG-MTL) de-
tection algorithm based on the feature selection model,
and its solution flow is shown in Figure 6.

Figure 6: Flowchart of FSP-VSTG-MTL algorithm solu-
tion

As can be seen in Figure 6, the first stage of the al-
gorithm obtains the objective function value of a task in
the complexity matrix through a self-step learning tech-
nique to obtain the training samples for each assignment
of the matrix during training. The second stage obtains
the training samples used at different levels of complex-
ity through a feature selection multi-task algorithm based
on the obtained training samples, and iterates over them
several times until they enter the convergence stage. The
expression of the regular term in the algorithm is shown
in Equation (11).

min
θt,et

Nt∑
n=1

et,n1 ζ(yt,n, g(xt,n, θt)) + µR(θtl )−
K∑

k=1

∑
nk

λke
t,nk
l (11)

In Equation (11), K denotes the training classification
number of the sample, k denotes the serial number of
the sample class, and CL denotes the training sample.
The mathematical expression of the regularization term
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is shown in Equation (12).

R(θtl ) =

Nt∑
n=1

Eζ [(θ
t
l )

T x̄t,n]− [(θtl )
Txt,n] (12)

In Equation (12), Eζ denotes the expected distribution
value, x̄ denotes the noise sample, and (·) denotes the
loss function, whose Taylor expansion is shown in Equa-
tion (13).

Rq(θtl ) =

Nt∑
n=1

[(θtl )
Txt,n]V arζ [(θ

t
l )

T x̄t,n]/2 (13)

In Equation (13), q denotes the second proximity simi-
larity value and V arζ denotes the variance value of the
distribution expectation. The final expression of the ob-
jective function is shown in Equation (14).

min
Ul,Vl

τ∑
t=1

ζ(ytl , x
t
lUlV

t
l )/N

t + λ1||Ul||1

+λ2||Ul||1,∞ + µ2

τ∑
t=1

(||V t||spk )2 (14)

In Equation (14), U denotes the potential feature matrix,
V denotes the potential task matrix, and λ1, λ2 and µ
denote the regularization parameters. The mathemati-
cal expression of the solved coefficient matrix is shown in
Equation (15).

W = U∗
l V

∗
l = E[W1, · · · ,WL]

U∗
l = argUl

min
∑τ

t=1 ζ(y
t
l , x

t
lUlV

t
l )/N

t + λ1||Ul||1
+λ2||Ul||1,∞

V t∗
l = argVl

min
∑τ

t=1 ζ(y
t
l , x

t
lUlV

t
l )/N

t

+µ2

∑τ
t=1(||V t||spk )2

(15)

In Equation (15), W denotes the coefficient matrix. Af-
ter convergence of the algorithm, the coefficient matrix
is calculated and the final value of the coefficient ma-
trix is obtained by calculating the expected value. The
FSP-VSTG-MTL algorithm obtains the feature selection
coefficient matrix of each data flow and stores it in the
database, so that when a new data flow passes through
the local network, the features of the data flow can be
compared in real time for fast classification.

4 Model Validation and Data
Analysis

To verify the practical effectiveness of the multitasking
algorithm FSP-VSTG-MTL detection model, the experi-
mental validation part of the study introduces four multi-
tasking algorithm models, FSP-VSTG-MTL abbreviated
as FV, VSTML abbreviated as VM, Self-paced Multi-task
Learning Algorithm (SL ) and Balanced Self-Paced Learn-
ing for Generative Adversarial Clustering Network (SG),

comparing the criteria for introducing the F1 value (F-
measure, F1), the number of feature dimensions (ND),
and the number of tasks (F-measure, F1). dimensions
(ND) and number of tasks (NT).

The laboratory uses a computer with operating system
Windows, CPU 2.5 GHz and 6.0 GB of RAM. The study
uses four simulation datasets with different D-dimensional
features and T tasks. Dataset 1 contains 20 tasks with
25-dimensional training sample features per task; Dataset
2 contains 50 tasks with 20-dimensional training sam-
ple features per task; Dataset 3 contains 25 tasks with
40-dimensional training sample features per task; and
Dataset 4 contains 50 tasks with 40-dimensional training
sample features per task. Firstly, the classification per-
formance of the algorithm is tested against the example
shown in Figure 7.

Figure 7: Comparison of F1 values under different param-
eters

The FV algorithm has a strong classification capabil-
ity regardless of the number of feature dimensions and the
number of tasks, and the VM performs better with four
data parameters, with an overall performance of about
10% lower. The overall comparison shows that the multi-
task algorithm can better utilize the data information of
different samples to promote the data sharing of the over-
all model to enhance the overall classification efficiency.
Next, the robustness performance of the algorithms was
compared and tested as shown in Figure 8.

As can be seen in Figure 8, all four algorithms show
a stepwise decrease in their classification performance as
the noise factor increases. When the noise level is low and
the parameters are 25 and 20, respectively, the F1 values
of the FV algorithm can be maintained above 85% on av-
erage, which is about 5% higher than the other multitask-
ing algorithms and about 7% higher than the single task.
When the noise and parameters increase respectively, the
FV algorithm can still maintain an average above 80%,
which is about 2% higher than the other multitasking al-
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Figure 8: Comparison of robust performance test of the
algorithm

gorithms and about 10% higher than the monotasking
ones. Although the VM algorithm is close to the FV al-
gorithm in various conditions, there is still an overall gap,
and the experiments show that the robustness of the FV
algorithm is better. The visualization of the third pair
of complexity classification performance tests of the FV
algorithm is shown in Figure 9.

Figure 9: Visualization of the algorithm’s complexity clas-
sification performance test

As can be seen in Figure 9, clear classification bound-
aries can be seen when the complexity of the samples
is low, but as the complexity increases, the overlapping
regions of their boundaries increase step by step indi-
cating that the algorithms are not yet able to perform
more effective and clear classification for overly complex
data streams. Fourth, the experiments add four single-
task algorithms, namely, SVM, DT, KNN, and AB, and
eight algorithms are compared to identify nine types of

attack data under three oversampling states, of which
the three oversampling states are No oversampling tech-
nique (NOT), SMOTE, and Adaptive weighted oversam-
pling technique (AB). semi-unsupervised weighted over-
sampling (ASW) are shown in Figure 10.

Figure 10: Comparison of false alarm rate and false alarm
rate of the algorithm

As can be seen in Figure 10, the leakage rate without
using the oversampling technique is about 30% and 25%
higher than the other two states, respectively, and the
false alarm rate is about 3% and 2% higher than the other
two states. The leakage rate using SMOTE technique is
about 5% lower and the false alarm rate is about 1% lower
compared to the ASW technique. The eight attacks intro-
duced in the experiment are Worm attack (W), Overflow
attack (O), Scan attack (S), Detecting attack (D), Back-
door attack (B), Generic attack (G), and Vulnerability
attack (G). Generic attack (G), Exploitation attack (E),
Denial of Service attack (DS). The comparison criteria
further introduce the False Negative Rate (FN) and the
False Positive Rate (FP). A comparison of the F1 values
for the experiments is shown in Table 1.

As can be seen in Table 1, the F1 values for the unused
sampling technique are about 20% and 17% lower than
the other two on average. The F1 values are about 3%
higher using the SMOTE technique compared to the ASW
technique. Finally the flexibility of the algorithm was
tested as shown in Figure 11.

As can be seen in Figure 11, there is a gap between
the F1 values of the FV algorithm and the SL algorithm
in all four cases, with FV being on average about 5%,
8%, 6%, and 7% higher than SL. The gap is decreas-
ing step by step as the number of samples increases, but
the overall average gap is increasing step by step as the
parameters increase. The experimental results indicate
that the FSP-VSTG-MTL algorithm detection model has
certain advantages in both classification performance, ro-
bustness performance and the final testing session for the
data. The model proposed in the study is compared with
the models in Literatures [7,11,15] and the experimental
results are shown in Table 2.

From the data in the table, it can be seen that the FV
algorithm outperforms other models in terms of precision,
recall, accuracy and F1-score to capture the intrusion traf-
fic accurately. In conclusion, the algorithm proposed in
the study has better performance and can fulfil the need
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Table 1: F1 values of the algorithm in different states

F1-score Name SVM DT KNN AB SG VM FV SL

W 53.38 53.56 50.44 54.32 56.88 54.44
DS 81.26 74.05 82.31 68.99 81.55 90.66 93.26 87.88
O 56.71 55.71 54.22 60.55 60.99 60.13

NOT E 53.00 52.70 60.25 57.66 60.04 59.99
B 53.33 52.88 50.01 54.11 56.99 56.44
D 94.53 88.41 91.33 63.66 94.99 97.99 98.25 98.10
S 87.40 81.75 86.00 80.55 91.55 97.00 98.00 95.41
G 61.04 59.80 62.11 60.50 61.55 61.99 62.32 59.78
W 65.83 93.21 64.99 63.79 63.49 65.34 71.42 70.42
DS 82.64 77.55 82.49 75.26 82.89 93.89 94.78 88.10
O 67.00 64.89 66.99 56.74 63.49 65.46 66.49 68.12

SMOTE E 63.59 63.01 64.06 51.26 61.66 62.91 63.05 62.46
B 63.13 62.89 62.33 58.99 61.47 64.46 65.87 65.45
D 94.62 88.33 92.11 63.98 95.48 98.01 98.59 97.15
S 87.34 80.16 86.79 79.99 90.89 98.02 97.89 95.11
G 67.11 67.05 69.79 70.46 67.11 72.23 71.98 70.43
W 63.10 87.64 62.45 56.10 60.59 60.94 60.89 68.77
DS 82.80 74.84 82.46 77.15 83.49 93.48 90.49 89.41
O 66.89 63.15 64.15 56.45 62.15 65.15 64.16 68.94

ASW E 61.45 64.50 61.02 62.64 60.48 63.15 63.00
B 60.78 61.78 60.46 54.91 60.01 61.00 60.99 62.45
D 93.12 89.47 88.99 64.55 95.14 97.89 97.19 96.88
S 85.20 80.04 80.15 80.59 91.22 97.48 96.49 95.13
G 65.00 67.01 67.10 70.48 64.99 71.40 68.49 73.47

Figure 11: F1 values of the algorithm in different states

Table 2: Comparison of the performance of different mod-
els

Model [11] [15] [7] FV

F1-score 90.7 89.9 91.6 91.5
Precision 91.8 92.7 94.1 93.4
Recall 88.4 89.5 89.9 90.7

Accuracy 95.6 94.7 94.3 96.5

of detecting network intrusions.

5 Conclusion

For the network data stream threat detection classifica-
tion response problem, the study combines the advantages
and disadvantages of single-task algorithms as well as tra-
ditional multi-task algorithms to propose a self-stepping
multi-task grouping algorithm model based on feature
selection. Experiments are conducted to test and ana-
lyze the algorithm’s classification type, robustness per-
formance, as well as the identification performance and
flexibility performance of the algorithm with different al-
gorithms for attack data, and it is found that its classi-
fication performance is higher than other algorithms by
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an average of about 4%, 9% and 10% when the number
of samples is below 150, and about 2%, 4% and 5% when
the number of samples is above 200, respectively. The ro-
bustness performance was found to be higher than other
algorithms by about 6%, 12%, 5%, and 8% at sample
sizes below 150, and about 4%, 5%, 6%, and 7% at sam-
ple sizes above 200 for the four state parameters. The
underreporting rate is about 30% and 25% higher than
the other two states, the false alarm rate is about 3% and
2% higher than the other two states, and the F1 value is
about 20% and 3% higher than the other two states, re-
spectively. The flexibility is about 5%, 10%, 6%, and 7%
higher than other algorithms when the number of sam-
ples is below 150 in four states, and about 3%, 4%, 5%,
and 6% higher than other algorithms when the number of
samples is above 200.The research on FSP-VSTG-MTL
algorithm for network traffic intrusion detection demon-
strates its great potential in dealing with complex network
security threats in the future. In addition to network se-
curity, the FSP-VSTG-MTL algorithm has potential ap-
plications in numerous fields. For example, in healthcare,
it may help detect abnormal patterns in electronic med-
ical records and protect patient privacy.The study also
has certain shortcomings, the recognition efficiency of the
model decreases step by step as the complexity of the net-
work data stream increases, indicating that its fast and
accurate recognition in large-scale complex environments
needs to be further explored and optimised.
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Abstract

In the era of vigorous growth of the Internet, software
security issues are receiving increasing attention. In soft-
ware development, due to various factors, the software
has vulnerabilities and leaks the private information in
the software. For this issue, based on static taint anal-
ysis technology, patch comparison technology is used to
improve and extract pollution paths. A software vulner-
ability detection model based on bidirectional recurrent
neural networks is constructed by adding multiple long-
and short-term memory models. The experimental results
show that the average of accuracy, recall, precision, false
negative rate, false positive rate, and F1 value based on
static taint analysis are 89.78%, 92.08%, 98.23%, 22.05%,
13.55%, and 86.88%, respectively. The vulnerability de-
tection model based on static taint analysis has higher
accuracy, recall, precision, and F1 value, which can better
classify pollution paths and perform better. The average
accuracy of the vulnerability detection model is 93.08%,
and the average recall rate is 97.22%. The vulnerability
detection performance in the contaminated path is excel-
lent. The experimental results demonstrate that the vul-
nerability detection models based on static taint analysis
and bidirectional recurrent neural networks have good de-
tection performance. This study aims to provide a certain
reference value for network security detection.

Keywords: Patch Comparison; Recurrent Neural Net-
work; Software Security; Static Taint Analysis; Vulner-
ability Detection

1 Introduction

Software vulnerability refers to a security vulnerability
problem caused by negligence, errors, or malicious attacks
during the design, implementation, or testing of software
code [6]. For developers, software vulnerabilities may only

be a technical issue, while for users, the impact of soft-
ware vulnerabilities may lead to property damage, per-
sonal information leakage, and other issues [1]. Due to
the widespread application of deep learning (DL) tech-
nology, introducing DL into vulnerability detection has
also become a new research direction. In addition, static
taint technology can scan the source code without run-
ning the software, further achieving control flow analy-
sis and data flow analysis. However, in previous stud-
ies, vulnerability mining in source code mainly focused on
treating the source code as natural language text and us-
ing sequence-based recurrent neural networks for training.
This approach avoids the defects of manual detection, but
ignores the semantic structure information of the source
code. Based on this, to better detect vulnerabilities in
software, this study uses static taint analysis (STA) tech-
nology and patch comparison technology to improve and
extract pollution paths. And based on a recurrent neu-
ral network, multiple bidirectional long-term and short-
term memory (Bi-LSTM) models are added to construct
a software vulnerability detection model based on a bidi-
rectional recurrent neural network (Bi-RNN). This study
aims to improve the accuracy of software vulnerability de-
tection and provide some reference for the field of network
security.

This study is composed of four parts. The first part
is the research results of domestic and foreign scholars on
software vulnerability detection and taint analysis tech-
nology. In the second part, based on the STA technol-
ogy, patch comparison technology is used to improve, the
pollution path is extracted, and a software vulnerabil-
ity detection model is built based on Bi-RNN. The third
part tests and analyzes the vulnerability detection model
of STA technology and the vulnerability detection model
based on Bi-RNNs. The fourth part summarizes the ar-
ticle and points out its shortcomings.
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2 Related Works

Software vulnerabilities have always been an important
and critical research issue in network security, and some
experts and scholars have conducted relevant research on
software vulnerability detection based on DL. Liu et al.
found that existing machine learning-based methods have
an imbalance between code representation and code. A
deep balancing system has been developed to address
this issue. And a deep neural network with Bi-LSTM
was designed to learn code representation from tagged
vulnerable and non-vulnerable codes. The experimental
findings denoted that this method could significantly im-
prove vulnerability detection performance [11]. Alenezi
et al. believed that DL technology has been success-
fully applied in natural language processing. Due to the
similarity between source code and natural text, an im-
proved automatic vulnerability detection method based
on character embedding technology was proposed. The
proposed method was tested with a large C/C++open
source code base, and the outcomes indicated that the
proposed method had excellent performance [2]. Tamboli
and Moparthi believed that unpredictable behavior and
unknown advanced attack vulnerabilities posed significant
network security challenges. Therefore, a DL model for
detecting network attacks was constructed, and the effec-
tiveness was compared with other detection models. The
outcomes expressed that the proposed model had better
performance than existing detection models when eval-
uated using the CICIDS-2017 dataset [17]. Batur Şahin
and Abualigah believed that STA had a high false positive
rate (FPR) in vulnerability detection. Based on this, a
new vulnerability detection model based on DL was pro-
posed by introducing the clustering theory of clonal se-
lection algorithm. The detection ability of STA could be
improved by immune based feature selection model. Com-
paring the model with other feature classification models,
experimental results showed that this method had signif-
icantly improved classification accuracy and true positive
rate [4].

The taint analyses technology is divided into STA and
dynamic taint analyses, and is widely used in vulner-
ability information mining. Some experts and scholars
have conducted relevant research based on this. Ami et
al. found that existing STA tools had defects in their
analysis, so they constructed a mutation-based robustness
evaluation framework. This framework utilized mutation
analysis to systematically evaluate android STA tools for
identifying, documenting, and fixing defects. The experi-
ment found that the framework found unrecorded defects
in the Flow Drive framework, which stimulated the de-
mand for system discovery and recording of unreasonable
choices in sound tools, and demonstrated the opportu-
nity to achieve this goal through mutation detection [3].
Zhang et al. found that existing STA techniques often
only used a set of benchmarks for evaluation in mobile
applications, making it difficult to generalize the results.
Based on this, three of the most famous STA techniques

were compared under different configurations and evalu-
ated on a set of universal benchmark tests and real ap-
plications from Google App Store. Finally, the analysis
results were compared with those in previous research re-
ports to explore the main factors for the inaccuracy of
existing tools [20]. Zhang et al. found that Flow Droid
could not be directly used to detect DL applications be-
cause it was difficult to detect third-party application pro-
gramming interfaces. To address this issue, a static infor-
mation flow analysis tool based on DL has been proposed,
which could effectively identify third-party application
programming interfaces. The research findings denoted
that 26.0% of applications had sensitive information leak-
age issues detected by the static information flow analysis
tool based on DL which outperformed existing tools in
detecting and identifying vulnerabilities [19]. Sun et al.
found that STA techniques might report a large number of
false positives due to excessive approximation. Therefore,
a static method was proposed specifically for highlighting
sensitive operations that were hidden. The experimental
results indicated that this method successfully revealed
the anti analysis code fragments that evaded detection
through dynamic TA, helping security analysts verify po-
tential sensitive information that existed before [16].

In summary, vulnerability detection based on DL has
been widely applied in practice and has high stability and
accuracy. STA technology can comprehensively inspect
programs and has good flexibility and applicability. Exist-
ing research has conducted more independent research on
vulnerability detection and STA techniques for DL, while
little research has been conducted on the fusion technol-
ogy of the two. Therefore, this study is based on improved
STA technology to extract pollution paths. And based on
a Bi-RNN, multiple Bi-LSTM models are used to improve
and construct a software vulnerability detection model.
This study aims to provide important reference for the
field of software vulnerability detection.

3 Construction of a Vulnerability
Detection Model Based on STA
and DL

To achieve the purpose of vulnerability detection in soft-
ware, this chapter is divided into two parts for model
construction. The first part is based on STA technol-
ogy, using patch comparison technology to improve and
extract pollution paths. The second part builds vulnera-
bility detection model based on Bi-RNNs.

3.1 Pollution Path Extraction Based on
STA Technology

STA technology is a technique that detects and identifies
security vulnerabilities and risk points according to spe-
cific rules by analyzing program source code [13]. This
technology does not require program execution. By ana-
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lyzing the code and data flows in the program, all possi-
ble inputs that may be encountered in the program can
be checked and which positions and parameters may pose
a security threat throughout the entire execution of the
program [10]. However, STA technology also has some
limitations in practical applications. Due to factors such
as the diversity of variable data types, program processes,
and logical structures, this technology sometimes has a
large number of false alarms and false positives. There-
fore, patch comparison technology is used for improve-
ment, and the flowchart is shown in Figure 1.

The source code file contains a set of code containing
vulnerabilities, and the patch file contains code files that
fix the corresponding vulnerabilities. The source code file
is compared with the corresponding patch file to gener-
ate the initial difference file. The Joern tool is utilized
to extract the relevant code in the difference file, gen-
erate a control-flow graph from the extracted code, and
save it [14]. In the difference file, taint selection rules are
used to extract taints as initial points, and forward and
backward taint propagation are performed and analyzed
at the initial points. The paths formed by forward and
backward taint propagation are combined to form a com-
plete taint path. The STA structure diagram is shown in
Figure 2.

The main purpose of STA is to check the source of
taints in the program and provide users with suspicious
sensitive data in the code caused by input or external en-
vironment [18]. The selection of taint source is one of
the committed step in performing taint analyses. By de-
termining whether the variables or parameters in the pro-
gram are taint sources, it can track the flow of variables or
parameters throughout the program and identify vulnera-
bilities and security risks. The common methods of taint
source selection include manual selection, manual anno-
tation, automatic selection and data-flow analysis. STA
based on patch comparison is used to analyze a large num-
ber of different files to determine the relationship between
vulnerabilities and patches. Taints are selected through
differential files, following the three selection principles of
calling function parameters, adding conditional variables
for rows, and common variables, and selecting them in or-
der [5]. After locating the location of the taint, the taint
is analyzed using a forward and backward bidirectional
taint propagation technology. The expression is shown in
Equation (1).

X ⊕ Y =

{
T if x = T or y = T
U if x = U or y = U

(1)

In Equation (1), T means the taint variable; U expresses
the uncontaminated variable; ⊕ indicates the binary op-
eration; x and y represent nodes. In forward taint prop-
agation, the taint travels from the input of the program
to the output of the program, which may trigger a se-
curity vulnerability in the middle. It can help detect
whether input taints can spread to dangerous spots in
the program, thereby discovering hidden vulnerabilities
in the program. In backward taint propagation, it ob-

serves the output of the program and infers the input
of the program. It reverses and analyzes whether the
taints in the input will be affected by manipulation and
attacks [15]. The combination of forward taint propaga-
tion and backward taint propagation can provide more
comprehensive security checks and vulnerability analysis.
The path obtained by using the method of automatically
selecting taints will contain noisy paths. Due to differ-
ences in the location of vulnerabilities, cross data vulner-
ability analysis method is used to detect vulnerabilities in
different functions. First, it needs to determine the rela-
tionship between functions and data flow, conduct STA
on programs, determine the structure of programs, col-
lect function call graphs and data flow graphs, and check
the parameters, return values, global variable and other
variables that may cause vulnerabilities. After complet-
ing relationship determination and data collection, it is
necessary to sort out vulnerabilities. Common cross data
types include buffer overflow, formatted string, etc. Due
to the lack of judgment on whether the taint has been
harmless during forward propagation, it is necessary to
conduct a legitimacy check on the taint variable. When
the analysis of the taint ends prematurely, it needs to
check if there is a validity check for the variable in front
of the taint. If there is a relevant check, it continues with
the taint analyses until the true vulnerability is found.

3.2 A Vulnerability Detection Model
Based on DL

Extracting vulnerabilities from code is an abstract and
quantitative process that may lead to the model falling
into an overfitting state. Therefore, DL models are used
for vulnerability detection. Common DL models include
convolutional neural network (CNN) and recurrent neu-
ral network (RNN). RNN is suitable for sequence data,
which is suitable for software vulnerability detection be-
cause of its ability to process variable length sequences.
The flowchart of RNN detection method is shown in Fig-
ure 3.

Before using RNN for vulnerability detection, it needs
to preprocess the data, including standardizing the pollu-
tion path, converting the code into sequence, and uni-
formly representing the variables and functions in the
code with numbers. It quantifies the standardized path
for subsequent input [9]. Then the vectorized path and
the corresponding label of the path are input into the Bi-
RNN for training. Therefore, the problem of vulnerabil-
ity detection task research has the mapping relationship
shown in Equation (2).

f : C → Z → Y,C = {ci}, z = {zi}, Y = {yi} (2)

In Equation (2), ci means the pollution path extracted
through STA; zi indicates the vectorization of the pol-
lution path; yi represents the label category correspond-
ing to each pollution path. To solve the problem of bi-
nary classification in vulnerability detection, word vector
model and Bi-RNN are used. Firstly, it standardizes the
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Figure 1: Flow chart of STA technology

Figure 2: Structural diagram of STA

Figure 3: Flow chart of RNN detection method
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input pollution path, and inputs the processed data into
the word vector training model. Through the input layer,
a fully connected neural network layer and a layer of con-
tinuous bag-of-words model (CBOW), it is transformed
into the input word vector of the Bi-RNN [7]. The pro-
cessed word vector is input into multiple BiLSTM mod-
els in the Bi-RNNs for learning, and the learning results
are input into the full connected layer, and finally output
through the output layer to determine whether the sam-
ples have vulnerabilities. The structure diagram of the
vulnerability detection model is denoted in Figure 4.

Figure 4: Structure diagram of vulnerability detection
model

Due to the inability of the standardized pollution path
to be directly input into the neural network model, the
CBOW model is applied to vectorize the path. The ex-
pression is shown in Equation (3).

P (y = wn|x) =
exn∑N
k=1 e

xk

(3)

In Equation (3), x means the N-dimensional original out-
put vector, and xn expresses the word value of the cor-
responding dimension to the original output vector. In
the RNN model, the expression for calculating the infor-
mation contained in the states of each layer is shown in
Equation (4).

ht = f(Uxt +Wht−1) (4)

In Equation (4), ht refers to the hidden state of the t-th
layer; W stands for the weight matrix of the state tran-
sition at the moment; U means the weight matrix from
the input layer to the hidden layer; xt denotes the cur-
rent input value; ht−1 denotes the state of the previous
layer; f represents the activation function. The calcula-
tion expression for the output of the last layer is shown
in Equation (5).

y = g(V ht) (5)

In Equation (5), g refers to the Softmax Activation func-
tion. In RNN, the error of the next layer can be corrected

by back propagation to the upper layer, which is con-
ducive to the model to deal with the problem of long time
series, but there is still the problem of vanishing gradient
problem. LSTM is utilized to solve the vanishing gra-
dient problem. The hidden layer of LSTM contains cell
state and runs through the whole sequence [12]. LSTM
includes input, output and forgetting gates. The expres-
sion for the information contained in forgetting gate is
expressed in Equation (6).

ft = δ(Wf · [ht−1, xt] + bf ) (6)

In Equation (6), δ refers to the weight; Wf denotes the
matrix of the forgetting gate; bf expresses the vector of
the forgetting gate which decides whether the information
is retained. The expression for the input gate is shown in
Equation (7).

ut = δ(Wi · [ht−1, xt] + bi) (7)

In Equation (7), Wi stands for the matrix of the input
gate, and bi refers to the vector of the input gate. The in-
formation passed through the sigmoid function has a value
between [0,1], with values closer to 0 indicating forgetting
the information and closer to 1 indicating retaining the
information. The expression for the output gate is shown
in Equation (8).

ot = δ(W0 · [ht−1, xt] + b0) (8)

In Equation (8), Wo and bo denote the matrix and vector
of the output gate, respectively. The cell state expression
is shown in Equation (9).

Ct = ft ∗ Ct−1 + it ∗ C̃t (9)

In Equation (9), ft represents the information contained
in the forgetting gate; Ct−1 indicates the cell state in

the previous hidden layer; C̃t expresses the updated cell
state. The expression for cell update status is shown in
Equation (10).

C̃t = tanh(Wc · [ht−1, xt] + bC) (10)

In Equation (10), WC means the cell matrix and bC refers
to the cell vector. From this, a new hidden layer state can
be obtained, as shown in Equation (11).

ht = ot ∗ tanh(Ct) (11)

In Equation (11), ht indicates the updated hidden layer
state, and ot stands for the information of the output gate.
Similar to LSTM, there is a Gated Recurrent Unit (GRU)
in the RNN variant that controls the flow of information in
a gated manner [8]. The GRU includes reset and update
gates, and the calculation method for the update gate is
shown in Equation (12).

zt = δ(Wz[ht−1, xt]) (12)

In Equation (12), δ means the weight, and Wz indicates
the matrix of the update gate. Resetting the gate can
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determine the quantity of forgotten information, and the
calculation method is shown in Equation (13).

rt = δ(Wr[ht−1, xt]) (13)

In Equation (13), Wr denotes the matrix of the reset gate.
The memory state of the GRU is updated based on the
values of the update and reset gates, as shown in Equa-
tion (14). {

h′
t = tanh(W [rtht−1, xt])

ht = (1− zt)ht−1 + zth
′
t

(14)

In Equation (14), ht−1 means the implicit state of the
t-1 layer; h′

t expresses the memory state before the up-
date; ht refers to the memory state after the update. The
schematic diagrams of LSTM and GRU models are ex-
pressed in Figure 5.

Figure 5: Structure diagram of LSTM and GRU

Compared to the LSTM model, the update gate in
GRU is equivalent to the forget and input gates, while
the reset gate is equivalent to the output gate, simplify-
ing the training steps and achieving faster training speed.
The calculation method for Bi-LSTM is denoted in Equa-
tion (15).

ht1 = ϑ(Wxh1
xt +Wh1h1

h(t−1)1 + bh1
)

ht2 = ϑ(Wxh2
xt +Wh2h2

h(t−1)2 + bh2
)

ot = Wh1oht1 +Wh2oht2 + b0

yt = δ(Woyot + by)

(15)

In Equation (15), ϑ denotes the weight; xt ex-
presses the sequence of pollution paths; h1 refers to
the set of forward hidden layer vectors, and h1 =
{h11, h21, · · · , h(t−1)1, ht1}; h2 stands fro the reverse hid-
den layer vector, h2 = {h12, h22, · · · , h(t−1)2, ht2}; o rep-
resents the set of fully connected layer output vectors,
o = {o1, o2, · · · , o(t−1), ot}; y stands for the output vec-
tor, y = {y1, y2, · · · , y(t−1), yt}.

4 Model Performance Testing and
Result Analysis

To test the model’s performance, this chapter is separated
into two parts for testing. The first part and the second

part test the vulnerability detection model based on STA
and DL, respectively.

4.1 Performance Testing and Analysis
of Vulnerability Detection Based on
STA

To test the performance of vulnerability extraction based
on STA, accuracy, recall, precision, FPR, false nega-
tive rate (FNR), and F1 values were used for evalua-
tion. Adopting the open source framework Joern, with its
fuzzy parsing method, it was suitable for machine learn-
ing applications. The Learning rate alpha of the Bi-LSTM
model was set to 0.0025, the batch value was set to 128,
the iteration number epoch was 5, and the Dropout value
was set to 0.5. Other experimental running environments
are displayed in Table 1.

Table 1: Experimental operating environment

Experimental Experimental

environment configuration

Processor Intel(R)Corei7-8750H 2.20GHz
Memory 8GB

Graphics card NVIDIA GeForce GXT 850M
System Ubuntu 18.04

Static analysis Joern1.0.141
framework

It compared the vulnerability detection model based
on slicing with the model based on STA. The CWE-119
dataset was selected, with a total sample size of 39753,
10440 samples with vulnerabilities, and 29313 samples
without vulnerabilities. 5 experiments were conducted on
two models to get the average value, and the test results
are shown in Figure 6.

In Figure 6(a), the average accuracy of the vulner-
ability detection model based on slicing and STA were
81.15% and 89.78%, respectively. In Figure 6(b), the re-
call rate of the vulnerability detection model based on
slicing and STA were 81.25% and 92.08%, respectively.
In Figure 6(c), the average precision of the vulnerability
detection model based on slicing and STA were 79.52%
and 98.23%, respectively. In Figure 6(d), the average
FPR of the vulnerability detection model based on slicing
and STA were 34.73% and 13.55%, respectively. In Fig-
ure 6(e), the average FNR of the vulnerability detection
model based on slicing and STA were 55.67% and 22.05%,
respectively. In Figure 6(f), the F1 average value of the
vulnerability detection model based on slicing and STA
were 51.59% and 86.88%, respectively. The vulnerabil-
ity detection model based on STA had higher accuracy,
recall, precision, and F1 value, which could better clas-
sify pollution paths and achieve better performance. To
test the impact of checking the legitimacy of the taint
path on model performance, the F1 value and accuracy
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Figure 6: Indicator test results of two models

of patch-based taint analyses method, cross function taint
analyses method, and analysis method after checking the
legitimacy of the taint were compared. The test results
are shown in Figure 7.

Figure 7(a) shows the accuracy comparison of three
methods. The average accuracy of patch based and
cross functional taint analyses methods were 89.25% and
85.64%, respectively. Figure 7(b) shows the comparison
of F1 values among three methods. The patch based
and cross functional taint analyses methods had average
F1 value of 88.15% and 81.43%, respectively. The legal-
ity check F1 value for taints had an average F1 value of
92.35%. The legality check performance of taints was bet-
ter, reducing the impact of noise on the experiment. 4.2
Performance Testing and Analysis of Vulnerability Detec-
tion Models Based on DL It selected the GRU and LSTM
models for comparative testing. There were 1000 pieces
of data in the dataset, with the first 600 pieces used for
model training and the last 400 pieces used for model test-
ing. It selected epoch as 20 and batch as 256. The test
results are shown in Figure 8.

From Figure 8, the initial loss values of the two models
were basically the same, and as the number of iterations
increased, the model’s loss value decreased. The GRU
and LSTM models converged after 14 and 17 iterations,
respectively, with a loss value of 0.8 and 1.2, respectively.
Compared with LSTM model, GRU model had faster rate
of convergence and lower loss value, so replacing LSTM
with GRU in the model made the model have faster test
speed. The support vector machine (VM), LSTM and
GRU networks were compared and tested on five different

datasets. The outcomes are expressed in Table 2.

From Table 2, under five different data sets, the mean
squared error (MSE) values of GRU were 0.0552, 0.0364,
0.0219, 0.0413 and 0.0322 respectively, and the accuracy
values were 94.01%, 96.15%, 97.01%, 95.24% and 96.23%
respectively. Compared with the other two networks, it
had lower mean squared error value and higher accuracy
rate. It was effective to select GRU as the composition of
vulnerability detection model. To test the performance of
the LSTM and Bi-LSTM, the Juiet dataset was selected
as the test data. The results are shown in Figure 9.

Figure 9(a) shows the accuracy curves of the LSTM
and the Bi-LSTM models. The average accuracy of the
Bi-LSTM, LSTM models were 93.85% and 90.46%, re-
spectively. Figure 9(b) is the comparison curves of F1
values between the two models. The average F1 value
of the Bi-LSTM and LSTM models were 93.79% and
92.52%, respectively. Bi-LSTM took into account bidirec-
tional sequence information, and its feature learning per-
formance was significantly superior to the unidirectional
LSTM model. The vulnerability detection model based
on Bi-RNN was compared with the existing VulDeePecker
model based on DL. The results are shown in Figure 10.

Figure 10(a) shows the accuracy comparison curve of
the two models. The average accuracy of VulDeePecker
and vulnerability detection model based on Bi-RNN mod-
els were 86.55% and 93.08%, respectively. Figure 10(b) is
the comparison curve of the recall rate of the two mod-
els. The average recall rate of VulDeePecker and vulner-
ability detection model based on Bi-RNN models were
87.13% and 97.22%, respectively. The vulnerability de-
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Figure 7: Comparison of F1 values and accuracy of three methods

Figure 8: Iteration curves of two models

Figure 9: Comparison of accuracy and F1 values of three models
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Table 2: Test results of three models under different datasets

Training Number of Number of MSE VM LSTM LSTM GRU GRU
methods training sets test sets of VM accuracy MSE accuracy MSE accuracy

1st type 6000 650 0.1112 88.49% 0.0612 93.75% 0.0552 94.01%
2nd type 7100 800 0.0829 90.59% 0.0342 96.02% 0.0364 96.15%
3rd type 13500 1500 0.0495 94.28% 0.0289 95.89% 0.0219 97.01%
4th type 6600 7900 0.1359 86.12% 0.0418 95.03% 0.0413 95.24%
5th type 7900 6700 0.1475 85.11% 0.0409 95.02% 0.0322 96.23%

Figure 10: Comparison curves of accuracy and recall for different models

tection model based on Bi-RNN had higher detection ac-
curacy and recall rate, and the classification effect of pol-
lution paths was better than VulDeePecker model.

5 Conclusion

To detect vulnerabilities in software, a vulnerability de-
tection model was constructed based on STA and Bi-
RNNs. The results showed that the accuracy, recall,
precision, FPR, FNR, and F1 average values of the vul-
nerability detection model based on slicing were 81.15%,
92.08%, 79.52%, 55.67%, 34.73%, and 51.59%, respec-
tively. The accuracy, recall, precision, FPR, FNR,
and F1 average values based on STA were 89.78%,
92.08%, 98.23%, 22.05%, 13.55%, and 86.88%, respec-
tively. Therefore, compared to other models, the vul-
nerability detection model based on STA had higher ac-
curacy, recall, precision, and F1 value, which can better
classify pollution paths and perform better. The GRU
model converged after 14 iterations with a loss value of
0.8, while the LSTM model converged after 17 iterations.
Compared to the other two networks, the GRU model
had lower mean square error values and higher accuracy,
proving the effectiveness of selecting GRU as the compo-
sition of the vulnerability detection model. The vulner-
ability detection model based on Bi-RNN was compared
and tested with the VulDeePecker model. The average
accuracy of the VulDeePecker model was 86.55%, while

the average accuracy of the vulnerability detection model
based on Bi-RNN was 93.08%. The average recall rate of
VulDeePecker model was 87.13%, and the average recall
rate of vulnerability detection model based on Bi-RNN
was 97.22%. The vulnerability detection model based on
Bi-RNN had higher detection accuracy and recall rate,
and its classification performance for contaminated paths
was better than the VulDeePecker model. Through ex-
periments, it has been proven that the two models con-
structed in this study have good performance in vulnera-
bility detection and can achieve precise detection of vul-
nerabilities in software.
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[4] C. Batur Şahin, L. Abualigah, “A novel deep
learning-based feature selection model for improving
the static analysis of vulnerability detection,” Neu-
ral Computing and Applications, vol. 33, no. 20, pp.
14049-14067, 2021.

[5] M. Cheung, J. J. Campbell, L. Whitby, J. Robert, J.
Brabrook, J. Petzing, “Current trends in flow cytom-
etry automated data analysis software,” Cytometry
Part A, vol. 99, pp. 10, pp. 1007-1021, 2021.

[6] A. C. Eberendu, V. I. Udegbe, E. O. Ezennorom, “A
systematic literature review of software vulnerability
detection,” European Journal of Computer Science
and Information Technology, vol. 10, no. 1, pp. 23-
37, 2022.

[7] E. Iannone, R. Guadagni, F. Ferrucci, “The secret
life of software vulnerabilities: A large-scale empir-
ical study,” IEEE Transactions on Software Engi-
neering, vol. 49, no. 1, pp. 44-63, 2022.

[8] J. Iqbal, T. Firdous, A. K. Shrivastava, “Modelling
and predicting software vulnerabilities using a sig-
moid function,” International Journal of Informa-
tion Technology, vol. 14, no. 2, pp. 649-655, 2022.

[9] G. Landini, G. Martinelli, F. Piccinini, “Colour de-
convolution: stain unmixing in histological imaging,”
Bioinformatics, vol. 37, no. 10, pp. 1485-1487, 2021.

[10] G. Lin, S. Wen, Q. L. Han, J. Zhang, Y. Xiang, “Soft-
ware vulnerability detection using deep neural net-
works: A survey,” Proceedings of the IEEE, vol. 108,
no. 10, pp. 1825-1848, 2020.

[11] S. Liu, G. Lin, Q. L. Han, S. Wen, J. Zhang, Y.
Xiang, “DeepBalance: Deep-learning and fuzzy over-
sampling for vulnerability detection,” IEEE Transac-
tions on Fuzzy Systems, vol. 28, no. 7, pp. 1329-1343,
2020.

[12] T. Mahmood, Z. Ali, “Prioritized muirhead mean ag-
gregation operators under the complex single-valued
neutrosophic settings and their application in multi-
attribute decision-making,” Journal of Computa-
tional and Cognitive Engineering, vol. 1, no. 2, pp.
56-73, 2022.

[13] R. Manne, S. Kantheti, S. Kantheti, “Classification
of Skin cancer using deep learning, convolutional

neural networks -opportunities and vulnerabilities-a
systematic review,” International Journal for Mod-
ern Trends in Science and Technology, vol. 6, no. 11,
pp. 101-108, 2020.

[14] S. Ren, G. Zhao, “A new formulation of continuous
transverse shear stress field for static and dynamic
analysis of sandwich beams with soft core,” Interna-
tional Journal for Numerical Methods in Engineer-
ing, vol. 121, no. 8, pp. 1847-1876, 2020.

[15] S. Robert, L. G. Ungerleider, M. Vaziri-Pashkam,
“Disentangling object category representations
driven by dynamic and static visual input,” Journal
of Neuroscience, vol. 43, no. 4, pp. 621-634, 2023.

[16] X. Sun, X. Chen, L. Li, H. Cai, J. Grundy, J. Samhi,
“Demystifying hidden sensitive operations in android
apps,” ACM Transactions on Software Engineering
and Methodology, vol. 32, no. 2, pp. 1-30, 2023.

[17] M. B. Tamboli, N. R. Moparthi, “Deep learning
model for intrusion identification,” Journal of Ad-
vanced Research in Dynamical and Control Systems,
vol. 12, no. 5, pp. 388-395, 2020.

[18] X. Wang, M. Cheng, J. Eaton, C. J. Hsieh, S. F.
Wu, “Fake node attacks on graph convolutional net-
works,” Journal of Computational and Cognitive En-
gineering, vol. 1, no. 4, pp. 165-173, 2022.

[19] J. Zhang, Q. Guo, T. Zhang, Z. Feng, X. Li, “Toward
understanding and testing deep learning information
flow in deep learning-based android apps,” Interna-
tional Journal of Computer and Systems Engineer-
ing, vol. 17, no. 3, pp. 171-179, 2023.

[20] J. Zhang, Y. Wang, L. Qiu, J. Rubin, “Analyzing
android taint analysis tools: FlowDroid, Amandroid,
and DroidSafe,” IEEE Transactions on Software En-
gineering, vol. 48, no. 10, pp. 4014-4040, 2021.

Biography

Li Luo received his bachelor’s degree in Computer Sci-
ence and Technology from Hunan University in 2005 and
obtained his master’s degree in Software Engineering from
Chongqing University in 2014. Currently, he serves as a
computer teacher in the Information Management Cen-
ter of Hainan Health Vocational College. He has presided
over 5 provincial-level research projects and participated
in 6 school-level and provincial-level projects. He has also
published 6 papers in provincial-level journals. His main
research directions are computer networks and modern
educational technology.

Honghua Zhu graduated from Hunan Normal Univer-
sity with a master’s degree in Sports Human Science in
2007. After graduation, she served as a teacher in the
Physical Education College of Qiongtai Normal Univer-
sity. She has participated in 3 provincial-level research
projects of the university and published 2 papers. Her re-
search directions are human anatomy, sports physiology,
and health education.



International Journal of Network Security, Vol.26, No.5, PP.786-793, Sept. 2024 (DOI: 10.6633/IJNS.202409 26(5).08) 786

Identifying and Intercepting Telecommunications
Fraud Numbers on the Internet Through Big

Data Technolog

Hui You1 and Tuo Shi2

(Corresponding author: Hui You)

Cybersecurity and Protection Department, Beijing Police College1

Beijing Police College, Nanjian Road, Changping District, Beijing 102202, China

Beijing Police College, Beijing 102202, China2

Email: yhui1984@outlook.com

(Received July 30, 2023; Revised and Accepted July 28, 2024; First Online Aug. 17, 2024)

Abstract

With the advancement of network technology, methods
of telecommunication fraud have become increasingly di-
verse. The identification and interception of fraudulent
numbers are particularly crucial. This study utilized the
network operator’s big data as the basis and conducted
Synthetic Minority Over-sampling Technique (SMOTE)
processing and feature selection on the original data. The
eXtreme Gradient Boosting (XGBoost) algorithm was
employed to identify fraudulent numbers and enable early
interception. Additionally, an improved Sparrow Search
Algorithm (ISSA) algorithm was designed to optimize the
parameters of the XGBoost algorithm, resulting in the de-
velopment of the ISSA-XGBoost algorithm. Experiments
were conducted using a collected dataset. The results in-
dicated that after SMOTE processing and feature selec-
tion, the recognition effectiveness of the ISSA-XGBoost
algorithm for fraudulent numbers was improved. Fur-
thermore, compared to parameter optimization methods
such as Grid Search and Bayesian Optimization (BO),
the ISSA algorithm demonstrated superior performance.
It achieved a precision of 0.945, a recall rate of 0.816,
and an F1 value of 0.876. The method also exhibited a
low resumption rate of 21.12% in practical applications.
These findings validate the effectiveness of the proposed
method for identifying and intercepting network telecom-
munications fraud numbers, further supporting its poten-
tial practical applications.

Keywords: Call Data; Number Identification; Parameter
Optimization; Telecommunications Fraud; XGBoost

1 Introduction

As technological advancements continue, the scale, pre-
cision, intelligence, and specialization of telecommunica-
tions fraud have also improved. Criminal methods have

become more complex and diverse [17], resulting in far-
reaching threats and losses. The number of annual fraud
cases and the associated monetary amounts are consis-
tently rising [1]. Telecommunications fraud now consti-
tutes a significant portion of network security concerns [5].
Contactless methods are predominantly used in telecom
fraud, making it difficult for law enforcement agencies
to gather evidence and make arrests due to their strong
concealment, wide range, and prevalence of cross-border
fraud [19].

Telecom operators possess valuable big data that can
be utilized for anti-fraud purposes, enabling the identifica-
tion of fraudulent numbers and early interception through
data analysis and processing. With the support of big
data technology, extensive research has been conducted
on the prevention of telecom fraud [16]. Wang et al. [18]
proposed a feature difference-aware graphical neural net-
work, compared it with seven other baseline methods us-
ing real telecom datasets, and found an improvement of
approximately 5%. Amin et al. [2] employed the spline
classifier for telecom fraud detection, achieving improved
classification performance while reducing feature dimen-
sions and attaining 97.44% accuracy.

Ji et al. [9] introduced a multi-range gated graph neural
network to model social networks as directed graphs for
telecom fraud detection and obtained the most advanced
outcomes in experimental testing. Amuji et al. [3] con-
ducted a study on optimal classifiers for telecom fraud,
finding that the optimal classifier had a posterior proba-
bility of 0.7368. They suggested that essential parameters
to consider are the number of calls per hour and call du-
ration. This paper used a method based on the eXtreme
Gradient Boosting (XGBoost) algorithm to identify and
intercept network telecom fraud numbers. Through ex-
perimental analyses using big data from telecom opera-
tors, the reliability of the proposed method was verified,
making it suitable for practical telecom anti-fraud efforts
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and achieving interception of fraudulent numbers.

2 Network Telecommunications
Fraud and Big Data

2.1 Network Telecommunications Fraud

Network telecommunication fraud refers fraud using tele-
phone, text messaging, the Internet, and other technolo-
gies to illegally occupy public and private property. Un-
der the influence of the continuous development of net-
work technology, the current telecom fraud presents the
following characteristics.

Rapid updates of the modus operandi:
New technologies have provided criminals with novel
methods to perpetrate fraud [14]. Moreover, crimi-
nals adapt their fraudulent tactics based on changes
in social trends, news, policies, and other factors.
Depending on the targeted victims, they use differ-
ent strategies to gain trust and increase their success
rate.

Non-contact:
Criminals engage in their illicit activities through
various means such as telephone and Internet. The
majority of their interactions occur through online
channels, making it increasingly challenging to ap-
prehend them.

Increased corporatization of crime:
Presently, criminals are increasingly organizing
themselves into gangs and operating under the guise
of legitimate businesses. They adopt corporate man-
agement modes to oversee their criminal activities,
leading to the expansion and professionalization of
criminal organizations. This trend has resulted in
gradually establishing a professional criminal indus-
try chain that shows a high level of organization.

2.2 Feasibility of Anti-fraud Through Big
Data Technology

In the face of the ever-increasing prevalence of telecom
fraud, solely relying on post-fraud crackdown is insuffi-
cient to combat this issue effectively. It is imperative to
proactively intercept and provide early warnings in order
to enhance the overall governance of telecom fraud [11].
For network telecommunication fraud, anti-fraud can be
realized through big data technology, and its feasibility is
analyzed below.

Accessibility of big data:
The digital transformation within public secu-
rity agencies facilitates the availability of substan-
tial foundational information about individuals and
events, such as identity information and behavioral
patterns of fraud gangs. By analyzing data from

previous cases involving criminal gangs, it is possi-
ble to provide public security agencies with valuable
insights for identifying perpetrators. Furthermore,
apart from leveraging internal data within public se-
curity agencies, collaboration with telecommunica-
tion carriers and payment enterprises and utilizing
big data from relevant departments enables identi-
fying and freezing numbers and accounts associated
with fraudulent activities.

Applicability of data mining techniques:
In the process of telecom anti-fraud, various data col-
lected can be analyzed using data mining techniques
to uncover patterns, trends, and relationships within
the crime data. Techniques such as clustering, corre-
lation analysis, and neural networks [13] can be em-
ployed to identify hidden relationships between dif-
ferent data objects and identify telecom fraud.

2.3 Analysis of Big Data in Telecommu-
nications Operators

This research primarily relies on the big data provided
by the telecommunication carrier to investigate the iden-
tification and interception of fraudulent numbers. The
dataset used consists of actual user data obtained from
a telecom operator, covering a period from July 2023 to
December 2023. The dataset include 6,216 users, and the
data has been desensitized to address privacy concerns.
The fraudulent numbers within the dataset, labeled as 1,
are sourced from the public security system and amount
to 1,626 in total. The normal numbers, labeled as 0, are
used by 4,590 ordinary users. The data includes the user’s
basic information, call records, text message data, and
traffic data, as illustrated in Table 1.

The data in Table 1 are all quantitative variables. Out-
liers were eliminated, and for missing values, the mean
value was selected to fill in. Then, max-min transforma-
tion is performed on the original data to obtain new value
x′ in the interval of [0,1]:

x′ =
x−min

max−min

where max and min are the maximum and minimum val-
ues of x.

2.4 Imbalance Processing and Feature
Selection

There are 1,626 fraudulent numbers in the collected data,
accounting for 26.16%, and 4,590 normal numbers, ac-
counting for 73.84%. The data is unbalanced, which may
lead to a decline in the recognition effect. Therefore, this
paper uses the Synthetic Minority Over-sampling Tech-
nique (SMOTE) algorithm [6] to deal with the samples.
Firstly, a sample called xi is randomly selected from a mi-
nority class. Then, N samples (xzi) are randomly selected
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Table 1: Big data from the telecom operator

Category Element

Toll encryption number
Quantity of numbers under each name

Basic data Average monthly consumption
Number of months with null consumption
Fraudulent number label
Number of months with zero calls

Call data Average number of outgoing calls per month
Average duration of outgoing calls per month
Average number of people called per month
Number of months with zero text messages
Monthly average number of ascending text messages

Text message data Monthly average number of ascending text message recipients
Monthly average number of descending text messages
Monthly average number of descending text message recipients
Number of months with zero traffic

Traffic data Average monthly traffic
Total number of apps used per month

from k neighbors of xi to generate new samples:

xn = xi + δ × (xzi − xi)

where δ is a random number in [0,1]. After SMOTE pro-
cessing, the distribution of fraudulent and normal num-
bers is shown in Table 2.

In order to further filter the data in Table 1 and im-
prove the identification of fraudulent numbers, Pearson
correlation [7] is calculated:

r =

∑
(X − X̄)(Y − Ȳ )√∑

(X − X̄)2
√∑

(Y − Ȳ )2

The correlation coefficient between each feature and
whether it is fraudulent is calculated, and the results are
shown in Table 3.

Ten features from Table 3 that have a strong corre-
lation with fraud are selected for fraud number identifi-
cation and interception. It can be found that there is a
strong correlation between the user’s basic data, call data,
and whether a number is fraudulent. The three features
with the highest correlation coefficients are the number
of months with zero calls, the average number of people
called per month, and the average number of outgoing
calls per month. These findings align with the actual sit-
uation. Normal numbers usually do not have zero call
records. If there are numerous months with no call, it
indicates a high likelihood of fraudulent numbers. Addi-
tionally, normal numbers usually have less people to call
and less outgoing calls than fraudulent numbers. Fraud-
ulent numbers tend to have more outgoing calls, as they
are utilized for fraudulent activities.

3 Fraudulent Number Identifica-
tion and Interception Based on
XGBoost

3.1 XGBoost Algorithm

XGBoost, a machine learning algorithm, is an enhanced
version of the gradient boosting decision tree that offers
improved performance and higher speed. It has favor-
able performance in various recognition and classification
tasks [4]. Therefore, this study explores the identifica-
tion and interception of fraudulent numbers using the
XGBoost algorithm.

In dataset D = {(xi, yi)} composed of n-dimensional
samples and d-dimensional features, the XGBoost algo-
rithm obtains the output through integrating k decision
trees:

ŷi =

K∑
k=1

fk(xi)

The objective function of the algorithm at the t-th itera-
tion is:

ζ(t) =

T∑
j=1

[wj(
∑
i∈Ij

gi) +
1

2
w2

j (
∑
i∈Ij

hi + ϑ)] + γT

where gi is the first-order gradient, hi is the second-order
gradient, ϑ and γ are hyperparameters. The following
parameters are defined.

The cumulative sum of the first-order partial deriva-
tives of leaf node j:

Gj =
∑
i∈Ij

gi
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Table 2: Distribution of samples after SMOTE processing

Fraudulent number Normal number

Original data 1,626 (26.16%) 4,590 (73.84%)
After SMOTE processing 4,590 (50%) 4,590 (50%)

Table 3: Correlation coefficient results (Bolded: r value between 0.5 and 0.8, indicating a stong correlation)

Correlation coefficient

Quantity of numbers under each name 0.684
Average monthly consumption 0.587
Number of months with null consumption 0.615
Number of months with zero calls 0.774
Average number of outgoing calls per month 0.732
Average duration of outgoing calls per month 0.604
Average number of people called per month 0.756
Number of months with zero text messages 0.146
Monthly average number of ascending text messages 0.564
Monthly average number of ascending text message recipients 0.336
Monthly average number of descending text messages 0.125
Monthly average number of descending text message recipients 0.104
Number of months with zero traffic 0.133
Average monthly traffic 0.541
Total number of apps used per month 0.533

The cumulative sum of the second-order partial deriva-
tives of leaf node j:

Hj =
∑
i∈Ij

hi

After substitution, the following objective function is ob-
tained:

ζ(t) =

T∑
j=1

[wjGj +
1

2
w2

j (Hj + ϑ)] + γT

The derivative of wj is calculated using ζ(t):

wj = − Gj

Hj + ϑ

The simplified objective function is obtained:

ζ(t) = −1

2

T∑
j=1

G2
j

Hj + ϑ
+ γT

3.2 Parameter Optimization-based Ap-
proach

Some parameters in the XGBoost algorithm need to be
set by humans. However, it is often difficult to find the
optimal value for setting the parameters manually, lead-
ing to the model’s poor performance. In order to obtain

better results for fraudulent number identification and in-
terception, this paper optimizes the critical parameters in
the XGBoost algorithm by combining with the Sparrow
Search Algorithm (SSA), an algorithm based on the for-
aging behavior of sparrows [20], where individuals within
the population are divided into searchers and followers.
The searchers are responsible for searching for food, and
their position updating formula is:

st+1
i,j =

{
sti,j · exp(− i

αtmax
), if R < ST

sti,j ·Q · L, if R ≥ ST

where sti,j is the position of the i-th individual at the j-th
dimension during the t-th iteration, α is a random num-
ber between 0 and 1, tmax is the maximum number of
iterations, R is the early warning value, ST is the secu-
rity value, Q is a random numbers that follow a normal
distribution, and L is a 1× d matrix whose elements are
all 1. The follower’s position updating formula is:

st+1
i,j =

{
Q · exp(sw − sti,j), if i > n

2

st+1
s + |sti,j − st+1

s | ·A+ · L, otherwise

where st+1
s is the optimal individual position, sw is the

poorest group position, and A+:

A+ = AT (AAT )−1

A is a (1× d) matrix.
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In case of danger, the individual position updating for-
mula can be written as:

st+1
i,j =

{
stb + β · |sti,j − stb|, if fi ̸= fj

sti,j +K · [ sti,j−stw
(fi−fw)+ϵ ], if f1 = fj

where stb is the optimal group position, β is the param-
eter of step length, K is a random number in [-1,1], fi
is the current individual fitness value, fw and fj are the
current worst and best fitness values. In order to obtain a
higher-quality initial population, this paper proposes an
improved SSA (ISSA), which uses the circle mapping [12]
to achieve the population initialization:

xk+1 = mod [xk + b− (
1

2π
sin(2πxk), 1]

where mod is the modulus function, a = 0.5, b = 0.2.
Based on circle mapping, more uniform population can be
obtained, thus improving the optimization effect. Based
on the ISSA, three key parameters in the XGBoost algo-
rithm, i.e., the number of trees, the maximum tree depth,
and the learning rate, are optimized, and then the opti-
mal parameters are used to construct the XGBoost model
for identification and interception of fraudulent numbers.

4 Results and Analysis

4.1 Parameter Settings and Evaluation
Methods

The ISSA-XGBoost model was built on the Windows 10
operating system based on MATLAB environment. The
population size of the ISSA was 50, and the maximum
number of iterations was 20. After optimization, the opti-
mal number of trees (n estimators) was 50, the maximum
tree depth (max deoth) was 5, and the learning rate was
0.1. The rest of the parameters took default values. A
five-fold cross-test was used for the experiments, and the
final results were averaged. The following indicators are
used in the evaluation of the fraudulent number recogni-
tion effect:

precision =
TP

TP + FP

recall =
TP

TP + FN

F1 =
2precision

precision+ recall

In the above equations, TP is the number of normal num-
bers recognized as normal, FP is the number of nor-
mal numbers identified as fraudulent numbers, FN is
the number of fraudulent numbers identified as normal
numbers. The ISSA-XGBoost algorithm was deployed in
real application environments for interception of identi-
fied fraudulent numbers. After the fraudulent number is
restricted from use if the number is not fraudulent, the

user will contact the operator for resumption of the phone
number; therefore, the resumption rate was used to deter-
mine the model’s interception effect: resumption rate =
number of restored numbers/number of closed numbers.

4.2 Result Analysis

The impact of imbalance processing and feature screening
was analyzed. The results of fraudulent number identifi-
cation using the ISSA-XGBoost algorithm are presented
in Table 4.

Table 4 shows that when conducting experiments on
the original data, the ISSA-XGBoost achieved a high pre-
cision of 0.846. However, it had a lower recall rate of
0.516 and an F1 value of 0.641. This result indicated that
the imbalanced data significantly impacted the recogni-
tion effectiveness for fraudulent numbers. After applying
SMOTE processing, the precision of the ISSA-XGBoost
improved by 0.066, reaching 0.912. The recall rate also
significantly improved by 0.271, reaching 0.787. The F1
value increased by 0.204, reaching 0.845. These improve-
ments demonstrated the beneficial role of SMOTE. Fur-
thermore, even better results were achieved after perform-
ing feature screening and utilizing strong correlation fea-
tures as inputs for the ISSA-XGBoost. The precision in-
creased to 0.945, the recall rate improved to 0.816, and
the F1 value reached 0.876. These improvements high-
lighted the importance of feature screening. For parame-
ter optimization of the XGBoost algorithm, the ISSA was
compared with the following optimization algorithms:

1) Grid Search (GS) [15],

2) Bayesian Optimization (BO) [10],

3) Particle Swarm Optimization (PSO) [8],

4) SSA.

The results are presented in Figure 1.
Figure 1 shows that the recognition effect of the XG-

Boost algorithm were improved to some extent after pa-
rameter optimization. It can be observed that the im-
provement in the fraudulent number recognition effect
was relatively minor for the XGBoost algorithm optimized
by GS and BO compared to the two swarm intelligence
algorithms, PSO and SSA. Moreover, in the comparison
between the PSO and SSA, it is evident that the SSA
outperformed the PSO algorithm, achieving an F1 value
of 0.871, an increase of 0.004 compared to the PSO algo-
rithm. Additionally, after further enhancement through
circle mapping, the F1 value of the ISSA improved by
0.005 compared to the SSA, further highlighting the effec-
tiveness of the ISSA for enhancing XGBoost performance.
To verify the effectiveness of the proposed method for in-
terception of fraudulent numbers, it was compared with
the random forest (RF) algorithm. Both algorithms were
applied in practice for six months, and the resumption
rates were compared in Figure 2.
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Table 4: Effect of data processing on the results

Precision Recall rate F1 value

Original data 0.846 0.516 0.641
SMOTE processed data 0.912 0.787 0.845
SMOTE processed data + feature screening 0.945 0.816 0.876

Figure 1: Recognition results under different parameter optimizations

Figure 2: Comparison results of resumption rate
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Figure 2 shows that when using the RF algorithm
for identification and interception, the resumption rate
within a six-month period was 28.64%. However, when
applying the ISSA-XGBoost method, the resumption rate
within the same six-month period was 21.12%, which
showed a significant reduction of 7.52% compared to the
RF. The results indicated that ISSA-XGBoost method
had a more favorable practical application effect.

5 Conclusion

This paper designed an ISSA-XGBoost algorithm for the
identification and interception of fraudulent numbers. Ex-
perimental analyses of real data revealed that the recog-
nition effectiveness for fraudulent numbers was improved
to some extent by applying SMOTE and feature filter-
ing techniques. Moreover, compared to parameter opti-
mization methods like BO, the ISSA-XGBoost algorithm
demonstrated better parameter optimization results and
achieved superior recognition outcomes. The precision
reached 0.945, while the F1 value reached 0.876. Addi-
tionally, the resumption rate obtained through a practi-
cal application over six months was 21.12%, further vali-
dating its effectiveness in fraudulent number recognition
and interception. These results highlight the potential for
further promotion and practical application of the ISSA-
XGBoost algorithm.
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Abstract

This paper provides a concise introduction to blockchain
and the Practical Byzantine Fault Tolerance (PBFT) al-
gorithm. The PBFT algorithm was optimized and ap-
plied to the security management of students’ English
education information. Subsequently, simulation exper-
iments were conducted on the blockchain-based manage-
ment mode for students’ performance in English educa-
tion. The results demonstrated that this management
mode enabled normal operations such as entry, query,
modification, and deletion of students’ education infor-
mation. Additionally, this mode ensured the synchro-
nization of backup data across other nodes. Moreover,
the increase in consensus nodes led to a decrease in the
throughput of the management mode, while an increase
in the number of tasks resulted in an increase in the
throughput. The management mode, which adopted the
improved PBFT algorithm, achieved a higher throughput.
Furthermore, this algorithm guaranteed stable through-
put and resilience against third-party attacks.

Keywords: Blockchain; Education Information; PBFT

1 Introduction

With the continuous expansion of higher education and
the ongoing reform and enhancement of teaching modes,
the size of higher education institutions has significantly
increased, resulting in a substantial rise in student en-
rollment [1]. This increase in student numbers has made
college management more challenging. Throughout the
college education process, it is necessary to input each
student’s relevant information, including academic qual-
ifications, majors, grades, etc., into the education infor-

mation management system for storage [3].

The educational information of students is important
information about their education and assessment. The
information is a vital resume for future job applications
and a significant reference for enterprises. Therefore, en-
suring proper recording, security, and authenticity of stu-
dents’ education information is essential. In the tradi-
tional education information management system, stu-
dent information is centralized, with data stored in local
databases. However, this centralized storage approach
has inherent flaws, such as excessive administrator priv-
ileges, difficult tracking for data modifications, and chal-
lenges in data recovery after loss. However, the emergence
of blockchain technology offers a new and secure way to
store students’ educational information [11].

Related studies have explored the application of
blockchain in various domains. For instance, Zhang et
al. [13] proposed a blockchain-based decentralized supply
chain system, ensuring secure information sharing and
reliable product origin records without fully trusted in-
termediaries. Yi [12] introduced blockchain in logistics
security to protect personal privacy and constructed a lo-
gistics blockchain model and verifying its efficiency and
security in a distributed platform.

Mao et al. [9] proposed a blockchain-based credit eval-
uation system and assessed its performance. This paper
briefly introduces blockchain technology and the Practical
Byzantine Fault Tolerance (PBFT) algorithm. The algo-
rithm was optimized and applied to securely manage stu-
dents’ English education information. Additionally, sim-
ulation experiments were conducted on the blockchain-
based management model for students’ English education
performance.
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2 Blockchain-based Student Ed-
ucation Information Manage-
ment

2.1 Blockchain

The traditional education information management sys-
tem for student data storage is centralized, granting ex-
cessive authority to system administrators and making
it susceptible to data tampering. Furthermore, the sys-
tem cannot trace data operations [8]. Additionally, if
the system is attacked and data loss occurs without any
data backup, it would be difficult to recover the lost
data. However, the emergence of blockchain technology
addresses these issues. As a distributed ledger technology,
blockchain links data blocks in chronological order using
cryptographic algorithms, forming a continuous chain of
data [14]. Each data block in the chain contains transac-
tion information, i.e., educational information operation
data in this paper, a timestamp, and a pointer to the pre-
vious data block. When blockchain is applied to student
information management, student-related data is stored
decentralized across multiple nodes to prevent data loss in
case of a single node failure. The data is encrypted and
verified through cryptographic algorithms during trans-
mission within the blockchain [6]. The consensus mecha-
nism maintains consistency among multiple nodes, ensur-
ing data integrity and preventing tampering. Addition-
ally, the presence of timestamps enables the traceability
of data operations.

2.2 Consensus Algorithm

The consensus algorithm is a mechanism used to maintain
the consistency of nodes in the blockchain. The principle
of the consensus algorithm can be understood as voting to
verify the validity of a new block, and it can be uploaded
to the blockchain after it passes. The PBFT consensus
algorithm [10] is an algorithm that makes the blockchain
nodes reach consensus in a non-trusted environment. It
can ensure that the blockchain reaches a consensus when
the relationship between the total number of nodes (n )
and the number of unreliable nodes (f) is 3f+1 ≤ n. The
basic process is as follows. The client initiates a request
to the master node, and the master node broadcasts it to
the other nodes of the blockchain for verification. Once
the data passes the verification of most nodes, it is added
to the blockchain and backed up by other nodes. How-
ever, this consensus algorithm requires the establishment
of a master node, and there is a possibility that the mas-
ter node may crash. Therefore, view switch is required to
change the master node. The view switch process tem-
porarily disrupts the consensus response of the blockchain
and results in additional communication traffic.

Therefore, this paper proposes several improvements to
the PBFT algorithm. The nodes are categorized into con-
sensus, candidate, and ordinary nodes. Consensus nodes

are responsible for verifying the consensus of the upload
request [7], while candidate nodes respond to read re-
quests for stored data and perform initial verification of
the upload request. The candidate node responds to the
read request of the stored data and carries out the prelim-
inary verification of the upload request. In contrast, the
ordinary node is only responsible for the transaction, i.e.,
backing up the data. The specific steps are as follows.

1) The client submits a ”transaction request” to the
candidate node.

2) Candidate node α that receives the ”transaction re-
quest” verifies its validity and broadcasts it to other
candidate nodes after it passes. If the ”transaction
request” is to read data, the candidate node returns
the result to the client [5], and the client receives
2f + 1 results. The result is recognized as the data
reading result. If the ”transaction request” is to write
data, other candidate nodes will verify its validity
and return the result to candidate node α.

3) When candidate node α receives 2f + 1 results that
the ”transaction request” passes the verification, it
generates a multi-signature. Then, it broadcasts the
proposal with the multi-signature and the transac-
tion content to the consensus node.

4) Upon receiving the proposal, the consensus node first
performs multi-signature verification. The transac-
tion content is stored in the local transaction pool if
the verification is passed. However, if the verification
fails, the proposal is discarded, and the processing re-
sult is returned to the client.

5) When the number of transaction proposals in the lo-
cal pool reaches a certain number, master node c gen-
erates a pre-preparation message and broadcasts it
along with the transaction proposal to other consen-
sus nodes [4].

6) When other consensus node d receives the pre-
preparation message, the validity of the message is
verified, and the result of this verification is recorded
in the node’s local list. Then, the consensus node ex-
amines whether the operation logic recorded in the
block is standard; if it is not normal, it stops up-
loading and returns to the client, and if it is normal,
it generates a preparation message to broadcast to
other consensus nodes.

7) When other consensus node d receives the prepara-
tion message, it records it in the local log and list.
When d receives 2f +1 preparation messages, it gen-
erates a commit message and broadcasts it to other
consensus nodes.

8) Other consensus node d receives the commit message
and verifies it. When d receives 2f + 1 valid commit
messages, it broadcasts the new block to the candi-
date nodes as well as to the ordinary nodes and then
adds it into the node’s local blockchain.
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Figure 1: The security management process of students’ English performance information combined with blockchain

2.3 Security Management of Students’
English Education Information

Blockchain is applied to the security management of stu-
dents’ English education information. There are various
kinds of educational information related to students, so
this paper takes the security management of students’
English performance as the object. The security manage-
ment process of students’ English performance combined
with blockchain is shown in Figure 1 [15], and its specific
steps are as follows.

1) The user initiates a login process in the English ed-
ucation management system to validate the user’s
identity. If the authentication fails, the user is redi-
rected to the login screen.

2) When the identity is confirmed as a student, the
user’s permission is only to query English scores.
When querying the English score, the processing
method is the same as that of the transaction request
of reading described previously. The user initiates a
”read request” to the candidate node, and the can-
didate nodes execute the request in the respective
local database and return the read result to the user.
When the user receives 2f+1 same results, the return
result is the final read result.

3) If the identity is confirmed as a teacher, the user is
granted privileges to query students’ English scores
and perform operations on the information in the
database, such as entry, modification, and deletion.
The process of querying students’ English score in-
formation is the same as that of student users. When
teachers perform operations on students’ English per-
formance information, the operation details are pack-
aged into information blocks, and an upload request
is sent to the blockchain.

4) For the upload request of the operation content, the
improved PBFT consensus algorithm is utilized to
validate the request. If the validation fails, the pro-
cess returns to Step 3. However, if the validation
passes, the upload request is deemed successful [?].
Each node’s local blockchain adds a new block, and
the local data in the node executes the operation con-

tent contained in the new block, i.e., entering, modi-
fying, or deleting the English scores in the database.

3 Simulation Experiments

3.1 Experimental Environment

Simulation experiments were conducted using servers
from a lab. The blockchain network was established
using Ethernet’s virtual machines, which acted as the
blockchain nodes. Specifically, server 1 functioned as the
local database node, server 2 served as the client, and
server 3 was designated as the third-party attacker. The
maximum number of virtual machine nodes was 50. When
configuring the consensus nodes, server 1 was always given
priority as the primary consensus node. The remaining
consensus nodes, candidate nodes, and normal nodes were
set up according to the specific requirements of the tests.

3.2 Experimental Setup

1) Functional testing of the blockchain-based informa-
tion management mode for English performance

Step 1: Server 2 entered the students’ English per-
formance information as a teacher.

Step 2: Server 2 queried the entered English per-
formance information as a student and teacher
respectively.

Step 3: Server 2 changed the entered English score
as a teacher.

Step 4: Server 2 deleted the entered English score
as a teacher.

During the execution of each of the above steps, the
databases of other nodes were monitored in the back-
ground.

2) Performance impact of traditional and improved
PBFT consensus algorithms on the blockchain-based
information management mode for English perfor-
mance The number of consensus nodes was set to 3, 5,
7, 9, and 11, while the number of operation requests
for uploading was set to 300, 600, 900, 1,200, and
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Table 1: Functional test results of blockchain-based information management of English performance

Steps Database monitoring results of server 1 Database monitoring results of the other
nodes

Step 1 Students’ English performance were success-
fully entered.

Students’ English scores were successfully en-
tered and kept aligned with server 1.

Step 2 Both students and teachers obtained the same
query results.

-

Step 3 Students’ English scores were successfully
modified.

Students’ English scores were modified, and
the final scores were consistent with that in
server 1.

Step 4 Students’ English scores were successfully
deleted.

Students’ English scores were deleted.

1,500, respectively. The performance of the mode
under the traditional and the improved PBFT con-
sensus algorithms was tested, with varying numbers
of consensus nodes and operation requests. Through-
put was used as the performance metric.

3) Security testing The number of consensus nodes was
7, and the number of operation requests for upload-
ing was 900. During uploading, after five consensus
rounds, two consensus nodes were turned into failure
nodes. The throughput of the management mode
under the traditional and improved PBFT consen-
sus algorithms was tested. Additionally, the English
scores stored on server 1 were tampered with through
server 3 before and after the consensus nodes became
failure ones. Server 2 then queried the English scores.

3.3 Experimental Results

The information entry, query, modification, and deletion
functions of the blockchain-based mode were tested, and
the results are shown in Table 1. The table shows that the
entry, query, modification, and deletion functions of the
mode were functioning normally. Additionally, except for
the ”query” operation, which did not affect the database,
when the other three operations (entry, modification, and
deletion) were performed on the database of server 1, the
databases of the other nodes also underwent the same
adjustments.

The throughput of the blockchain-based management
mode under the two consensus algorithms when facing
different numbers of consensus nodes and tasks is shown
in Figure 2. It can be observed that as the number of
consensus nodes increased, the throughput of the mode
decreased under both consensus algorithms. This is be-
cause the increase in the number of consensus nodes leads
to more consensus rounds, reducing the actual data trans-
mission efficiency. Furthermore, with the same number of
consensus nodes, more tasks resulted in a higher through-
put. Additionally, the throughput of the mode utilizing
the improved algorithm was higher than the traditional
algorithm.

The change in throughput of the management mode
in the face of node failure under the two consensus algo-
rithms is shown in Figure 3. It can be observed that
when the consensus round was five and the consensus
nodes became failure ones, the management mode under
the improved algorithm experienced a significant drop in
throughput. However, the throughput then returned to
normal in the following consensus round. Importantly,
when the throughput stabilized, the mode utilizing the
improved algorithm maintained a higher throughput than
the traditional algorithm.

Table 2 shows the query results from server 2 after
a third-party attacker tampered with the English scores
stored on server 1 before and after the node failure under
the two algorithms. It was found that the third-party
attacker’s tampering with the local database failed under
both the traditional and improved algorithms and server
2 obtained the accurate query data.

4 Conclusion

This paper provides a brief introduction to blockchain and
the PBFT consensus algorithm. The PBFT algorithm
was optimized and and applied to enhance the security
management of students’ English education information.
Additionally, simulation experiments were performed on
a blockchain-based management mode for students’ En-
glish education performance. The entry, query, modifi-
cation, and deletion functions in the mode were all nor-
mal. All functions, except for query, synchronized the
databases of other nodes with the adjustments made on
server 1. Increasing the number of consensus nodes de-
creased the throughput of the management mode. In-
creasing the number of tasks enhanced the throughput.
The management mode with the improved PBFT consen-
sus algorithm achieved higher throughput. The improved
PBFT consensus algorithm ensured quick stabilization of
throughput in the presence of failure node. Both consen-
sus algorithms effectively resist third-party attacks on the
blockchain.
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Figure 2: Throughput of the management mode when facing different numbers of consensus nodes and tasks under
different consensus algorithms

Figure 3: Throughput of the management mode when facing failure nodes under different consensus algorithms

Table 2: Results of third-party attacks before and after node failure under different consensus algorithms

Third-party attack results before
node failure

Third-party attack results after
node failure

The traditional
PBFT consensus
algorithm

No change in English scores
queried before and after the at-
tack

No change in English scores
queried before and after the at-
tack

The improved
PBFT consensus
algorithm

No change in English scores
queried before and after the at-
tack

No change in English scores
queried before and after the at-
tack
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Abstract

Spatial data query methods are essential in spatial
databases and intelligent transportation. The nearest
neighbor query is one of the most widely used methods
for spatial data query. However, the nearest neighbor
query and its variants suffer from low query efficiency, in-
efficient processing, and high computational cost. There-
fore, to address the shortcomings of the nearest neighbor
query and its variants in the obstacle space and road net-
work environments, the study proposes to add Voronoi
diagrams and grid Voronoi diagrams to these methods, us-
ing the filtering function of Voronoi diagrams to decrease
the quantity of queried points and enhance the query
efficiency. The results show that the Network Voronoi
Diagram-group k Nearest Neighbor (NVD-GkNN) algo-
rithm in the road network environment combined with
the grid Voronoi diagram has a CPU running time as long
as the Timing Algorithm (TA) and Incremental Euclidean
Restriction (IER) CPU running time. The Voronoi graph-
based nearest neighbor and its variants are designed to
improve the query efficiency, which also provides a way to
improve the efficiency of other spatial data query meth-
ods. The research aims to improve the query efficiency
of spatial databases, maintain data security of databases,
and assist in network security.

Keywords: Database; Indexing; kNN; Road Network En-
vironment; Voronoi Diagram

1 Introduction

With the technology boost in China, the fields of geo-
graphic information systems and intelligent transporta-
tion systems are also developing rapidly. Spatial data
query methods play an important role in these fields [3].
When dealing with complex spatial data, traditional data
query methods are not effective, so new data query meth-
ods need to be studied [13]. Nearest neighbor query is
one of the most widely used techniques for spatial data
query, and many variants of it have been developed, like

k-nearest neighbor query and reverse nearest neighbor
query [19]. However, most of these query methods suf-
fer from low query efficiency, inefficient processing and
high computational cost. In addition, nearest neighbor
query methods can be divided into two types according
to the data environment, one is based on the Euclidean
space and the other is based on the road network environ-
ment, and different query methods are applicable to differ-
ent data environments [14]. Voronoi diagrams are mainly
used to partition the space, and their filtering function
can decrease queried points’ quantity and enhance the
data query efficiency, which is effective in spatial query
and multimedia database [1]. The Voronoi diagram can
be used to decrease query points’ quantity and enhance
the data querying. In addition, Voronoi diagrams can
also reduce development and maintenance costs. Based
on the above background, the research innovatively com-
bines Voronoi diagrams and grid Voronoi diagrams with
nearest neighbor query and its variant query, and then
applies these algorithms to data query in obstacle space
and road network environments respectively. The Net-
work Voronoi Diagram-group k Nearest Neighbor (NVD-
GkNN) algorithm improves the query efficiency of group
k-nearest neighbor in road network environment, and the
reverse nearest neighbor in road network environment
combined with grid Voronoi diagrams is also enhanced.
The Network Voronoi Diagram-Reverse Nearest Neigh-
bor (NVD-RNN) algorithm performs better in certain sit-
uations. The k Nearest Neighbors-Obstacle (kNN-Obs)
algorithm combined with Voronoi diagrams in obstacle
space can improve its own query efficiency under certain
circumstances. The study aims to enhance the query ef-
ficiency and diminish the query cost of nearest neighbor
queries and their variants. The research aims to improve
the query efficiency of spatial databases, maintain data
security of databases, and assist in network security.
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2 Related Works

The querying of data in spatial databases is a popular re-
search area that has been explored by many researchers.
Eiter and other researchers used local dynamic maps to
set up spatial flow query responses in collaborative intel-
ligent transportation systems, which could complete data
flow queries oriented towards semantic concepts and spa-
tial relationships. In addition, the semantic enhancement
method of this study was conducted in ontology based
query responses. The experimental results showed that
the method designed by the research institute is feasi-
ble and can improve the efficiency of queries [6]. Sarode
and Reshmi proposed a group search optimization algo-
rithm based on neural networks to study data aggrega-
tion models, and developed a query based data aggre-
gation model based on this algorithm. The query rank-
ing in this study was determined based on latency and
throughput. The research results indicated that the data
aggregation model could improve throughput while re-
ducing latency, and its performance was significantly bet-
ter than traditional data aggregation models [16]. Jakob
and Guthe proposed to use GPUs for exact domain prob-
lems in point clouds in order to optimise the query per-
formance of kNNs on point clouds. The results showed
that this approach gave real-time capabilities for large
queries on very large point clouds, and the speed of the
queries was greatly improved [9]. Chen et al. proposed a
HorseIR-based approach to better querying of databases,
combining database queries with compiled code based on
dynamic arrays. Experimental results proved that this
method was usable for database queries [4]. Scholars such
as Shi and Yang proposed a spectral clustering based
method to classify the climate in China. This method
first analyzed the correlation between meteorological vari-
ables, and then constructed a similarity matrix graph
based on k-nearest neighbor and sparse subspace repre-
sentations. Finally, the study used a method of determin-
ing the number of clusters to conduct sensitivity analysis
on different parameters. The research results showed that
this classification method has high accuracy [18]. Experts
such as Jang et al. proposed an input variable initial-
ization method based on the k-nearest neighbor method
to achieve the optimal input of neural networks. This
method required finding the input that made the output
very close to the target output and processing it as the
initial input variable. The experimental results indicated
that the method designed by the research institute is sig-
nificantly superior to random initialization [10].

Shi and other researchers designed a flutter identifica-
tion method based on enhanced k-nearest neighbors to
identify flutter. This method compared the information
of different sensors based on a large number of experi-
ments, and extracted the features. Finally, the enhanced
k-nearest neighbor method was used to identify chatter
under different cutting conditions. The experimental re-
sults showed that the method designed by the research
institute could effectively identify flutter with high ac-

curacy [17]. Jg et al. proposed a generalised fragment
allocation strategy to avoid the current database frag-
ment allocation strategy that was prone to low-quality
allocation plans, which implemented multiple candidate
allocation schemes based on cost through PostgreSQL
improved genetic algorithms evaluation. The results of
the study showed that the performance of this strategy
was improved by a factor of 2-4 with good robustness
and scalability [11]. Ding and other experts proposed an
R-KWS method in view of the evaluation of combinato-
rial candidate networks in order to improve the efficiency
of existing database query methods, which could share
the overlapping parts between candidate networks. The
experiment indicated that this method can enhance the
query efficiency without losing the quality of the query re-
sults [5]. Gulzar et al. proposed an optimised and incom-
plete framework for Skyline that simplified the Skyline
process for databases with missing data, in order to avoid
the situation of Skyline query methods’ error when there
was missing data in the database. The results showed
the superiority of the framework and the number of con-
trol tests required to retrieve the skyline [8]. In order
to improve the performance of distance metric learning,
scholars such as Ruan et al. designed a nearest neighbor
search model for distance metric learning. This model
could construct metric optimization constraints by search-
ing for the optimal nearest neighbor number. In addition,
the study also designed a k-free nearest neighbor model
based on a support vector machine solver. The experi-
mental results showed that the performance of the nearest
neighbor search model designed by the research institute
for distance metric learning was significantly superior to
existing baseline methods [15].

In summary, there have been many studies on spatial
database data query methods, but most of them suffered
from low query efficiency, less efficient processing and
high computational cost. Based on these problems, the
study innovatively combines Voronoi diagrams and near-
est neighbor queries, aiming to make up for the shortcom-
ings of existing methods in different data environments.

3 Spatial Database Optimization
Based on NVD-GkNN Algo-
rithm

3.1 Optimal Design of Spatial Databases
Under Different kNN Algorithms

The Nearest Neighbor (NN) method plays an important
role in spatial data querying [20]. The traditional k-
Nearest Neighbor (kNN) algorithm uses the second-order
Ming’s distance as a measure of similarity between sam-
ples. By noting the observations of samples i and samples
j as xi = (xi1, xi2, · · · , xip) and xj = (xj1, xj2, · · · , xjp),
where each sample has a different variable, the Ming’s
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distance is described in Equation (1).

dij(q) = (

p∑
k=1

|xik − xjk|q)1/q (1)

In Equation (1), dij serves as the range between samples
i and samples j, q represents the order, k denotes the
first k variable for each sample, and k takes values in the
range [1, p]. Depending on the value of q, the Ming’s dis-
tance can be classified as Manhattan distance, Euclidean
distance and Chebyshev distance [12]. When the value of
q is 1, 1/q is 1. The first-order Ming’s distance can be
called the Manhattan distance, as shown in Equation (2).

dij(1) =

p∑
k=1

|xik − xjk| (2)

When the value of q is 2, 1/q is 1/2 and the second order
Minkowski distance can be called the Euclidean distance,
as in Equation (3).

dij(2) =

√√√√ p∑
k=1

(xik − xjk)2 (3)

The change in the Ming’s distance is greater when the q
value → ∞. At this point the Ming’s distance has been
transformed into the Chebyshev distance, as in Equa-
tion (4).

dij(∞) = lim
p→∞

(

p∑
k=1

|xik − xjk|q)1/q

= max
1≤k≤p

|xik − xjk| (4)

The traditional kNN has relatively good query perfor-
mance, but when the number of samples is relatively
large, it suffers from computational complexity and mem-
ory consumption problems. Based on these problems, the
study combines a kNN with optimised weights on the ba-
sis of the third-order Ming’s distance and applies it to the
filling of missing values. Equation (5) shows the details.

x̂m
ik =

K∑
j=1

D−1
ij∑K

V=1 D
−1
iv

xjk (5)

In Equation (5), xi = (xc
i , x

m
i ) is the vector to be filled, xc

i

represents the complete part of the vector, xm
i represents

the missing part of the vector, Dij serves as the range in
the vector i and the vector j, then x̂m

ik is the filled value
of xm

i . When the samples are close to each other, the fill
value obtained by the kNN algorithm satisfying and the
algorithm needs to be improved, as in Equation (6).

xm
ik =

K

(K − 1)2

K∑
j=1

(1− Dij∑K
V=1 Dij

xjk (6)

In Equation (6), xm
ik denotes the new filled value, Dij is

the third-order Ming’s distance formula.

Dij = dij(3) = (

p∑
k=1

|xik − xjk|3)1/3

K denotes the number of similar samples. The Euclidean
distance used in the traditional kNN algorithm does not
work well in mixed attribute data, compared to grey cor-
relation analysis which is more appropriate. It replaces
the Euclidean distance with a grey distance. In addition,
to deal with missing values in mixed attributes, a grey
weighted kNN filling method combining iterative kNN
and grey distances can be used. Before carrying out grey
correlation analysis on the data, the data needs to be pre-
processed with datacentering, as in Equation (7).{

x̂ij = xij − x̄i

x̂ij = xij − x̄j

(7)

In Equation (7), x̂ij = xij − x̄i is sample-centered, x̂ij =
xij − x̄j is attribute-centered, i takes the values of [1, p]
and j takes the values of [1, p]. xij and x̂ij each represent
the value of the ith sample in the jth attribute before
and after standardisation, x̄i represents the mean of all
attributes in the ith sample, and x̄j represents the mean
of all samples within the jth attribute.x̂ij =

xij−x̄i√∑q
j=1(xij−x̄i)2

x̂ij =
xij−x̄j√∑q

i=1(xij−x̄j)2

(8)

Equation (8) shows the outlier normalisation, which is
done by dividing the data normalised by the outlier after
datacentering. Equation (9) is data regularisation, which
is normalised by the standard deviation (SD).x̂ij =

xij−x̄i√∑q
j=1(xij−x̄i)2/(p−1)

x̂ij =
xij−x̄j√∑q

i=1(xij−x̄j)2/(q−1)

(9)

In addition, the data are pre-processed by means of Z-
score normalisation, which starts with the mean and SD
of the attributes, as shown in Equation (10).

δm =

√√√√(

n∑
i=1

(xim − m̄)2)/(n− 1) (10)

In Equation (10), δm serves as the SD of the attribute m,
n serves as the data points’ quantity in the data set, xim

represents the value of the attribute m for the ith sample,
and m̄ represents the mean of the attribute m. The Min-
Max normalisation method uses the linear variation of
the original data as the entry point for data processing,
one of which is the upper bound validity measure, as in
Equation (11).

x́p(j) =
xp(j)−min∀ xi(j)

max∀ xi(j)−min∀ xi(j)
(11)

In Equation (11), max∀ xi(j) serves as the maximum
value in the data, min∀ xi(j) represents the minimum
value, and x́p(j) serves as the value of the sample p af-
ter pre-processing on the attribute j. When the data at-
tribute is extremely small, a lower bound validity measure
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is used, as in Equation (12).

x́p(j) =
max∀ xi(j)− xp(j)

max∀ xi(j)−min∀ xi(j)
(12)

Equation (12) is called the lower bound validity measure,
where very small data are also called cost-based indica-
tors. In addition, the Min-Max standardisation method
involves a moderate validity measure, as in Equation (13).

x́p(j) =
|xp(j)− xspecified|

max∀ xi(j)−min∀ xi(j)
(13)

In Equation (13), xspecified is a pre-set value, as the upper
and lower bound validity measures have relatively similar
results, the moderate validity measure can also be used
when selecting the data processing method. Voronoi di-
agrams are mainly used for spatial partitioning and the
Voronoi diagram is constructed as shown in Figure 1 [7].

There are multiple methods for constructing Voronoi
diagrams and one of them was used for the study. As
shown in Figure 1(a), it is a part of a Voronoi diagram that
must be partitioned from the region where pk is located.
The region is divided by the vertical bisector of pk+1 and
pj , and forms two parts. The boundary between the ver-
tical bisector and the area where pk is located intersects
at two points and one of these points needs to replace the
other. This behaviour is repeated until the dashed poly-
gon shown in Figure 1(a) is formed. Figure 1(b) forms
the Voronoi polygon of pk+1 by deleting the polygon ver-
tices and the middle edge. A grid Voronoi diagram is
also a type of Voronoi, an example of which is shown in
Figure 2 [2].

Figure 2(a) shows the initial road network diagram
with the generation points from p1 to p3 and the intersec-
tions of the road network from p4 to p16. It is connected
via L. Figure 2(b) is a grid Voronoi diagram with each
line having a Voronoi link set corresponding to the gen-
eration point. The links may be in the generating point
Vlink only, or in different Vlink. When a link is in a differ-
ent Vlink, any one of the lines that does not pass through
L may be connected to it.

3.2 Design of the GkNN Spatial
Database Optimization Method
Based on Voronoi Diagrams

In different data environments, nearest neighbor query
methods can be separated into two kinds, the first is based
on the Euclidean space and the other is based on the road
network environment. For obstacle queries in Euclidean
space, the study used the kNN query method k Near-
est Neighbors-Obstacle (kNN-Obs) based on Voronoi di-
agram with the algorithm k NN-Obs q, k, P,O), where q
denotes the query point, P is the dataset, O represents
the set of obstacles and k is the value of the kNN query.
This method involves two aspects, the filtering process
and the refinement process. The filtering process mainly

generates a kNN candidate set, while the refining pro-
cess refines the objects in it through Voronoi diagrams,
and prunes the objects that do not meet the criteria. Be-
fore using the kNN algorithm, the originality of the data
needs to be maintained, so the randomly distributed data
is processed, as shown in Figure 3.

Figure 3(a) is a spatial data Euclidean diagram show-
ing the distribution of the data in the spatial dimension.
Figure 3(b) is a data redistribution diagram, showing the
differences and characteristics of the data before and af-
ter the distribution. After redistribution of the data, the
original local Voronoi diagram is then generated from this
data, as shown in Figure 4(a). However, the original local
Voronoi diagram is not particularly accurate, as it does
not take into account the relationship between the server
boundary points, so this Voronoi diagram needs to be op-
timised and the result is shown in Figure 4(b).

Both the multi-core technique and the optimised scan-
line algorithm are applied to the generation of the orig-
inal local Voronoi diagram. In Figure 4(a), L1 to L11
are the original generation points and S1 to S3 are the
servers. The Voronoi cells are the polygons where the
original generation points are located and the boundary
points of the S1 and S2 servers are L2 and L3. Optimisa-
tion of the original local Voronoi diagram requires finding
the clustering centers above each server. Then the closest
location data to the clustering centers needs to be find,
which is used as the server’s clustering result, and then it
is finally optimised. For the nearest collar variant query in
the road network environment, the study uses two types
of methods. The first one is the NVD-RNN based on the
grid Voronoi diagram, the algorithm is NVD-RNN q, S, k),
where q is the query point, S is the dataset and k is the
value of the RNN query. The steps in this method involve
filtering and refining, which results in a candidate set in
which all possible points are stored as results. Refine-
ment involves computing the points in the candidate set
and finding the final result, then filtering and refinement
are used recursively for each query. The Voronoi diagram
of the grid involved in this method is shown in Figure 5.

In Figure 5, the grid graph NVP (p2) has the query
point q, so its 1-RNN is p2. The resulting candidate set af-
ter filtering is {p7, p8, p9}, and then the refinement process
calculates the nearest distance between the query points
q and p + 7, p8, and p9. The filtering process involves
two while loops, the first of which terminates after all the
data in the dataset are looped through once, while the
second while loop requires all the data in the candidate
set to be looped through once before aborting. The refine-
ment process involves only one while loop and the data
in it is finite. The loop terminates when this data has
been looped through once. RNN is a variant of nearest
neighbor, and its query is shown in Figure ??(a).

In Figure ??(a), NN(c) denotes the result obtained by
NN query for point c and RNN(c) denotes the result ob-
tained by RNN query for point c. In addition, the data
used in both query methods are from a database or col-
lection of data identified in advance. In Figure ??(b), the
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Figure 1: The process of updating the Voronoi diagram

Figure 2: Instance of original and network Voronoi diagrams

Figure 3: Spatial data Euclidean diagram and schematic diagram before and after data redistribution

Figure 4: Original and improved local Voronoi diagrams for each server
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Figure 5: Instance of network Voronoi diagram

RNN query mainly involves a location query with over-
lapping parts among each circle. In the road network
environment, the second nearest neighbor variant query
is NVD-GkNN method. This method involves three as-
pects: dataset processing, filtering and refinement. The
processing of the dataset is shown in Equation (14).


∂dist(q,Q)

∂x =
∑n

i=1
x−xi√

(x−x1)2+(y−yi)2
= 0

∂dist(q,Q)
∂y =

∑n
i=1

y−yi√
(x−x1)2+(y−yi)2

= 0
(14)

(14) In Equation (14), q is the centre of mass of the
dataset Q, (x, y) serves as the coordinates of q and (xi, yi)
serves as the coordinates of any point in the dataset Q.
However, when the value of n is taken to be 2, Equa-
tion (14) does not give a closed solution and only an es-
timated value can be obtained, and the centre of mass q
can only be obtained as an approximation. Therefore, for
obtaining a good estimate, the coordinates of the centre
of mass need to be modified, as shown in Equation (15).

{
x = x− µ∂dist(q,Q)

∂x

y = y − µ∂dist(q,Q)
∂y

(15)

In Equation (15), x represents the modified prime hori-
zontal coordinates, y represents the modified prime ver-
tical coordinates, and µ represents the step size. The
algorithm for querying the GkNN of point sets in a road
network environment is NVD-GkNN (Q,P, k), where Q
represents the query point set, P represents the gener-
ated point set, and k is the value of the GkNN query. In
addition, the study also analysed the impact of adding
and removing points on GkNN. The algorithm for the
effect of added points on GkNN is ADDNVD-GkNN
(Q,P, k, w), where w is the added point in the generated
point set, while the algorithm for the effect of deleted
points on GkNN is DENVD-GkNN (Q,P, k, d), where d
is the deleted point in the range d(d ∈ P ).

4 Analysis of Spatial Database
Optimization Results Based on
Voronoi Diagrams and kNN

4.1 Analysis of the Results of kNN-based
Spatial Database Optimization

The study under the obstacle space mainly uses the kNN-
Obs algorithm. The following contentl is a comparative
analysis of the kNN-Obs algorithm and the Pruning al-
gorithm (PostPruning) algorithm, in terms of both the k
value and the obstacle dimension. Firstly, the impact of
different k values on the Central Processing Unit (CPU)
running time (RT) and page views was analysed, as shown
in Figure 7.

Figure 7(a) showed that the CPU runtime of the kNN-
Obs and PostPruning algorithms increased with the value
of k. The maximum value of the CPU runtime of the
kNN-Obs algorithm was between 3s and 4s, and the min-
imum value was close to 2s. The maximum value of the
CPU runtime of the PostPruning algorithm was between
4s and 5s, and the minimum value was around 1.1s. When
the value of k was less than 4s, the PostPruning algo-
rithm CPU runtime was shorter. When the value of k
was greater than 4s, the kNN-Obs algorithm CPU run-
time was shorter. Figure 7(b) illustrates that as the k
values of the kNN-Obs and PostPruning algorithms grad-
ually increased, their respective page views also increased.
The maximum value of page views for the kNN-Obs al-
gorithm was close to 150 and the minimum value was
close to 100. The maximum value of page views for the
PostPruning algorithm was close to 250 and the mini-
mum value was around 150. The overall number of page
views for the kNN-Obs algorithm was smaller than that
for the PostPruning algorithm. Therefore, on the whole,
the kNN-Obs algorithm outperformed the PostPruning
algorithm. The number of different obstacles also had an
impact on CPU runtime and page accesses, as shown in
Figure 8.

As can be seen in Figure 8(a), the CPU runtime of
the kNN-Obs and PostPruning algorithms gradually got
larger as the quantity of obstacles increases. The kNN-
Obs had a maximum CPU runtime of between 6s and
8s, with a minimum value close to 2s, while PostPruning
had a maximum CPU runtime of between 10s and 12s,
with a minimum value close to 4s. As can be seen in Fig-
ure 8(b), the number of page views for both the kNN-Obs
and PostPruning algorithms increased as the quantity of
obstacles increased. The kNN-Obs had a maximum value
of around 175 page views and a minimum value of close
to 100, while PostPruning had a extreme value around
150. In summary, the kNN-Obs algorithm outperformed
the PostPruning algorithm. In order to better validate
the performance of the kNN Obs algorithm, comparative
analysis was conducted from the accuracy and F1 value
of the algorithm. In the experimental environment, the
CPU frequency was 2.0 GHz, the memory was 4GB, and
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Figure 6: NN and RNN query graph and RNN graph for 10 data points in two dimensional space

Figure 7: The impact of k value on CPU runtime and page views

Figure 8: The impact of the number of obstacles on CPU runtime and page views
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the operating system was Windows 7. A total of 4 perfor-
mance tests of the algorithm were conducted. The com-
parison of accuracy and F1 values between the kNN Obs
algorithm and the PostPruning algorithm was shown in
Table 1.

From Table 1, the maximum accuracy of the kNN Obs
algorithm was 97.9%, while the minimum accuracy was
95.7%. The maximum accuracy of the PostPruning algo-
rithm was 94.6%, and the minimum accuracy was 92.9%.
The accuracy of the kNN Obs algorithm was generally
about 3% higher than that of the PostPruning algorithm.
The maximum F1 value of the kNN Obs algorithm was
0.981, and the minimum value was 0.964. The maximum
F1 value of the PostPruning algorithm was 0.921, and
the minimum value was 0.892. It can be seen that the F1
value of the kNN Obs algorithm was much higher than
that of the PostPruning algorithm, which also indicated
that the performance of the kNN Obs algorithm was su-
perior to that of the PostPruning algorithm.

4.2 Analysis of Spatial Database Opti-
mization Results Based on Voronoi
Diagrams and kNN

The study employed a grid Voronoi graph-based reverse
nearest neighbor algorithm, NVD-RNN, in a road net-
work environment. The CPU RT of the NVD-RNN algo-
rithm, the Expectation Propagation (EP) algorithm and
the Auto-Regression k Nearest Neighbors (ARkNN) algo-
rithm were compared and analysed. The outcomes of the
comparison of the three algorithms were shown in Fig-
ure 9.

In Figure 9, k was the number of target nodes to be ob-
tained and D represented the number of generated points.
From Figure 9(a), it indicated that the CPU RT of the
three algorithms increased gradually under the growth of
k value. The maximum CPU RT of the NVD-RNN al-
gorithm was close to 900s and the minimum value was
around 400s. The maximum CPU RT of the EP algo-
rithm was around 1100s and the minimum value was close
to 300s. The maximum CPU RT of the ARkNN algo-
rithm was over 1000s, with a minimum value of around
200s. The NVD-RNN algorithm CPU runtime started to
be smaller than the EP algorithm when the value of k
was greater than 7s, and the NVD-RNN algorithm CPU
runtime started to be smaller than the ARkNN algorithm
when the value of k was greater than 17s. Figure 9(b)
showed that the CPU runtime of the three algorithms
increased gradually as the value of D increased. The
maximum CPU runtime of the NVD-RNN algorithm was
about 3s and the minimum value was about 1.3s. The
maximum CPU runtime of the EP algorithm was about
5.3s and the minimum value was close to 3s, while the
maximum CPU runtime of the ARkNN algorithm was
close to 4s and the minimum value was about 2.1s. The
minimum value was about 2.1s. In summary, the NVD-
RNN algorithm was greatly superior to the rest algo-
rithms. In order to further validate the performance of the

NVD-RNN algorithm, the study selected Mean Squared
Error (MSE) and Root Mean Squared Error (RMSE) as
comparative indicators. The experimental environment
was also under the Windows 7 system, and the number of
experiments was also 4. The comparison of mean square
error and root mean square error of NVD-RNN algorithm,
ARkNN algorithm, and EP algorithm was shown in Ta-
ble 2.

From Table 2, it can be seen that the maximum MSE
value of the NVD-RNN algorithm was 1.25 and the min-
imum value was 1.13. The maximum MSE value of the
ARkNN algorithm was 2.01, and the minimum value was
1.87. The maximum MSE value of the EP algorithm was
2.51, and the minimum value was 2.37. The maximum
RMSE value of the NVD-RNN algorithm was 0.971, and
the minimum value was 0.863. The maximum RMSE
value of the ARkNN algorithm was 1.373, and the min-
imum value was 1.329. The RMSE of the EP algorithm
had a maximum value of 1.572 and a minimum value of
1.542. From this, it can be seen that the NVD-RNN algo-
rithm had significantly lower values in MES and RMSE
than the ARkNN algorithm and EP algorithm, which also
indicated that the NVD-RNN algorithm had better per-
formance. The k-nearest neighbor NVD-GkNN algorithm
for the Voronoi group under the road network was the sec-
ond algorithm. The following was a comparative analysis
of the NVD-GkNN algorithm, the Incremental Euclidean
Restriction (IER) algorithm and the Timing Algorithm
(TA) algorithm, as shown in Figure 10.

Figure 10(a) illustrated that the CPU runtime of all
three algorithms increased as the value of k increased.
The maximum CPU runtime of the NVD-GkNN algo-
rithm was about 2s and the minimum value was about
0.6s. The maximum CPU runtime of the IER algorithm
was about 3.2s and the minimum value was about 0.8s.
The maximum value of the TA algorithm CPU runtime
was about 4.6s and the minimum value was about 2.1s.
On the whole, the NVD-GkNN algorithm CPU runtime
was always below the other two algorithms’ value. Fig-
ure 10(b) shows that as the value of k gradually grew,
the page accesses of the three algorithms also gradually
increased. The maximum value of page accesses for the
NVD-GkNN algorithm was around 280 and the minimum
value was around 130. The maximum value of page ac-
cesses for the IER algorithm was around 340 and the
minimum value was around 150. The maximum value
of page accesses for the TA algorithm was around 450
and the minimum value was around 280. On the whole,
the page views of the NVD-GkNN algorithm were consis-
tently lower than those of the other two algorithms. In
summary, it can be seen that the NVD-GkNN algorithm
had a clear advantage. In addition to comparing the im-
pact of different k values for the three algorithms on CPU
runtime and page accesses, the study also compared the
influence of the query point set Q on CPU runtime and
page accesses for the three algorithms, as shown in Fig-
ure 11.

Figure 11(a) demonstrated that the CPU runtime of
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Table 1: Comparison of accuracy and F1 values between the kNN Obs algorithm and the PostPruning algorithm

Number of experiments
Algorithm 1 2 3 4

Precision F1 Precision F1 Precision F1 Precision F1
PostPruning 93.7% 0.903 94.6% 0.892 92.9% 0.913 93.2% 0.921
kNN-Obs 95.8% 0.964 96.4% 0.976 95.7% 0.981 97.9% 0.975

Figure 9: The impact of changes in k and D values on CPU running time

Table 2: Comparison of mean square error and root mean square error of NVD-RNN algorithm, ARkNN algorithm
and EP algorithm

Number of experiments
Algorithm 1 2 3 4

MSE RMSE MSE RMSE MSE RMSE MSE RMSE
NVD-RNN 1.21 0.971 1.17 0.863 1.25 0.954 1.13 0.874
ARkNN 1.87 1.373 1.97 1.329 2.01 1.356 1.89 1.337

EP 2.37 1.542 2.45 1.568 2.51 1.572 2.47 1.556

Figure 10: The impact of k value on CPU runtime and page views
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Figure 11: The impact of query point set Q on CPU running time and page views

all three algorithms grew as the value of Q increased.
The maximum CPU runtime of the NVD-GkNN algo-
rithm was about 2.5s and the minimum value was about
1.2s. The maximum CPU runtime of the IER algorithm
was about 4.3s and the minimum value was about 1.7s.
The maximum value of the TA algorithm CPU runtime
was about 5.2s and the minimum value was about 3.1s.
As can be seen from Figure 11(b), the page views of all
three algorithms increased with the value of Q. The max-
imum value of page views for the NVD-GkNN algorithm
was about 270 and the minimum value was about 80. The
maximum value of page views for the IER algorithm was
about 550 and the minimum value was about 180. The
maximum value of page views for the TA algorithm was
about 560 and the minimum value was about 190. In sum-
mary, it can be seen that the NVD-GkNN algorithm had
more obvious advantages. In the following, the dynamic
update algorithm, TA algorithm and IER algorithm were
compared, as shown in Table 3 and Table 4.

Table 3: Performance comparison of dynamic update al-
gorithm (ADDNVD-GkNN) with TA and IER algorithms

Algorithm P
1000 1001

ADDNVD-GkNN 1.262 1.972
TA 3.102 6.165
IER 1.857 3.283

As can be seen from Table 3 and Table 4, the com-
parison in the ADDNVD-GkNN algorithm, the DENVD-
GkNN algorithm and the other two algorithms was per-
formed mainly in two dimensions: execution time and
page accesses. When the number of page views was 1000,
the execution time of the ADDNVD-GkNN algorithm was
1.84s and 0.595s faster than the TA algorithm and the
IER algorithm’s value, respectively. When the number of
page views was 1001, the execution time of the ADDNVD-
GkNN algorithm was 4.193s and 1.311s faster than the TA

Table 4: Performance comparison of dynamic update al-
gorithm (DENVD-GkNN) with TA and IER algorithms

Algorithm P
2000 1999

DENVD-GkNN 2.009 2.168
TA 4.326 8.186
IER 2.634 5.154

algorithm and the IER algorithm’s value, respectively. In
summary, it can be seen that ADDNVD-GkNN algorithm
outperformed the TA algorithm and the IER algorithm.
When the quantity of page views was 2000, the execu-
tion time of the DENVD-GkNN algorithm was 2.317s and
0.625s faster than the TA and IER algorithms’ value, re-
spectively. When the number of page views was 1999,
the execution time of the DENVD-GkNN algorithm was
6.018s and 2.986s faster than the TA and IER algorithms’
value, respectively. It can be seen that the DENVD-
GkNN algorithm was faster than the TA and IER algo-
rithms. GkNN algorithm had an advantage over the TA
algorithm and the IER algorithm.

5 Conclusion

To address the shortcomings of the nearest neighbor query
and its variants in the obstacle and road network envi-
ronments, the study combines Voronoi diagrams and grid
Voronoi diagrams with the nearest neighbor query and its
variants. These methods are then used to query spatial
data in the obstacle space and road network environments
and compared with existing spatial database query meth-
ods. The results show that after a value of k greater
than 4s, the kNN-Obs algorithm’s minimum CPU run-
time was 0.2s less than the PostPruning algorithm, and
the maximum runtime was 1.2s less. The kNN-Obs has a
minimum of 50 and a maximum of around 100 fewer page
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views than the PostPruning algorithm. After a value of
k greater than 7s, the CPU runtime of the NVD-RNN
algorithm is at least about 100s less than that of the EP
algorithm, and at most about 180s less. After a value of k
greater than 17s, the CPU runtime of the NVD-RNN al-
gorithm is at least about 50s less than that of the ARkNN
algorithm. Under the influence of the k value, the CPU
runtime of the NVD-GkNN algorithm is at least 0.1s and
1.2s less than that of the IER and TA algorithms, and at
most 1.2s and 1.4s less. The page views under the NVD-
GkNN algorithm are at least 10 and 20 less than that
of the IER and TA algorithms, and at most 90 and 110
less. Under the influence of the Q set, the CPU RT of the
NVD-GkNN algorithm is at least 0.3s and 1.9s less than
that of the IER and TA algorithms, and at most 2.8s and
3.5s less than that of the IER and TA algorithms. The
page views under the NVD-GkNN algorithm are at least
50 and 65 less than that of the IER and TA algorithms,
and at most 290 and 300 less. The research results have
improved the query efficiency of spatial databases, main-
tained data security of the database, and also contributed
to network security. Future research can continue to ex-
plore the spatial data query method based on Voronoi di-
agram, improve the existing query method and enhance
the query efficiency.
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Abstract

In recent years, benefiting from the mature application
of communications, big data, cloud computing, and other
technologies,” the Internet ” has been widely popular-
ized in people’s livelihoods, the economy, government af-
fairs, and other aspects. However, the increasingly com-
plex network environment and Internet data have brought
huge hidden dangers to network security. In order to
effectively respond to attacks on network systems, this
study proposes a network security situational awareness
system that combines the Bayesian algorithm and hid-
den semi-Markov model. In the process, Bayes-HsMM
was first used to construct a network security situation
model, HsMM was used to initialize the data, and the
parameters were updated after obtaining an effective ini-
tial parameter set. Then rough set theory was used to
extract features in the network connection and fuse the
aggregation. Classes jointly build a network security situ-
ational awareness system-MixID. Comparing the research
method with seven other methods, the results show that
the average detection accuracy of MixID for network at-
tacks is about 95.7%; the average detection accuracy of
the other seven algorithms for network attacks is about
93.4%; the average detection accuracy of MixID for known
network attacks is about 93.4%. The F1-measure of net-
work attacks is about 97.3%; among the remaining seven
algorithms, the highest F1-measure of known network at-
tacks is about 92.5%; in addition, in dynamic networks,
seven algorithms including CANN, FBSLAIDS, and HG-
GA-SVM The updated network attack detection accuracy
reaches a maximum of approximately 93.8%MixID’s’s de-
tection accuracy is 94.2%. Comparing the above results,
it can be seen that the detection accuracy of the research
method is higher, the adaptability of the dynamic network
is better, and it has better applicability and innovation.

Keywords: Bayesian Algorithm; Network Security; Net-
work Security Situational Awareness; Semi Hidden
Markov Model

1 Introduction

With the continuous maturity of network, the Internet
had a great influence on human society. Especially af-
ter entering the era of ”Internet plus”, it can be said
that people cannot live without the Internet. This has
also led to a surge in network users and various online
behaviors, but meanwhile, the network environment has
become increasingly complex. Many criminals use the
internet to directly or indirectly steal or destroy users’ se-
crets, privacy, etc., bringing incalculable losses to users.
Therefore, the network security arouses lots of attentions.
Due to the rapid update and development of network
attack methods, traditional network security protection
technologies are becoming increasingly difficult to ensure
network security. Therefore, network security situational
awareness (NSSA) technology has emerged. The NSSA
system is composed of multiple systems such as antivirus
software, intrusion detection system, firewall, and secu-
rity audit system, which can detect and defend against
network attacks. It can also predict the network security
situation [8,9,17]. Machine learning (ML), as the core of
artificial intelligence, can acquire knowledge through self-
learning and continuously improve its performance. In
addition, ML can also obtain hidden and understandable
knowledge from massive data, achieving effective utiliza-
tion of information. It is widely used to solve complex
problems in engineering and scientific fields. Typical ML
algorithms include Bayes and Hidden Semi Markov Model
(HMM). Bayes has the advantages of stable classification
efficiency and fast processing speed for massive data; The
classification accuracy of HsMM is high, and it can also
be directly predicted. Based on the above characteris-
tics, ML has certain advantages in NSSA. In the 1980s,
ML began to be applied to network security, but due to
technological limitations at that time, this method was
not taken seriously. With the advancement of technology,
applying ML to network security has once again become
a new trend. To achieve accurate perception of network
security situations, research attempts to integrate ML al-
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gorithms into NSSA systems. Then, this study combines
Bayes algorithm and hidden semi Markov model to estab-
lish a new hybrid situational awareness system, to com-
pensate for the poor reliability of traditional situational
awareness systems.

The innovation points of the research can be mainly
divided into two aspects. First, since it is cumbersome
to collect actual network security data, a unified secu-
rity information collection model is proposed to achieve
orderly storage of security events. Second, Bayesian algo-
rithm and semi-hidden Markov are integrated to describe
the change patterns within the network security proto-
col fields and the status relationships between fields, and
ultimately achieve the correct perception of the network
security situation. The research can be divided into four
main parts. The first part is mainly a summary of the
current status of Bayesian algorithm, semi-hidden Markov
algorithm and network situation awareness technology at
home and abroad; the second part is an introduction to
Bayesian algorithm, and finally a machine learning algo-
rithm based on Network situational awareness-MixID sys-
tem. The third part is an analysis of the performance and
practical application effects of the constructed system; the
fourth part is a summary statement of the research con-
tent of the entire article.

2 Related Works

In the ”Internet plus” era, Internet technology is utilized
in many respects of production and life, so the importance
of network security is becoming increasingly obvious, and
NSSA technology is born from this. Yu proposed a feature
extraction method based on ML to address the issue of
delayed and accurate NSSA. This method extracts scene
features through ML algorithms and analyzes the secu-
rity of network information backend. The test indicates
that it can reduce the noise and redundancy of network
traffic data, and improve the accuracy of network security
monitoring [20]. Al-Haija and Ishtaiwi proposed an intel-
ligent classification model based on shallow neural net-
works (SNNs) for the classification of traffic packet data
in firewalls. This model classifies the attributes of data
packets through SNN and determines the next operation
of the firewall.

According to the test, the classification precision is
about 98.5%, the loss of cross entropy is only 0.022, and
the false positive rate and false negative rate are low.
The classification performance of this model is superior
to other models [1]. Liu and his team presented an im-
portant node recognition algorithm based on K-shell de-
composition algorithm and improved structural holes for
the identification of important security nodes in complex
networks. This algorithm analyzes the impact of nodes
on network security based on the maximum connectivity
coefficient, network efficiency, and Kendall coefficient of
the network. Experiments have showcased that this al-
gorithm improves the recognition accuracy of important

nodes [12]. Chang presented a network security job ser-
vice model based on rough set data analysis to address
the issue of single star technology in pain producing net-
work security job services. This model can simultaneously
collect and process data, effectively respond to different
intrusion methods, and has fast response speed and low
network burden [4]. Yi et al. proposed a risk assessment
model based on fuzzy theory, particle swarm optimiza-
tion algorithm and RBF neural network for the problem
of network security risk assessment. This model evaluates
security risks by mining patterns in historical data and
combining them with current network conditions. After
testing, the accuracy of this model in security risk assess-
ment is higher than that of traditional models [18].

With the continuous upgrading and widespread ap-
plication of computer technology, machine learning al-
gorithms, as a representative algorithm, have attracted
the attention of many scholars due to their good self-
learning ability and massive data processing capabilities.
Lim Ong proposed an investment portfolio model based
on unsupervised time series clustering to address the is-
sue of achieving portfolio diversification. This model
uses shape clustering method to cluster at different time
lengths and perform many-to-one distance comparisons.
This avoids the limitations of long feature vectors and
scalability. The test indicates that the average annual re-
turn of the investment portfolio provided by the model
has increased by 598 basis points, and the performance
indicators have increased by 337% [11]. Hernández and
his team proposed a bankruptcy prediction model based
on rough sets and See5 to address the issue of insurance
company bankruptcy prediction. The test results show
that this model has higher prediction accuracy than tradi-
tional models, and it can also provide an easy understand
decision model [6]. Sridevi and Arun proposed a medi-
cal model based on Gaussian Naive Bayes and Support
Vector Machines to address the difficulty in developing
treatment and care measures for Alzheimer’s disease.

This model studies a large amount of data on
Alzheimer’s disease patients and develops comprehensive
treatment and care measures. After testing, the treat-
ment and nursing strategies developed by this model
can effectively reduce the trauma faced by patients and
healthcare workers [16]. Pal and Sharma P proposed a
land modeling model based on ML to address the issue
of land modeling. The test indicates that the land model
established by this model has high resolution and low un-
certainty [13]. Bheemalingaiah and his team proposed a
prediction model based on Boolean ML algorithm to ac-
curately predict the incidence rate of cardiovascular dis-
eases. The test illustrates that the precision of this model
in predicting cardiovascular diseases can reach 86% [2].

To sum up, there are currently many machine learning
algorithms used in the field of network security and de-
fense, and many scholars have analyzed the application of
machine learning algorithms in the field of network secu-
rity. However, there are currently few studies that com-
bine Bayesian algorithms and semi-hidden Markov algo-
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rithms to jointly deal with the field of network situational
awareness and defend against attacks on network systems.
In view of this, this study proposes a network security sit-
uational awareness system based on Baye-HsMM in order
to achieve accurate detection of network attacks.

3 Research on Network Secu-
rity Situation Awareness Model
Based on Machine Learning
Method

3.1 Network Security Situation Aware-
ness Model Based on Bayes-HsMM

With the popularization of the Internet, the quantity of
network users is also rapidly increasing, including some
criminals. They use various attack methods to disrupt the
network information security system, causing great harm
to the interests of the country or individuals. Therefore,
the protection of network security is urgent. ML is ap-
plied in NSSA due to its massive information processing
ability, powerful learning ability, and classification recog-
nition ability. Based on this new approach, a hybrid de-
tection system MixID, a NSSA model integrating Bayes-
HsMM, is proposed. The Bayesian algorithm can train
and classify massive amounts of data very efficiently in
network security situational awareness; at the same time,
compared with other classifiers, it can usually give rela-
tively better results when the data set is smaller fitting
is not easy to occur. On the other hand, hidden Markov
models are particularly suitable for processing time se-
ries data and provide researchers with more information
about the data in certain applications, ultimately achiev-
ing good defense against network security attacks. The
application of ML in network security defense is show-
cased in Figure 1.

Figure 1: Application Process of ML In Network Security
Defense

Figure 1 shows that the application of ML in network
security defense can be separated into five steps, namely
security problem abstraction, data collection and prepro-
cessing, feature extraction, model construction, validation
and evaluation. Security data collection mainly involves
collecting and encapsulating various types of security data
on heterogeneous security nodes, and then filtering, inte-
grating, and calculating the correlation of the encapsu-

lated data. The criteria for information filtering discrim-
ination are indicated in Equation (1).

|ap −H| < δ (1)

In Equation (1), a represents security information; ap rep-
resents the safety information parameter; H represents
the normal value; δ represents the size of the deviation.
For two different events, if their basic eigenvalues are
equal, the similarity calculation formula is indicated in
Equation (2).

S(e, e′) =

{
1 vej = ve′j ,∀j ∈ [1, n]
0 vej ̸= ve′j ,∀j ∈ [1, n]

(2)

In Equation (2), vej and ve′j respectively represent the ba-
sic characteristics of two events; S(e, e′) represents event
similarity; n represents the number of basic features. If
S(e, e′) = 1, it indicates that two events are similar and
can be integrated; If S(e, e′) = 0, then the two events are
not similar and cannot be integrated. The formula for
determining the repetition of similar events is illustrated
in Equation (3).

⟨a, a, L, a⟩W =⇒ [a]WC (3)

In Equation (3), W represents the time interval window;
C represents the minimum number of occurrences of simi-
lar events. The integration process of security information
filtering is illustrated in Figure 2.

Figure 2: Security Information Filtering and Integration
Process

After filtering and integrating security information,
the next step is to perform event correlation analysis
by calculating event dissimilarity. Due to the flexibility
of the Bayes algorithm in data processing and its abil-
ity to classify different types of data information, this
study used the Bayes algorithm to analyze event correla-
tion [10,14,15]. The Bayes theorem formula is illustrated
in Equation (4).

P (H|X) =
P (X|H)P (H)

P (X)
(4)

In Equation (4), P (H|X) represents posterior probability;
X represents the condition; H represents an event. As-
suming the primary safety event set E = {e1, e2, L, en},
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the formula for calculating the character feature dissim-
ilarity between any two events ei and ej in the set is
demonstrated in Equation (5).

DS(ei, ej) =

p∑
i=1

(
1

nfil

+
1

nfjl

)σ(fil, fjl) (5)

In Equation (5), DS(ei, ej) represents the degree of char-
acter feature dissimilarity; nfil and nfjl represent the
number of common features l of events with values of fil
and fjl, respectively; p represents the number of character
type features; When fil = fjl, σ(fil, fjl) = 0, otherwise
σ(fil, fjl) = 1. The equation for calculating the dissimi-
larity of digital features is demonstrated in Equation (6).

DN (ei, ej) =

q∑
i=1

(fil − fjl)
2 (6)

In Equation (6), DN (ei, ej) represents the degree of dis-
similarity of digital features; q represents the number of
numerical type features. The formula for calculating the
degree of dissimilarity of hybrid safety events is demon-
strated in Equation (7).

D(ei, ej) = (
DN (ei, ej)

2 +DS(ei, ej)
2

DN (ei, ej) +DS(ei, ej)
)

1
2 (7)

In Equation (7), D(ei, ej) represents the degree of het-
erozygous heterogeneity. The higher the similarity be-
tween ei and ej , the closer D(ei, ej) approaches zero. The
security event correlation algorithm based on Bayes algo-
rithm is demonstrated in Figure 3.

Figure 3: Security Event Correlation Algorithm Flow

After collecting and processing security data, the next
step is feature extraction. However, the methods and
technologies of network attacks have undergone rapid up-
dates, which has made it difficult to extract features from
network attack data. Therefore, the research proposes an
unknown protocol parsing method called Rebuilder based
on HsMM. The structure of HsMM is demonstrated in
Figure 4.

Figure 4 shows that the duration period of state s(i) is
d(i). When it transitions with the probability of aij , the
duration period towards states s(j) and s(j) is d(j). At
this point, the hidden state sequence S[t+1,t+dj ] of s(j) is

Figure 4: Schematic diagram of HsMM

emitted with a probability of bj , dj(O[t+1,t+dj ]), generat-
ing the observation sequence O[t+1,t+dj ]; Then it sequen-
tially shifts backwards until the last observation value,
and then estimates the parameter set using the observa-
tion sequence [3,5,7, 19]. The formula for calculating the
probability of maximizing the scale observation sequence
is demonstrated in Equation (8).

λ̂ = argλ maxP (O|λ) (8)

In Equation (8), λ represents the parameter set; P (O|λ)
represents the probability of the observation sequence.
The calculation formulas for the forward, backward, and
intermediate variables of HsMM are depicted in Equa-
tion (9).
αt(i, di)ⓈP [O1:t, st−d+1:t] = S(i)|λ], s(i) ∈ S, di ∈ D

βt(j, dj)ⓈP [Ot+1:T , st−d+1:t] = S(j)|λ], s(i) ∈ S, dj ∈ D

ηt(i, di)ⓈP [O1:T , st−d+1:t] = S(i)|λ] = αt(i, di)βt(i, di)

(9)

In Equation (9), αt(i, di), βt(j, dj), and ηt(i, di) repre-
sent the forward, backward, and intermediate variables of
the model, respectively; t represents time. The learning
algorithm process of HsMM is depicted in Figure 5.

Figure 5: HsMM Algorithm Flow

Figure 5 shows that HsMM first initializes the data to
obtain the initial parameter set; It then calculates inter-
mediate variables and updates parameters; It repeats the
above steps, iteratively updates the parameters, calcu-
lates the maximum likelihood probability, and records it.
When the probability converges or reaches the maximum
number of iterations, the algorithm terminates.
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3.2 Network Security Situation Aware-
ness System-MixID

To effectively respond to network attacks, NSSA tech-
nology is highly valued. There is a significant disparity
between normal network connection instances and abnor-
mal network connection instances, but there are similar-
ities within them. Therefore, clustering algorithms can
be used to classify network connections. Before classi-
fying network connections, feature selection is the first
step. The research uses the rough set theory to select
the characteristics of network connection. Assuming that
the fuzzy information system of the network connection
instance is IMS = (U,C ∪D,V, f), and there is a subset
B ⊆ C, then the calculation formula of mutual informa-
tion between B and D is depicted in Equation (10).

I%(B,D) = H%(D)−H%(D|B)

H%(D) = − 1
n

∑n
i=1 log

|[xi]D|
n

H%(D|B) = − 1
n

∑n
i=1 log

|[xi]B∩[xi]D|
|[xi]B |

(10)

In Equation (10), I%(B,D) represents mutual informa-
tion; H%(D) represents the information amount of fuzzy
equivalence relation; [xi]D represents the fuzzy equivalent
set containing divided by D on U ; |[xi]D| =

∑n
j=1 rij rep-

resents the cardinality of the set; H%(D|B) represents the
conditional entropy of D under condition B. After fea-
ture extraction is completed, a Gaussian mixture model
is used for clustering. Assuming that the mixed dataset
X = {X1, X2, L,Xn} contains n samples and is generated
by a model containing K Gaussian distributions, the dis-
tribution function of the mixed data samples is depicted
in Equation (11).

p(x) =

K∑
i=1

πiNi(x, µi,
∑
i

) (11)

In Equation (11), µi represents the mean of the -th Gaus-
sian distribution Nix, µi,

∑
i);

∑
i serves as the variance

of the i-th Gaussian distribution Ni(x, µi,
∑

i); πi repre-
sents the weight of the i-th Gaussian distribution, and∑K

i=1 πi = 1. The calculation formula of probability den-
sity function of Gaussian function is depicted in Equa-
tion (12).
Ni(x, µi,

∑
i) = (2π)−

d
2 |

∑
i |

1
2 exp{− 1

2
(x− µi)

T ∑−1
i (x− µi)}

p(x|Θ) =
∑K

i=1 πip(x|Θi)

=
∑K

i=1 πi(2π)
− d

2 |
∑

i |
1
2 exp{− 1

2
(x− µi)

T ∑−1
i (x− µi)}

(12)

In Equation (12), d represents the data dimension;
Θ represents the set of parameters to be estimated,
ΘⓈ⟨K,π, µ,

∑
⟩. After clustering, the variance matrix is

obtained, and the optimization objective calculation for-
mula is depicted in Equation (13).

J(Θ) =

∑K
i=1

∑
p∈Ci

(p− µi)(p− µi)
T∑K

i=1(µi − µ)(µi − µ)T
(13)

In Equation (13), Ci represents the i-th cluster; p rep-
resents the sample in Ci; µi represents the mean of Ci.

The closer the distance between samples within the visible
cluster, the farther the distance between samples between
clusters, the smaller J(Θ), and the better the clustering
effect. To avoid duplicate calculations on the data, incre-
mental updates are required, and the calculation formula
is depicted in Equation (14).

πnew
l = 1

|Xnew| [|Xold|gπ1
l +

∑|X′|
i=1 p(l|xi,Θ

old)]

µnew
l =

|Xold|gπ1
l gσ

1
l +

∑|X′|
i=1 p(l|xi,Θ

old)

|Xold|gπ1
l +

∑|X′|
i=1 p(l|xi,Θold)∑new

l =
|Xold|gπ1

l g(σ
1
l −µnew

l )(σ1
l −µnew

l )T

|Xold|gπ1
l +

∑|X′|
i=1 p(l,xi,Θold)

+
∑|X′|

i=1 p(l|xi,Θ
old)(xi−µnew

l )T

|Xold|gπ1
l +

∑|X′|
i=1 p(l,xi,Θold)

(14)

After clustering is completed, the matching degree be-
tween the detected mode and the normal mode or attack
mode is determined by calculating cosine similarity. The
formula for calculating cosine similarity is showcased in
Equation (15).

d(x, y) =
xT y

||x||||y||
(15)

In Equation (15), x and y represent different samples.
The greater the cosine similarity, the higher the match-
ing degree. When the detection mode matches normal
or attack mode, the health value of the detection mode
increases and other modes in the library decrease; When
the life value of any mode is less than the preset threshold
λ, the record is deleted. The above algorithms are com-
bined to form an adaptive network intrusion detection sys-
tem, which is combined with Bayes algorithm and HsMM
model to form a NSSA system. The NSSA system consists
of four parts: data collection, feature processing, detec-
tion response, and database; The data collection is based
on Bayes algorithm, feature processing is based on HsMM
model, and detection response is based on adaptive net-
work intrusion detection system. The MixID structure is
showcased in Figure 6.

Figure 6: MixID Structure Diagram

Figure 6 shows that MixID first collects and analyzes
data based on preset rules. If it can be parsed, data en-
capsulation, filtering integration, and correlation analysis
should be carried out, and placed in the database; If it
cannot be parsed, data transmission will be carried out,
marked as unknown network behavior, and message seg-
mentation and feature extraction will be performed before
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Table 1: Device Configuration Information

Name Configuration Role

Terminal 0 4-core processor, 4G memory, Win7 system,
network testing software

Network testing equipment

Terminal 1/2 4-core processor, 4G memory, Win7 system,
Simulated attack software

Attack equipment

Terminal 3/4 4-core processor, 4G memory, Win7 system,
Collection Agent

Simulating host operation, target machine

The server 4-core processor, 4G memory, Win Serverr16
system

Provide network access services, target ma-
chine

Terminal 5/6 8-core processor, 16G memory, Win7 system System operation, managing hosts
Firewall Set according to actual situation Provide security information, monitor the net-

work

being placed in the database. Finally, the extracted fea-
tures mentioned above are used as inputs to detect and re-
spond to network attacks through feature selection, clus-
tering, and incremental updates. MixID mainly analyzes
events based on experience to obtain the characteristics of
known networks. This feature ensures the process accu-
racy of MixID for known network behavior. Feature pro-
cessing ensures the detection performance of MixID for
unknown network behavior by parsing it. The detection
response process ensures the adaptability and generaliza-
tion ability of MixID to dynamic networks through adap-
tive and incremental updates. The mutual compensation
between data collection, feature extraction, and detection
response ensures the ability of MIxID to resist unknown
network risks.

4 Analysis and Application of 3
MixID System Test Results

To test the network detection performance of the MixID
system, the study will compare MixID, CANN, FB-
SLAIDS, HG-GA-SVM, SVM-SA-DT, Firefly C4.5, Fire-
fly Bn, and CAI. Then, this study measures the perfor-
mance of the above system using indicators such as accu-
racy, false positive rate, false positive rate, and F1 mea-
sure. The simulation network topology of the MixID sys-
tem is showcased in Figure 7.

For ensuring the accuracy of the experiment, the per-
formance tests of the above systems were conducted under
the same conditions. The training set contains a total of
50000 network instances, of which 10000 are attack in-
stances; The test set contains a total of 10000 network
instances, of which 3500 are attack instances and 500 are
unknown attacks. The configuration of the simulation
network is showcased in Table 1.

Table 1 indicates that device terminal 0 is a testing
device; Terminals 1 and 2 are the attack hosts; Termi-
nals 3, 4, and servers are target machines, and both the
target machine and firewall are equipped with collection

Figure 7: Simulation Network Topology Structure of
MixID System

agents to send network attack information to the man-
agement host for security analysis. Terminal 5 is the se-
curity information receiving end and feature extraction
end; Terminal 6 is responsible for running intrusion algo-
rithms and monitoring network status. The convergence
of various algorithms is showcased in Figure 8.

Figure 8: Loss Curves of Various Algorithms

Figure 8 shows that MixID converges after approxi-
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Figure 9: The Detection Performance of Various Algorithms for Known and Unknown Network Attacks

mately 200 iterations; CANN, FBSLAIDS, HG-GA-SVM,
SVM-SA-DT, Firefly C4.5, Firefly Bn, and CAI began
to converge after approximately 250, 280, 330, 300, 250,
300, and 250 iterations, respectively. It can be seen that
MixID has better convergence than the other seven al-
gorithms. The comparison of detection performance be-
tween known and unknown network attacks by MixID,
CANN, FBSLAIDS, HG-GA-SVM, SVN-SA-DT, Firefly
C4.5, Firefly Bn, and CAI is showcased in Figure 9.

Figure 9(a) shows that the detection accuracy of MixID
for network attacks is about 95.7%, and the updated de-
tection accuracy in dynamic networks is about 94.2%; The
detection accuracy of CANN, FBSLAIDS, HG-GA-SVM,
SVM-SA-DT, Firefly C4.5, Firefly Bn, and CAI for net-
work attacks is about 92.1%, 92.1%, 89.5%, 92.9%, 93.4%,
89.1%, and 90.8%, respectively; The updated detection
accuracy in dynamic networks is approximately 92.5%,
90.8%, 91.5%, 93.8%, 92.4%, 91.5%, and 90.9%, respec-
tively. This indicates that MixID has the highest accuracy
in detecting network attacks. Figure 9(b) shows that the
false positive rate, false negative rate, and F1 measure
of MixID for known network attacks are approximately
1.3%, 2.5%, and 97.3%, respectively. The false positive
rates of known network attacks for CANN, FBSLAIDS,
HG-GA-SVM, SVM-SA-DT, Firefly C4.5, Firefly Bn, and
CAI are around 2.5%, 3.1%, 2.6%, 1.3%, 1.4%, 2.9%, and
3.2%, respectively; The underreporting rates for known
network attacks are approximately 3.1%, 2.7%, 3.3%,
2.6%, 3.5%, 3%, and 4.1%, respectively; The F1 mea-
sures against known network attacks are approximately
92.5%, 90.2%, 91.6%, 92.2%, 92.2%, 89%, and 92.1%, re-
spectively. It can be seen that MixID has the highest F1
measure against known network attacks, with lower false
positive and false negative rates. Figure 9(c) shows that
the false positive rate, false negative rate, and F1 measure

of MixID for unknown network attacks are around 0.4%,
16%, and 87.3%, respectively. The false positive rates of
CANN, FBSLAIDS, HG-GA-SVM, SVM-SA-DT, Firefly
C4.5, Firefly Bn, and CAI for unknown network attacks
are approximately 1.5%, 3.6%, 2.1%, 1.6%, 1.5%, 2.8%,
and 1.8%, respectively; The underreporting rates for un-
known network attacks are around 16.5%, 15.2%, 16.3%,
16.3%, 15.8%, 17.1%, and 15.9%, respectively; The F1
means for unknown networks are approximately 83.5%,
84.1%, 81.1%, 82.7%, 87.2%, 84.6%, and 86.1%, respec-
tively. From this, it can be seen that MixID has the low-
est F1 mean and false alarm rate for unknown network
attacks, with a lower false alarm rate and better detec-
tion performance for unknown network attacks. The re-
call rates and P-R curves of MixID, CANN, FBSLAIDS,
HG-GA-SVM, SVM-SA-DT, Firefly C4.5, Firefly Bn, and
CAI are showcased in Figure 10.

Figure 10: Recall rates and P-R curves of various algo-
rithms

Figure 10(a) shows that the average recall rate of
MixID is approximately 97.5%; The average recall rates
of CANN, FBSLAIDS, HG-GA-SVM, SVM-SA-DT, Fire-
fly C4.5, Firefly Bn, and CAI are approximately 96.8%,
97.2%, 96.6%, 97.3%, 96.4%, 96.9%, and 95.8%, with
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MixID having the highest recall rate. Figure 10(b) in-
dicates that the P-R curve of MixID almost completely
envelops the P-R curves of the other seven algorithms.
This indicates that MixID has the best classification per-
formance for network attacks. In practical applications,
due to the randomness of network attack behavior, the
network security environment is unpredictable. But an-
alyzing a certain period of network security events can
achieve the mining of network security situation patterns.
Therefore, a NSSA system can be used to predict network
security trends within a certain period. The situation pre-
diction results of various network situational awareness
models are showcased in Figure 11.

Figure 11: Network Security Situation Prediction Results
of Different Models

Figure 12 shows that all eight models can handle histor-
ical data well, but the prediction performance of models
other than MixID is not satisfactory. Especially for SVM-
SA-DT and Firefly BN, the predicted results differ signif-
icantly from the true values, up to 0.35; The difference
between the predicted results of CANN and the actual
value has slightly decreased, with a maximum of about
0.3, but it is still hard to satisfy the needs; The predicted
curve of MixID has a high degree of agreement with the
actual situation value curve, with a maximum difference
of about 0.05 and a minimum difference approaching 0.
This indicates that MixID has good NSSA performance
in practical applications, which can achieve accurate de-
tection of network attacks and accurate prediction of se-
curity trends. The confidence levels and MAPE of eight
algorithms such as MixID and CANN are showcased in
Figure 12.

Figure 12(a) shows that the average confidence level
of MixID is about 0.93, the maximum confidence level is
about 0.97, and the minimum confidence level is about
0.9; Among the other algorithms, the average confidence
value of CANN is the highest, about 0.86, the maximum
confidence value of CANN is about 0.91, and the mini-
mum confidence value is about 0.8; This is much lower
than the confidence value of MixID, indicating that the
confidence level of MixID is significantly higher than other
algorithms. Figure 12(b) shows that among the other al-
gorithms, the average MAPE value of SVM-SA-DT is the
smallest, around 0.15, with a maximum MAPE value of

Figure 12: Confidence and MAPE of Various Algorithms

around 0.2 and a minimum MAPE value of about 0.1;
The average MAPE value of MixID is about 0.1, the
maximum MAPE value is about 0.15, and the minimum
MAPE value is about 0.02. It can be seen that in most
cases, the prediction error of MixID is smaller than that of
other models. The results indicate that MixID performs
relatively smoothly and has a high accuracy in predicting
network security situations.

5 Conclusion

The NSSA system, as a means of network security de-
fense, can detect network attack behavior. To ensure the
accuracy of NSSA system in detecting network attacks,
a research proposal is proposed to establish a NSSA sys-
tem - MixID by combining Bayes and HsMM. The study
conducted performance testing and comparison on eight
systems including MixID, CANN, FBSLAIDS, HG-GA-
SVM, SVM-SA-DT, Firefly C4.5, Firefly Bn, and CAI.
The test indicates that the average recall rate of MixID
is around 97.5%; Among the other seven systems, SVM-
SA-DT has the highest average recall rate, approximately
97.3%, indicating that MixID has a higher recall rate than
other models. The detection accuracy of the seven mod-
els other than MixID for network attacks is around 92.1%,
92.1%, 89.5%, 92.9%, 93.4%, 89.1%, and 90.8%, respec-
tively; The detection accuracy of MixID is about 95.7%,
which is higher than other models. The false alarm rate
of MixID for known network attacks is about 1.3%, while
the false alarm rates of SVM-SA-DT and Firefly C4.5 in
the other seven models are about 1.3% and 1.4%, respec-
tively, which are comparable to MixID and lower than
the other models. The false positive rate of MixID for
known network attacks is approximately 2.5%; Among the
other seven models, FBSLAIDS and SVM-SA-DT are the
lowest, at around 2.7% and 2.6%, respectively, but still
slightly higher than MixID. Models such as CANN, FB-
SLAIDS, and HG-GA-SVM require a minimum of about
250 iterations to begin convergence, while MixID only
needs about 200 iterations to begin convergence. The false
alarm rate of MixID for unknown network construction
is about 16%, while the false alarm rates of FBSLAIDS,
Firefly C4.5, and CAI are about 15.2%, 15.8%, and 15.9%,
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respectively, which are lower than MixID. In terms of net-
work security situation prediction, the predicted results of
MixID are highly consistent with the true values, with an
average MAPE value of about 0.1 and an average confi-
dence value of about 0.93; Among the other seven algo-
rithms, CANN has the highest average confidence value,
around 0.86; The MAPE value of SVM-SA-DT is the
smallest, approximately 0.15; It can be seen that the con-
fidence level of MixID is higher than other algorithms,
and the error is smaller than other algorithms. The test
showcases that MixID has higher network attack detec-
tion accuracy, lower false alarm rate, better classification
performance, and convergence compared to other NSSA
systems. It can achieve accurate perception and predic-
tion of network security situations. However, MixID’s
performance in underreporting unknown network attacks
is not ideal, and there is still room for improvement.
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Abstract

With the development of Internet technology, informa-
tion security has become a prospective cohort study in
academia, which is of great significance for computer
technology in China. First, a security warning system
based on distributed network viruses is designed to im-
prove network security further and provide early warn-
ing for network viruses. Based on this system, an op-
timized Apriori algorithm is introduced to mine associ-
ation rules between data. A distributed network virus
warning and defense system based on the Apriori algo-
rithm is constructed. The application effectiveness of the
proposed model is validated using different network virus
attack scenarios as examples. Taking the results of the
Dos dataset as an example, this model’s DR, FDR, and
MDR are 82.03%, 11.12%, and 18.75%, respectively. The
amount of alarm data after defense significantly decreases,
indicating that the system has a high blocking rate against
network viruses. This indicates that the method can meet
the requirements of virus attack scenarios. It has good
applicability and application effects. This study can pro-
vide a certain guidance value for distributed network virus
warning and defense.

Keywords: Apriori Algorithm; Distributed Network;
Early Warning; Virus

1 Introduction

In the new era, countries have elevated their emphasis
on politics, economy, culture, and military construction
to an unprecedented level. The emergence of information
technology has greatly influenced and changed people’s
lives. Especially e-commerce, e-banking and other infor-
mation technologies that use the internet as a bridge have
brought great convenience to people’s lives [4, 6, 17]. The
internet has become an indispensable and important com-
ponent of economic and social development. However,
with the rapid development of network technology, there
are also some network security issues such as hacker at-
tacks and customer privacy breaches. People are eager to

improve network security through certain means. There-
fore, various network security technologies have emerged,
promoting the development and improvement of the net-
work security system framework [5]. These network se-
curity technologies play a huge role in ensuring informa-
tion security, which can to some extent resist virus in-
trusion [10]. Currently, to effectively defend against net-
work viruses, intrusion prevention technology has received
high attention. The distributed network early warning
system achieves the data protection by timely tracking
data, verifying data security and legality. Intrusion pre-
vention technology is an important tool for maintaining
information security and ensuring network order. There-
fore, based on the improved Apriori algorithm, a network
virus warning and defense model is constructed, hoping
to achieve better network security maintenance through
this method. The Apriori algorithm is an algorithm for
mining frequent itemsets of association rules. The core
is a recursive algorithm based on the two-stage frequency
set idea. It has unique advantages in data feature mining.
Therefore, to better ensure network security, the Apriori
algorithm is introduced to mine association rules between
intrusion data. In response to the shortcomings of the
Apriori algorithm in data mining, the Apriori algorithm
is improved. Based on the improved Apriori algorithm,
a warning and defense model for network viruses is con-
structed, hoping to achieve better network security main-
tenance through this method.

The innovative points of the research are as follows.
Firstly, research innovatively utilizes the Apriori algo-
rithm to mine association rules between data, to better
analyze potential relationships between data. Secondly,
the research optimizes both the Apriori algorithm and
the early warning system. The hash technology is applied
to select and partition samples. In the early warning sys-
tem, all alarm information is uniformly labeled to achieve
unique identification of the information.

The research mainly includes four parts. The first part
summarizes the current research status of Apriori algo-
rithm and network information security. The second part
designs a distributed network warning model based on the
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improved Apriori algorithm. The third part verifies the
performance of the proposed method in the study. The
fourth part summarizes the research content and proposes
future research directions.

2 Related Works

The Apriori algorithm is a fundamental and classic al-
gorithm in association rule mining, which is widely used
in the data mining. Zhou designed an information rec-
ommendation book management system based on an im-
proved Apriori data mining algorithm to open book in-
formation to library staff and borrowers. The improved
Apriori data mining algorithm is used to mine strongly
correlated material rules with support and generate an
association rule database. The experimental results show
that the system can effectively recommend book related
information. When 50 clients are running simultaneously,
the CPU usage is only 6.47%, indicating good perfor-
mance [22]. Protecting the diversity of visual landscapes
has become an important component of planning deci-
sions. Aur et al. analyzed the landscape features of a
certain area using the data mining tool Apriori algorithm.
Nine different types of landscape features are selected to
examine people’s consensus on the landscape and the re-
lationship between perception parameters, such as mys-
tery, typicality, vitality, safety, impression, silence, per-
spective, degradation, and protection worth. The high
visual quality of the landscape indicates higher consis-
tency among observers [3]. To address the pressure on
SMS gateways caused by the increasing number of alarm
messages, Zhu tested the evaluation module device based
on an improved Apriori algorithm and confidence formula.
The web log mining and mining system design are im-
plemented in three steps. The results demonstrate that
the method can effectively reduce the pressure on SMS
gateways [23]. To improve the judgment and decision-
making ability of sports training effectiveness, Wang et
al. proposed a design method for a sports training de-
cision support system based on the improved association
rule Apriori algorithm. A spatial model based on de-
cision support data association rule distribution is con-
structed. This method achieves adaptive scheduling and
information fusion of motion training decision support
data. It improves the judgment ability of sports training
decision support, which has a good effect on sports train-
ing decision-making [19]. Natalia and Salvatore analyzed
the causes of runway deviation accidents at airports using
the Apriori algorithm. Different variables are related to
different runway offsets. For all types of runway offsets,
the most important variable is the level of the aircraft.
Major and hazardous severity events are related to small
aircraft, while catastrophic severity events are related to
medium to large aircraft [12].

Network information security is a key concern in the
development of Internet. In recent years, to better solve
network security problems, many scholars have conducted

in-depth research on corresponding network security de-
tection methods. There are problems in the power sys-
tem network security system, such as excessive reliance on
manual labor, low detection accuracy, and poor real-time
performance. Therefore, Liao et al. proposed a detec-
tion method to calculate the information entropy of flow
detection and random forest classification. The results in-
dicate that this method can quickly locate and detect ab-
normal locations of traffic. It reduces the workload of the
power system security monitoring application platform.
It effectively improves the reliability and early warning
ability of power system network security [9]. The exist-
ing network information security automatic monitoring
system has incomplete monitoring, slow response speed,
and low accuracy. Therefore, Niu designed an automatic
monitoring system for network information security in a
cloud computing environment. On the basis of the overall
system architecture, information collection, information
transmission, and information security warning modules
are designed. The acquisition, transmission, and integra-
tion of network information changes, as well as the risk
warning of network anomalies, are achieved. The exper-
imental results indicate that the system has high com-
prehensive monitoring capability and a response speed of
less than 0.5s [14]. Li developed a GANs encryption al-
gorithm based on neural networks. This encryption al-
gorithm can improve the objective function and learning
model, thereby achieving better algorithm security perfor-
mance. The proposed method can achieve facial genera-
tion without artificial knowledge, while ensuring the in-
formation security [8]. Wang and Long designed a campus
network security protection system using intrusion detec-
tion algorithms. By setting up firewalls, encrypting cloud
data, using intrusion detection technology, and restoring
data, existing network security protection systems are im-
proved. The results indicate that this method can provide
security guarantees for campus networks [18]. Cheng et al.
established an evaluation model for the network security
evaluation in the industrial internet using Evidence Rea-
soning (ER) algorithm and Confidence Rule Base (BRB)
method. The results indicate that this method has strong
applicability for evaluating the network security status of
complex industrial internet systems. It can accurately
reflect the actual network security status of industrial
internet systems, providing safe and reliable suggestions
for network administrators to take timely response mea-
sures [5].

In summary, the Apriori algorithm has been widely ap-
plied in the data mining, providing an effective method
for data collection and analysis. With the development
of internet technology, network security has received spe-
cial attention. The existing network security technologies
still have issues such as precision and low applicability,
which cannot better meet the security management needs
of different network purposes. Based on the advantages
of Apriori algorithm in data processing, a warning and
defense model for network viruses is constructed by com-
bining this technology. It is hoped that this method can
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better achieve network security maintenance, providing
effective support for network virus intrusion detection.

3 Construction of a Warning and
Defense Model Based on Dis-
tributed Network Viruses

3.1 Construction of Data Association
Rules Based on Improved Apriori Al-
gorithm

The distributed network security warning system can ef-
fectively detect network viruses, which plays a crucial role
in network detection. It can achieve decentralized detec-
tion of network points and integrate data from various
branches. Network security intruders are promptly iden-
tified [1,16]. Effective measures are taken to resist various
attacks and ensure information security. The distributed
network security early warning system can detect the sta-
tus of the system in real-time to identify potential intru-
sion objects, and provide timely feedback on the detection
situation to the system center. Possible network insecu-
rity situations are analyzed and predicted to provide de-
cision support for relevant personnel [2]. Before building
a network security warning system, the Apriori algorithm
is used to mine association rules between data.

The Apriori algorithm has multiple flaws. Therefore, it
needs to be optimized and improved. Improvements can
be divided into algorithm improvement and application
improvement of early warning systems. The algorithm’s
self-improvement includes four processes, namely combin-
ing hash technology, partitioning, selecting samples, and
counting dynamic itemsets. Combining hashing technol-
ogy refers to the frequent addition of k-term set Lk to
achieve set diversification. At the same time, sets that
do not meet the threshold requirements are eliminated,
greatly reducing the number of sets. Partition refers to
dividing the database confidence into independent parts
by scanning data. There is no overlap or overlap be-
tween the contents of each section. The sample selection
process requires filtering frequent itemsets that meet the
specifications in the original dataset, which can greatly
improve the system’s work efficiency. Dynamic itemset
counting requires continuous scanning of database infor-
mation, achieving data block partitioning of database in-
formation, and dynamically evaluating each data block.
The application improvement of the early warning system
involves three processes, namely filtering rules, introduc-
ing main attributes, and introducing interest. In the data
mining, the information is enormous. Many data rules
may conflict with system requirements. Therefore, these
conflicting rules need to be deleted, which is called filter-
ing rules. Reducing these rules can effectively improve the
efficiency of system intrusion detection. When process-
ing data, it mainly generates attribute information of the
data. These information includes link establishment time,

port specific information, link address, etc. Too many at-
tributes will cause data redundancy and increase the work
intensity. Therefore, attributes can be further subdivided
into central and subordinate attributes. These two types
of attributes can be further subdivided according to their
respective importance when making value judgment [13].
There is high association between data rules. Traditional
data association algorithms have significant advantages
in mining these rules. Therefore, interest is introduced to
improve the association degree of rules. The interest level
is shown in Formula (1).

IR = support(AB)/support(A)support(B) (1)

A and B represent two different pieces of data, respec-
tively. The importance of rules is determined by the in-
terest level. When the interest degree is close to 1, it
indicates that the practical significance of this rule is rel-
atively small. When the interest degree is much greater
than 1, it indicates that the rule has significant practical
significance. The improved algorithm flowchart is shown
in Figure 1.

Figure 1: Optimization Apriori algorithm flowchart

The Apriori is used to determine frequent itemsets.
The frequent itemsets in databases have strong correla-
tion. These association rules need to satisfy both support
and credibility. The support level is shown in Formula
(2).

S = support(A ∪B) (2)

The credibility can be expressed by Formula (3).

Confidence(A ⇒ B) = P (AIB) (3)

=
sup count(A ∪B)

sup count(A)

In Formula (3), the corresponding number of transac-
tions is included. The corresponding centralized expla-
nations can be made based on the corresponding associa-
tion rules. The corresponding frequent itemsets generate
a large number of non empty subsets. Therefore, a large
number of association rules can be generated during the
mining process. The mining structure of association rules
is shown in Figure 2.

The performance requirements of the system vary at
each stage. During the learning, the system utilizes rele-
vant technologies to mine data and generate correspond-
ing system rules. By searching for data types and es-
tablishing connections between data, a set of association
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Figure 2: Basic process of association rule data mining

rules can be generated. After the association rule set is
established, it is necessary to filter the association rule
set. Then it is filtered to retain the relevant sets that
meet the requirements. During detection, rules that meet
the conditions are searched in the rule set.

3.2 Design of a Security Warning Sys-
tem Based on Distributed Network
Viruses

The distributed network security early warning system
can achieve various functions, including intelligent analy-
sis of network security, network threat assessment, threat
root causes analysis, and threat spread assessment. The
framework of a distributed network security early warning
system is shown in Figure 3.

Figure 3: Structure of network warning center

Based on the above association rule mining, data is
classified and connected in a distributed network secu-
rity early warning system according to the mining rules.
The distributed network security early warning system in-
volves multiple monitoring centers. The main function of
these monitoring centers is to achieve real-time collection
of network data. Based on the data situation, the entire
system is warned.

The overall design of the distributed network security
early warning system is divided into two parts, namely the
detection and monitoring center module and the network
area early warning center module. Timely defense mea-
sures can be used to detect the network during hacker at-
tacks, collect relevant data to analyze attack trends, and
activate warning functions. After the warning is com-
pleted, corresponding defense measures can be taken [20].
The network monitoring center will process data that en-
ters the network at all times. The network warning center

can obtain corresponding data and detect abnormal infor-
mation in the data. The detection methods involve misuse
detection and anomaly detection.

The primary task of the regional warning center is to
accurately receive the warning data from the monitor-
ing center. Then, the received warning information is
compared with local information to discover the correla-
tion between the two. Thus, the timely alarm function
of the early warning center can be achieved. The spe-
cific function of the warning center module is to upload
warning information. Based on IP address mapping, the
detailed information of the region is accurately searched.
The data communication between different regions is in-
dependent of each other. When a certain warning cen-
ter malfunctions, other warning centers need to provide
warning prompts.

The alarm information contains a large amount of data,
and the data content is complex. Therefore, it is neces-
sary to identify alarm information so that all types of
alarm information can be uniquely identified. The sys-
tem will mark all alarm information with a unified Alert
ID to achieve the display function of unique identification.
The Alert ID tag mainly consists of information intrusion
environment and sending information. The structure of
alarm information is shown in Figure 4.

Figure 4: AISM types

The sender of alarm information is unique. It has only
one Agent ID. The time and date attributes of alarm in-
formation are described through time instances. Time is
composed of three sub types, namely creation time, time
station and end time. The end time represents the time
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when the system experienced an abnormal situation [21].
A timestamp can record in detail the time when an ex-
ception occurred. Therefore, it can effectively avoid in-
formation confusion between alarm messages. Type is a
description for the type of virus attack, which includes
two specific attributes, CVE and EventType. With a de-
fault value of 0, CVE can be widely accepted. CVE can
improve the standardization and sharing of data. At the
same time, increasing the operability of data and con-
sistency of reports in IDS provides convenience for IDS
comparison [11]. In the alarm information, it is neces-
sary to strictly prevent the abuse of activity information.
Defining attack sources and targets separately may result
in overlapping alarm information. Therefore, the source
and target need to be uniformly defined. The unified type
is used to describe these two roles. According to differ-
ent attributes, these two types are strictly distinguished.
This approach not only covers more data content, but also
simplifies the alarm information model.

The attack source and target content are different.
Therefore, there are significant differences in the expres-
sions of IDS included, such as different network addresses,
user names, and host names. Different attack sources pro-
vide different expressions, including attack sources based
on host names. Data nodes, specific usage accounts,
ID addresses, and corresponding service types that can
provide timely descriptions of alarm entities. The ser-
vice type describes the specific information of the attack
source and target service [7]. In a sense, services refer to
the resources available to users through the network. The
attribute types of a service are service address and service
port. In addition, services can also be learned as the re-
questing and receiving services. The specific expression
of ports is shown in Table 1.

Table 1: Port definition

Code Related explanations

la Represents data ports located between 1-1024
“500 Represents data ports located between 500

and 1024
ha Represents data ports less than 6000

”!6000 Represents the non functional usage of port
6010

any Represents various forms of data port usage

Finally, the simplification of alarm information in-
volves classifying and summarizing various relationships
between information, eliminating and merging redundant
and duplicate information, and reducing the number of
alarms [15]. When there is too much alarm information,
it is correlated in different ways. Firstly, filter the alarm
information that does not meet the conditions, as shown
in Formula (4).

[M,p(M)D] =⇒ ∞ (4)

[p(M)] indicates that warning M does not meet the alarm
condition D. Secondly, merge duplicate alarm informa-
tion, as shown in Formula (5).

[S, S, · · · , S] =⇒ S (5)

Based on the above operations, alarm information can be
effectively streamlined.

4 Analysis of Apriori Algorithm
Optimization and System Veri-
fication Results

To verify the performance of the improved Apriori algo-
rithm proposed in the research, the spatial complexity
of the improved Apriori algorithm is first analyzed. The
temporary storage space required for the improved Apri-
ori algorithm is shown in Figure 5. The small number of
intermediate itemsets indicates that the Apriori algorithm
has high computational efficiency. At the same time, it
consumes less storage space. This indicates that the im-
proved Apriori algorithm consumes less space.

Figure 5: Comparison of storage space after improved
Apriori algorithm

The performance of data mining algorithms greatly af-
fects the efficiency of detection centers. Therefore, the
traditional Apriori algorithm is compared with the op-
timized Apriori algorithm. The WinPcap network data
capture tool intercepted 5000 links. For the improved
Apriori algorithm, the support level is 0.4, the confidence
level is 0.6, and the interest level values are different.
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These two algorithms are used to classify 5000 link sit-
uations, with 3500 data used for algorithm training and
the remaining data used for algorithm validation. Several
data attributes are selected for mining work. The exper-
imental results are shown in Figure 6. In Figure 6, as
the interest value increases, the amount of mining data
for optimizing the Apriori algorithm also increases. Al-
though the values of support and credibility are fixed at
this time, the rule data still decreases. Therefore, effec-
tive data mining rules can only be obtained by setting
interest threshold data reasonably. The optimized Apri-
ori algorithm can effectively enhance the rule data usage
value.

Figure 6: Comparison of data mining between traditional
Apriori and optimized Apriori

The given dataset is used to test the running time of
the improved Apriori algorithm. The results obtained are
shown in Figure 7. In Figure 7, under different data sam-
ple conditions, the running time of the improved algo-
rithm is lower than that of traditional methods. Specif-
ically, when the sample data is small, the difference in
runtime between the two is more significant. When the
sample data is 1800, the difference in running time is sig-
nificantly reduced. When the sample data is 3500, the
running time of the Apriori algorithm is 470s. The run-
ning time of the improved Apriori algorithm is 360s. The
improved method performs significantly better than tra-
ditional methods.

Common data mining algorithms include K-Nearest
Neighbor (KNN), Naive Bayesian Model (NBM) and Ran-
dom forest (RF). The performance of the above data min-
ing algorithm is verified. The results obtained are shown
in Figure 8. The F1 values of the four models on the train-
ing and testing sets are shown in Figure 8. In Figure 8(a),
on the training set, the F1 value of the optimized Apri-
ori algorithm reaches 0.931, which is 0.061, 0.071, and
0.068 higher than the KNN, NBM, and RF models, re-
spectively. In Figure 8(b), on the test set, the F1 value of
the optimized April algorithm reaches 0.985, significantly
higher than other methods. It indicates that the proposed
method has better performance.

The UNSW-NB15 is selected to validate the perfor-
mance of the proposed method in the study. This dataset

Figure 7: Comparison of improved Apriori algorithm run-
time

Figure 8: F1 value of four models

has nine types of attacks, namely, DoS, Fuzzers, Analysis,
Backdoors, Exploits, Generic, Reconnaissance, Shellcode
and Worms. The number of records in the training set is
175,341 records and the testing set is 82,332 records from
the different types, attack and normal. In this dataset,
7000 and 3000 pieces of data were randomly selected in
a 7:3 ratio for experiments. The experimental datasets
used include DoS, Fuzzers, Analysis, Backdoors, Exploits
and Worms. The application effectiveness of this method
is evaluated based on the detection rate (DR), false detec-
tion rate (FDR), and miss detection rate (MDR) in dif-
ferent scenarios. The DR, FDR, and MDR are shown in
Figure 9. In different scenarios, the proposed method has
higher DR. Taking the results of the Dos dataset as an ex-
ample, the DR, FDR, and MDR of this model are 82.03%,
11.12%, and 18.75%, respectively. This indicates that the
proposed method has better adaptability and good per-
formance in different scenarios. This method can achieve
significant results in practical applications and meet the
warning needs of different scenarios.

In addition, to verify the application effectiveness of
the early warning system, the experiment takes the inter-
nal network of Company A as the research object. Two
important detection points are set up in the network. The
layout of experimental detection points is shown in Fig-
ure 10.

This test sets up two detection domains. The data ob-
tained from the company’s testing in November 2018 is
used as an example for research. In the test, the alarm
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Table 2: Early warning conditions at each stage

Initial Processed Number of Number of Number of
Time alarm alarm notifications alerts alarms Emergencies

2018-11-20 01:00 21 16 20 1 2 0
2018-11-21 04:00 58 51 25 1 1 0
2018-11-22 06:00 74 72 67 1 1 0
2018-11-23 11:00 37 36 31 1 1 0
2018-11-24 17:00 1540 21 1501 1 1 0
2018-11-25 18:00 1701 18 1692 1 1 0
2018-11-26 21:00 26 14 21 1 1 0
2018-11-27 22:00 180 13 174 1 1 0
2018-11-28 23:00 871 10 866 1 1 0
2018-11-29 02:00 84 4 81 1 1 0
2018-11-30 14:00 160 5 150 1 1 0

Figure 9: Performance comparison for this model in dif-
ferent scenarios

Figure 10: Test environment structure

data generated in each time period, the original data of
the monitoring center and the early warning data gener-
ated by the early warning center need to be counted in
detail. The statistical period is 1 hour. The obtained
statistical results are shown in Table 2. From Table 2,
there is a large amount of alarm data before preprocess-
ing. However, after being processed by the system, the
amount of alarm data significantly decreases. This indi-
cates that the early warning system filters the data infor-
mation for the alarm process. In addition, the maximum
number of alarms in this early warning system can reach
12000, which is consistent with the actual situation. In
summary, the early warning system has high practicality.

5 Conclusion

In the research of distributed network virus warning and
defense, the data mining algorithms is extremely impor-
tant. On the basis of the Apriori algorithm, the shortcom-
ings of the traditional Apriori algorithm are optimized.
A distributed network warning and defense system based
on the Apriori algorithm is established to effectively re-
duce the network virus infection rate and improve data
security. In the research, the data mining performance of
traditional Apriori algorithm and optimized Apriori al-
gorithm are compared. The internal network of Com-
pany A is used as the research object. The performance
measurement results of the early warning system indi-
cate that there is more alarm data before preprocessing.
However, after using the early warning and defense sys-
tem, the amount of alarm data significantly decreases.
This indicates that the early warning and defense system
can effectively block network viruses, thereby reducing
the amount of alarm data. In addition, the maximum
number of alarms in this early warning system can reach
12000, which is in line with the actual situation. From
the above, the proposed method can deeply mine the po-
tential rules of relevant data and achieve network security
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warning. The effectiveness of this early warning system
is high and can meet the needs of different virus attack
scenarios. Although this research can provide a method
reference for the early warning and defense of distributed
network viruses, there are still issues with limited sam-
ple data and insufficient experimental accuracy in the re-
search. In addition, there are various forms and types
of network viruses, which are constantly being updated
with the development of technology. Therefore, in future
research, more intelligent methods can be attempted to
optimize warning systems, achieve more accurate warn-
ings, and optimize network security management.
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Abstract

Network anomaly attack detection refers to analyzing
network behavior and extracting features to predict and
judge it. Since network anomaly attacks are a dynamic
and uncertain behavior, their behavior is fuzzy and com-
plex, so it is difficult for traditional data flow analysis
methods to detect network anomaly attacks effectively.
To improve detection accuracy, a network anomaly attack
detection system based on incremental learning combined
with a candidate support vector algorithm is proposed to
optimize the support vector machine. Based on the his-
torical data, the supporting candidate vector is proposed.
This study adopts the retention strategy to classify the
old samples. Combined with the Kuhntak condition, the
new samples are screened, and the number of training
samples in the incremental process is reduced to improve
the efficiency of the detection model. The updated algo-
rithm has a higher anomaly detection rate than the clas-
sical support vector algorithm. The normal false alarm
rate of the model is 91.7%, and the abnormal detection
rate is 3.5%. The classification effect of the final detection
model is better than that of the classical support vector
algorithm. This method has good accuracy and real-time
performance in predicting and judging network anomaly
attacks.

Keywords: Candidate Support Vector; Incremental Learn-
ing; Network Anomaly Detection; Support Vector Ma-
chine

1 Introduction

Currently, network security has faced severe challenges,
which is difficult for traditional detection technologies to
find problems [1]. Machine learning algorithms can auto-
matically learn and adjust models according to different
data types, so useful features can be extracted from net-
work data [2]. Support Vector Machine (SVM) divides the

input space into a high-dimensional characteristic space.
Then a linear model is built in the high-dimensional fea-
ture space, and the nonlinear mapping of the training
sample is obtained based on this linear model [5]. Support
Candidate Vectors (SCVs) are widely used in machine
learning because they do not require any assumptions,
the distance between data points and feature Spaces and
the neighborhood relationships between data points [8].
Incremental learing differs from traditional machine learn-
ing in that it does not require a model to be specified in
advance, but simply makes predictions about the input
data at each iteration. Therefore, it has a wide range of
applications in bioinformatics and biomedical fields [10].

Aiming at the problems of the network traffic detection
model, such as weak adaptive ability, long update cycle
and poor continuous learning ability, this paper proposes
the research of network anomaly attack detection system
based on SCV optimization SVM algorithm based on in-
cremental learning. The aim of the research is to promote
the healthy development of the network environment and
improve the resilience of the network attack defense tech-
nology. The research content is split into five parts. The
first part is the introduction, which describes the impact
of malicious traffic brought by network attacks under the
contemporary background of the development of network
information technology. The second part is the related
work, the application of network anomaly detection tech-
nology and SVM algorithm in various fields, and the study
status of many scholars on the two technologies. In the
third part, according to the characteristics of large scale,
fast change, variety and high dimension of network traffic
data, the network anomaly detection model based on SCV
optimization SVM in incremental learning is studied.

In the first section, incremental learning, KKT condi-
tion and SVM algorithm are studied and analyzed, and
incremental learning is introduced into SVM algorithm to
make SVM classification algorithm more suitable for real
network environment. In the second section, two clas-
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sical incremental support vector machine algorithms are
introduced into SVM algorithm, and the network anomaly
attack detection model of SCV-KKT-ISVM algorithm is
constructed. In the fourth part, the accuracy of network
detection between the model and the classical SVM is
analyzed by comparison experiment, as well as the effec-
tiveness of the detection model and the accuracy of clas-
sification. The fifth part is the summary and prospect of
the research methods and results.

2 Related Work

Currently, the scale of the network continues to expand,
whose exposed vulnerabilities are gradually increasing.
With the increasing number and types of network attacks,
many scholars have carried out research on the detection
technology of network anomaly attacks. Tang et al. [13]
proposed a framework consisting of a two-stage detection
module and a mitigation module. It combined port traffic
characteristics with a classifier that counts traffic based
on a flow table to accurately detect low-rate denial-of-
service (LDoS) attacks. The framework distinguished be-
tween a victim port and a benign port by calculating an
exception score for each port. The framework was capable
of identifying LDoS attacks. Han et al. [14] suggested a
network combining sparse autoencoder and kernel. Com-
pared with other feature extraction methods, the recog-
nition rate of the proposed method could reach 98.68%,
and the average dimensionality reduction time was 5.59 s,
which possessed superior operation efficiency. Subasini et
al. [15] proposed a network anomaly detection technique
to explore the fractal characteristics of network traffic.
Then, based on fractal theory and wavelet analysis, the
network traffic model was proposed. The autocorrela-
tion function of the proposed model could reach the mean
square error of 4.762Ö10-4, which verified that it can al-
leviate the influence of non-stationarity of network traffic
on modeling accuracy, which performed well.

Traditional network defense technology has been un-
able to meet people’s requirements and status quo of
network security. Therefore, using machine learning
algorithms with self-learning ability to detect network
anomaly attacks has become the research direction of
many scholars in this field. Ding et al. [17] proposed
an incremental learning strategy that adds normal new
data to the policy. To solve the problem of slow calcula-
tion velocity, a dynamic downsampling method was pro-
posed. This method could decrease calculation time by
at least 80%. Incremental learning could maintain high
estimation accuracy and low false positive rate over the
long run. By using current machine learning techniques
and analysis, Wang et al. [18] highlighted the relationship
between Autism Spectrum Disorder (ASD) and a family
history of jaundice or autism in children. The four sub-
groups of data were split into training data and test data
by hierarchical cross-validation method, and provided to
sequence-minimum-optimized SVM mixed classifier. The

success rate of this method was 100%, and the detection
rate of ASD was 95.52%. Based on jaundice and fam-
ily history of autism, this model made a very meaningful
explanation for the more effective detection of ASD in
children.

To sum up, machine learning and network anomaly de-
tection technology have achieved a lot. However, as the
scale of traffic in the network environment gradually ex-
pands, the data information gradually surges with the in-
crease of traffic. Therefore, there is a continuous learning
requirement for detection models. To enhance the detec-
tion efficiency and effectiveness of the network anomaly
detection method, this study proposes a network anomaly
attack detection system based on incremental learning
SCV optimization SVM algorithm.

3 Optimize the Network Anomaly
Detection Based on Incremental
Learning Combined with SCV
SVM Algorithm

Network anomaly detection refers to the amount of data
transmitted between two or more communication nodes in
a real network environment. However, with the expansion
of data scale, high latitude and rapid change of data, intel-
ligent network anomaly detection technology has gradu-
ally become a development trend [4,19,20]. The standard
SVM algorithm uses Batch Learing to simply merge old
samples and new samples, and then trains the combined
data set to get a new detection model. SCV refers to non-
SV samples that are not retained in the training data set
and affect subsequent models. Based on this, this study
proposes a network anomaly detection method based on
incremental learning and SCV optimization SVM algo-
rithm.

3.1 Research on Incremental Learning-
Based Support Vector Machine Algo-
rithm

SVM is only suitable for small sample training. As the
sample size increases, the time required to train the model
will also increase, so incremental learning is introduced
into SVM algorithm. However, in the real network en-
vironment, the feature similarity of data samples is ex-
tremely high, so it is tough to find a suitable hyperplane
in the sample space to make the samples linearly sepa-
rable [21, 22]. Therefore, the correlation between KKT
(Karush Kuhn Tucker) condition and sample distribution
in SVM algorithm is studied. When maximizing the in-
terval, most samples are classified normally, but a small
number of samples are allowed to be misclassified. The
optimized expression for this process is shown in Equa-
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tion (1).{
minw̄,b,ζi

1
2 ||w̄||

2 + C
∑m

i=1 ζis.t.ζi ≥ 0

yi(w
T · xi + b) ≥ 1− ζi

(1)

In Equation (1), C represents the penalty factor. Param-
eters that need to be set in advance, ζi represents the
relaxation factor; ζi, b, w̄ are the parameters. The four
types of sample distribution under KKT conditions are
shown in Equation (2).

λi = 0→ yif(xi) ≥ 1

0 < λi < C → yif(xi) = 1

λi = C → yif(xi) ≤ 1

(2)

In Equation (2), yif(xi) ≥ 1 satisfies the necessary and
sufficient conditions of KKT condition. As long as the
distribution is outside and above the classification inter-
val yif(xi) = 1, and the sample is correctly classified, the
sample is a KKT condition. The SVM algorithm deter-
mines that the model is only related to the number of SV
samples, which is not related to the spatial dimension of
SV. Therefore, KKT algorithm is suitable for incremental
learning. Network traffic is characterized by large scale,
high dimension and indivisibility, resulting in non-linear,
divisible and highly overlapping traffic data [23]. SVM al-
gorithm has the advantage of solving the problem of high
latitude and linear indivisible data, and the principle of
this algorithm is shown in Figure 1.

Figure 1: Principle and structure of SVM algorithm

The computational complexity of SVM algorithm is
only related to the number of samples. After the over-
primitive problem is transformed into a dual problem, the
computational complexity is only related to the number
of samples, and has nothing to do with the spatial di-
mension, so as to solve the high-dimensional problem of
data [6, 24]. The distance expression from point (x, y) to
the decision boundary line is shown in Equation (3).

d =
y · (w · w + b)

||w||2
(3)

In Equation (3), if both w and b are enlarged mean-
while, the numerator and denominator will also be en-
larged meanwhile, but the objective function is not af-
fected. Thus, the molecule is enlarged or compressed to

equal 1, and its maximization equation is shown in Equa-
tion (4).

max
1

||w||2
s.tyi(w · xi + b) ≥ 1(i = 1, 2, · · · ,m) (4)

In Equation (4), when w ·x+b = 0, that is the hyperplane
is separated, and the equation is optimized, as shown in
Equation (5).

min(
1

2
||w||22)s.tyi(w · xi + b) ≥ 1(i = 1, 2, · · · ,m) (5)

The low dimensional space of the nonlinear separable sam-
ples is converted into the high dimensional space, and
then the optimal classification hyperplane of the algo-
rithm is found in the high dimensional space [3, 7, 11].
Introducing incremental learning into the algorithm can
make machine learning more intelligent and more in
line with the actual network traffic data changes [16].
The classification and process of incremental learning are
shown in Figure 2.

Figure 2: Classification and process of incremental learn-
ing

Incremental learning refers to acquiring new knowledge
from new data, consolidating old knowledge, and discard-
ing useless knowledge when new data is added [9, 12, 25].
In fact, the change of model parameters is limited by
adding a penalty term to the loss function, so as to hinder
the change of important parameters on the old task. The
mathematical expression is shown in Equation (6).

θ∗s , θ
∗
o , θ

∗
n ← argminθ̂s,θ̂o,θ̂n(λoLold(Yo, Ŷo)

+Lnew(Yn, Ŷn) +R(θ̂s, θ̂o, θ̂n)) (6)

The expression defining the loss function by Equation (6)
is shown in Equation (7).

Loss = λoLold(Yo, Ŷo) + Lnew(Yn, Ŷn) +R(θ̂s, θ̂o, θ̂n) (7)

For the new task, the mathematical expression of Lnew is
shown in Equation (8).

Lnew(Yn, Ŷn) = −Yn log Ŷn (8)

Equation (8) represents prediction under new tasks, and
incremental learning is the new objective function ob-
tained after learning each additional subset of data, as
shown in Equation (9).

Mi = f(Di,Mi−1) (9)
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In Equation (9), Di represents the data set; Mi−1 de-
notes the model; Mi represents the objective function ob-
tained by training the model. Incremental learning is in-
troduced into SVM algorithm, called Incremental Support
Vector Machines (ISVM) algorithm, which can determine
the SV set of the old model classification hyperplane and
the new data to participate in the training of the new
model. In the incremental process, the ISVM algorithm
for screening new samples based on KKTT conditions is
called KKT-ISVM algorithm, and the specific process of
this algorithm is shown in Figure 3.

Figure 3: The process of incremental learning for KKT-
ISVM algorithm

Incremental learning does not retain the historical data
after training, which can reduce the pressure of historical
data on storage space in the real network environment.
For the training model, incremental learning also reduces
the computational complexity and time. The KKT condi-
tions for modelDo, modelMo and model SVo are obtained
by training the data set Mo. Through repeated training,
finally training {SV0 ∪ D0v ∪ SV1 ∪ D1v} to get the fi-
nal model M after the first incremental training. The
algorithm has the best generalization ability for unknown
samples and the optimal classification hyperplane. The
new sample data set is filtered by KKT condition, and
the whole new data set is reduced, so as to reduce the
redundancy of new data and relieve the pressure of data
storage in memory.

3.2 Network Traffic Anomaly Detection
Model Based on Incremental Learn-
ing SCV Optimization SVM Algo-
rithm

ISVM introduce incremental learning into support vector
machine algorithms, but do not retain the historical train-
ing data set, which will affect the non-SV samples that
are subsequently updated by the model [17]. Therefore,
to retain most of the samples with potential value, SCV
algorithm is proposed to improve the updating speed of
the model. To retain ISVM introduce incremental learn-
ing into support vector machine algorithms, but do not
retain the historical training data set, which will affect
the non-SV samples that are subsequently updated by
the model [17]. To mine potential valuable samples from

historical data sets, a retention model based on SCV al-
gorithm is proposed. The specific process of this model is
shown in Figure 4.

Figure 4: The sample retention model based on SCV al-
gorithm

The sample retention model based on SCV algorithm
mainly consists of two parts: training module and output
module. The training module includes SCV algorithm
and SVM classification algorithm. The SCV algorithm
consists of three parts: retention strategy, threshold elim-
ination strategy and weight allocation strategy [22]. Af-
ter sample training, the classifier, SCV dataset, and SV
dataset in the output module can be obtained. Based on
the SV dataset, it does not appear at a type of center in
the sample space, so it is required to calculate the dis-
tance between the center point in the sample space and
the sample. First, the mathematical expression of the
center point mi in different sample Spaces is shown in
Equation (10).

mi =
1

n

ni∑
s=1

xsk (10)

In Equation (10), i represents the number of categories,
whose value range is i = {1, 2}; ni denotes the total num-
ber of samples in different categories; xsk represents the k-
th attribute of sample s. The expression of the Euclidean
metric dij for two sample points x1 and x2 is shown in
Equation (11).

d(x1, x2) =

√√√√ m∑
k=1

|x1k − x2k|2 (11)

The size of radius R1 and R2 in the sample space de-
termines whether valuable samples can be effectively re-
tained. R1 is the Euclidean distance between the center
and the support vector. The mathematical equation of
R2 is shown in Equation (12).

R2 =
wT · xi + b

||w||
(12)

In Equation (12), R2 represents the distance between the
center and the hyperplane. For non-SV samples, the con-
ditions in Equation (12) must be satisfied if they are con-
sidered as candidate support vectors, and the definition
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is shown in Equation (13).

d ≥ R1ANDr ≤ R2 (13)

In Equation (13), d represents the Euclidean distance be-
tween the sample point x and the center point C of the
class to which the sample belongs; r denotes the Euclidean
distance between the sample point x and the SVM hyper-
plane. After the detection model is updated, the valuable
samples in the historical data set are retained through the
retention strategy above SCV algorithm. The probability
of becoming SV is determined by the distance from the
hyperplane, so the weight of a template in SCV is related
to the distance between the hyperplanes, and the defini-
tion of its judgment criteria is shown in Equation (14).

Wi =
d

d+R1
+

r

r + L
(14)

In Equation (14), L represents the distance between SV
and the hyperplane; Wi represents the value of the weight
of i sample; The greater the value of d, the smaller the
value of r, the more likely it is that the sample will become
SV in incremental training and the greater the weight
assigned. When SV’s weight W is 1, its threshold T is
defined as shown in Equation (15).

Ti = Wi − 1 =
d

d+RI
+

r

r + L
− 1 (15)

To allow more data to enter the subsequent incremen-
tal learning, the threshold value is appropriately relaxed,
and the samples are retained and stored in the SCV ag-
gregation. After the classifier, SV and SCV data sets are
obtained through the sample retention model based on
SCV algorithm, the algorithm ends. The specific process
of incremental learning based on SCV algorithm is shown
in Figure 5.

Figure 5: Based on SCV-KKT-ISVM algorithm process

The algorithm determines whether the sample violates
the KKT condition by KKT condition, and filters the
sample under the generalized KKT condition to keep the
sample violating the KKT condition and make it become
SV sample. The new samples obtained by screening and
the SV dataset obtained by training are taken as the

new training set and put into the sample retention model
based on SCV algorithm together with the old SCV set.
This results in a new classifier, SV dataset, and SCV
dataset. SCV algorithm is the non-SV sample that will
affect the model in the historical data set, KKT-ISVM al-
gorithm is the new sample that will affect the updated his-
torical data set, representing the SV sample obtained from
the classification hyperplane of the old model. Based on
this, this study proposes a network anomaly attack detec-
tion model based on incremental learning SCV-optimized
SVM algorithm, namely SCV-KKT-ISVM algorithm de-
tection model. The model is shown in Figure 6.

Figure 6: A network anomaly attack detection model
based on SCV-KKT-ISVM algorithm

In this model, it is required to first determine whether
there are samples in the new data that violate the KKT
condition, and there are two cases. First, if it does not
exist, it means that the old model has strong generaliza-
tion ability in the face of new data and can be used as the
result of training [13]. Secondly, if it exists, the general-
ized KKT conditions in the old model are used to screen
the new data, and the violated samples are added to the
new model for training. Then, non SV samples in the
newly added data are filtered through the retention pol-
icy in the SCV algorithm. Then the qualified samples are
added to the core SCV set by weight allocation strategy
and threshold elimination strategy in SCV algorithm.

4 Test and Analysis of Net-
work Traffic Anomaly Detec-
tion Model Based on Incremen-
tal Learning SCV Optimization
SVM Algorithm

To verify the effectiveness and applicability of the pro-
posed model, the SCV-KKT-ISVM algorithm and Batch-
SVM algorithm are tested on the KDDup99 dataset and
included in the next Department of Defense intrusion de-
tection evaluation plan, which is closer to traffic data in
real network environments. The KDDup99 dataset, which
is included in the next DOD Intrusion Detection Eval-
uation Program, more closely resembles traffic data in
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real network environments. To ensure the effectiveness
of the comparison of the four algorithms, the comparison
experiment is conducted in the same experimental condi-
tion. The hardware configuration of Intel(R)Core(TM)i7-
10710U@1.61GHz and 32.0 GB running memory are used
in the experiment. Using Windows x64 operating sys-
tem, Python development voice, PyCharm development
tools, Python development environment. The main eval-
uation indexes in the experiment are abnormal detection
rate, normal false alarm rate and accuracy rate. Auxiliary
indexes include training time, actual number of support
vectors and test time. The first is to learn after 5 incre-
ments, each incrementing 2500 data. Model classification
accuracy, training time and actual number of support vec-
tors for SCV-KKT-ISVM algorithm and Batch-SVM algo-
rithm. The experimental results of classification accuracy
and time consumed are shown in Figure 7.

Figure 7: Comparison of training time and accuracy be-
tween SCV-KKT-ISVM algorithm and Batch-SVM algo-
rithm

In Figure 7, when the number of incremental learn-
ingrises, the time consumed and precision of the detection
model under the SCV-KKT-ISVM algorithm and Batch-
SVM algorithm show a trend of gradual increase. In Fig-
ure 7, the Batch-SVM algorithm takes more time than
the SCV-KKT-ISVM algorithm. When the training times
are the first 3 times, the difference between the two al-
gorithms is small. However, after three training sessions,
the Batch-SVM algorithm shows a surge trend. Because
the Batch-SVM algorithm does not pre-process the data
and the retrograde, the number of increments increases,
so the training time is longer. In Figure 7(b), the ac-
curacy of SCV-KKT-ISVM is roughly the same as that
of Batch-SVM trained together. It can be seen that the
SCV algorithm retains most of the SV of the model classi-
fication hyperplane and effectively retains the potentially
valuable samples.

In Figure 8, as the number of training increases, the
recall rates of the detection models under both the SCV-
KKT-ISVM algorithm and the Batch-SVM algorithm
show a decreasing trend. In Figure 8(a), under high-
dimensional data, the recall rate of the Batch-SVM al-
gorithm is higher than that of the SCV-KKT-ISVM al-
gorithm, with a value of 0.32, while the recall rate of
the SCV-KKT-ISVM algorithm is 0.28, verifying that the
accuracy of this algorithm is higher than that of exist-
ing advanced algorithms. In Figure 8(b), under low di-
mensional data, there is a significant difference in the re-

Figure 8: Comparison of Training Time and Recall Rate
between SCV-KKT-ISVM Algorithm and Batch SVM Al-
gorithm

call rate between the SCV-KKT-ISVM algorithm and the
Batch-SVM algorithm. Among them, the recall rate of
the Batch-SVM algorithm is 0.56, while the recall rate of
the SCV-KKT-ISVM algorithm is 0.43. This algorithm
has higher accuracy when facing low dimensional data.
For high-dimensional network data, the SCV-KKT-ISVM
algorithm can more effectively improve the recall rate,
which verifies the effectiveness of the algorithm. To better
understand the comparison between the two algorithms,
the results are shown in Table 1.

In Table 1, with the increase of training times, the
training time of SCV-KKT-ISVM algorithm is reduced by
3 times compared with Batch-SVM algorithm. The num-
ber of support vectors required is also reduced by about
100; But the accuracy is about the same. In the process
of incremental learning, SCV-KKT-ISVM algorithm not
only enhances the classification accuracy, but also greatly
improves the speed of detecting model update and en-
hances the ability of model continuous learning. There-
fore, this study compares the anomaly detection rate and
normal false alarm rate of SCV-KKT-ISVM algorithm,
KKT-ISVM algorithm, and ISVM algorithm. The results
are shown in Figure 9.

Figure 9: Comparison of anomaly detection rate and nor-
mal false alarm rate of three algorithms

In Figure 9, the classification performance of the ini-
tial detection model obtained by the three algorithms af-
ter the first training is consistent. In the last four incre-
mental training sessions, the detection models obtained
by the three algorithms are different. In Figure 9, the
detection rates of the KKT-ISVM algorithm and SCV-
KKT-ISVM algorithm both show an upward trend with



International Journal of Network Security, Vol.26, No.5, PP.831-839, Sept. 2024 (DOI: 10.6633/IJNS.202409 26(5).13) 837

Table 1: Comparison of algorithm training effects

Batch SVM algorithm SCV-KKT-ISVM algorithm
Training Number of Number of
frequency support vectors Accuracy Training time support vectors Accuracy Training time

1 94 82.9% 3.96s 90 83.1% 3.93s
2 150 85.1% 6.52s 108 83.7% 4.81s
3 393 90.6% 11.67s 296 89.9% 9.54s
4 670 95.8% 37.54s 589 94.5% 16.17
5 1074 96.5% 65.87s 908 96.1% 25.91s

increasing training times. The detection rate of the SCV-
KKT-ISVM algorithm is as high as 91.38, while the de-
tection rate of the ISVM algorithm is still lower than the
initial one, only 79.96. In Figure 9(b), the false alarm
rates of both KKT-ISVM algorithm and ISVM algorithm
increase with the increase of training times. Among them,
the false positive rate of the ISVM algorithm is as high
as 5.68; The false alarm rate of the SCV-KKT-ISVM al-
gorithm gradually decreases to 2.07. It can be seen that
the SCV-KKT-ISVM algorithm has stronger generaliza-
tion ability and better classification performance on test
data compared to the KKT-ISVM algorithm and ISVM
algorithm. Table 2 indicates the specific values of abnor-
mal detection rate and normal false alarm rate obtained
after testing the detection model.

From Table 2, compared with the KKT-ISVM al-
gorithm and ISVM algorithm, the updated SCV-KKT-
ISVM algorithm has a higher abnormal detection rate and
a lower normal false alarm rate, with an average abnor-
mal detection rate of 87.76% and an average normal false
alarm rate of 4.2%. The classification performance of the
final detection model is superior to the KKT-ISVM algo-
rithm and ISVM algorithm. This algorithm not only pre-
serves valuable samples, but also has more obvious clas-
sification effect after the model is detected. The training
time comparison results of the three algorithms are shown
in Figure 10.

Figure 10: Comparison of training and testing time for
three algorithms

In Figure 10, KKT-ISVM performs better than ISNM,
but it takes a long time. Because in the process of in-
crement, the algorithm needs to carry out cross judg-
ment and training classification. The generalized KKT

conditions in SCV-KKT-ISVM algorithm can filter new
data and reduce historical data to reduce redundant data.
Therefore, the algorithm does not lead to an increase in
time as the number of increments increases. The intro-
duction of SCV algorithm can eliminate the value strategy
according to the change of sample space and reduce the
number of training samples, thus improving the speed of
model updating. Compared with ISVM algorithm and
KKT-ISVM algorithm, SCV-KKT-ISVM algorithm has
greater advantages, which not only enhances the classifi-
cation performance, but also enhances the adaptive ability
of network traffic anomaly detection model.

5 Conclusion

Currently, the number of network attacks has soared. The
defense technology for network attacks can resist most
of the known attack types, but the traditional defense
technology update period is too long, and can not bet-
ter solve the new attack types and attack traffic. In this
study, a network anomaly attack detection model based
on SCV optimization SVM algorithm based on incremen-
tal learning is proposed for the characteristics of network
traffic anomaly attacks. The experimental results shows
that compared with the SCV-KKT-ISVM algorithm and
the Batch-SVM algorithm, it is found that the recall rate
shows a decreasing trend with increasing training times.
Under high-dimensional data, the recall rate of Batch-
SVM is 0.32, higher than the 0.28 of SCV-KKT-ISVM; On
the contrary, under low dimensional data, the recall rate
of Batch-SVM is 0.56, lower than the 0.43 of SCV-KKT-
ISVM. The initial detection model classification perfor-
mance of the three algorithms is consistent, but there are
differences after incremental training. The detection rates
of KKT-ISVM and SCV-KKT-ISVM show an increasing
trend with the number of training sessions. The detec-
tion rate of SCV-KKT-ISVM is as high as 91.38, and the
detection rate of ISVM is 79.96. The false alarm rate of
ISVM is as high as 5.68, while the false alarm rate of SCV-
KKT-ISVM drops to 2.07. The results show that SCV-
KKT-ISVM has stronger test data generalization ability,
with better classification performance than KKT-ISVM
and ISVM. The anomaly detection rate is 87.76%, and
the false alarm rate is 4.2%. The classification effect has
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Table 2: Comparison of DR and FAR of Three Algorithms

Training ISVM KKT-ISVM SCV-ISVM
frequency DR (%) FAR (%) DR (%) FAR (%) DR (%) FAR (%)

1 82.7 5.5 82.7 5.5 82.7 5.5
2 84.9 8.3 80.9 5.3 86.2 4.3
3 78.5 7.4 86.1 6.2 88.8 4.1
4 82.7 5.6 85.3 5.2 89.4 3.6
5 81.7 6.2 89.4 5.2 91.7 3.5

been optimized. Compared with the anomaly detection
method in reference [10], the SCV-KKT-ISVM algorithm
not only improves classification accuracy, but also greatly
enhaces the speed of model updating and enhances the
continuous learning ability of the model. However, the
SCV algorithm selected in this study is only the Gaus-
sian kernel function with the best effect in general, and
whether other kernel functions are suitable for anomaly
detection in network environment needs further research
and discussion.
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Abstract

The issue of privacy leakage during data transmission
in software-defined networks has not been resolved. For
this issue, the current study presents two software-defined
network privacy protection models. The first model op-
timizes multi-paths and incorporates information mas-
querading schemes. The second model focuses on in-
formation masquerading alone. The experimental data
showed that the research model was effective in optimiz-
ing the information transmission path; the average recall
rate of the deep neural network classifier was 97%, the
average false alarm rate was 8%, and the average miss-
ing alarm rate was 5%. Therefore, this designed model
can effectively prevent attackers from accurately stealing
information. The software-defined network privacy pro-
tection model for information camouflage can effectively
classify data, which is conducive to the camouflage of pri-
vate information.

Keywords: Information Camouflage; Information Leak-
age; Multi-Path Optimization; Privacy Protection; Soft-
ware Defined Network

1 Introduction

Software defined networks (SDN) achieve programmable
network management and flexibility by separating the
network control plane and data plane. In SDN, network
administrators can centrally manage the entire network
through a central controller, thereby simplifying network
management work [13]. During the use of SDN, there is
a risk of information leakage due to insufficient authen-
tication strength of the controller, security issues with
the Open Flow protocol, vulnerabilities in network de-
vices used by users, and hacker attacks during data anal-
ysis [24].

The leakage of personal privacy information makes
it easier for hackers to attack hosts, causing network
crashes. Information leakage by enterprises can lead to
violations of network regulations and affect their normal
operations. Therefore, it is very necessary to maintain the
privacy in the process of SDN transmission. To address
the issue of SDN privacy information leakage, this study
constructs a Multi-path SDN Privacy Protection model
(MP-SDN-PP) and an Information Camouflage SDN Pri-
vacy Protection model (IC-SDN-PP) based on multi-path
optimization and information camouflage schemes.

The main contributions of this research are as follows:
It solves the problem of sensitive information leakage dur-
ing data transmission in SDN. Traditional SDN may dis-
close sensitive information, including routing policies and
paths. However, this study employs randomization to as-
sign transmission paths for sensitive information, conse-
quently providing effective protection of sensitive informa-
tion during data transmission. Deep learning network is
used to disguise traffic, and multi-path-based data trans-
mission privacy protection method is used to cut off the
calculation of sensitive traffic and its transmission path by
collecting traffic and other behaviors. Therefore, a reli-
able way is provided to maintain the transmission security
of SDN, the active defense of sensitive traffic is realized,
and a new way is provided to protect node privacy.

This study is divided into four sections. The first part
explores the implementation of SDN by various schol-
ars, along with suggested approaches to mitigate SDN
information leakage. The second part is the construction
of two models, MP-SDN-PP and IC-SDN-PP. The third
part is an explanation of the performance testing of the
two models constructed. The fourth part summarizes the
paper and identifies the shortcomings of this study.
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2 Related Works

SDN is a new type of network data architecture, which can
help administrators configure network hardware directly
through the controller to achieve global visibility of the
network, with high flexibility and controllability. Some
experts and scholars have conducted relevant research on
the application of SDN. E Ahvar et al. found that the
development of the internet has led to a sharp increase
in the number of objects connected to the internet. The
increase in connected devices was transforming the cur-
rent internet into the future large-scale Internet of Things
(IoT). 5G networks with high communication and com-
puting capabilities would be applied in devices for data
sharing and processing large-scale IoTs. SDN with emerg-
ing cloud related technologies could support the above
application aspects and would be widely applied to sup-
port the development of large-scale IoT and new applica-
tions [1]. S Rawas found that with the increasing demand
for cloud services, the traffic inside cloud data centers has
significantly increased. Therefore, to provide high-quality
services to customers, an optimal resource allocation was
proposed and machine virtual model was integrated for
modern large-scale cloud data centers. This model op-
timized the control function of the model through SDN,
improved the performance of the model, and reduced the
consumption of resources and communication costs [18].
I Alam et al. found that IoT has a wide range of appli-
cations, but the physical infrastructure of heterogeneous
network systems has become more complex, requiring ef-
ficient and dynamic scheduling solutions. Based on this
issue, an IoT network with functional virtualization and
software definition based on SDN and network function-
ality was designed. This network model could be used to
address the complexity issues in network architecture and
provide solutions for infrastructure management, config-
uration, and scheduling issues in IoT [2]. Lin et al. found
that existing cloud computing embedded vehicle networks
cannot guarantee timely data processing or service ac-
cess. Moreover, the existing network architecture did not
support scalable network management, resulting in the
inability to implement intelligent data computing strate-
gies. On the basis of this issue, to improve the flexibility
and controllability of the network, a fog-based base sta-
tion was constructed and an architecture that supports
SDN was proposed. This structure could solve the prob-
lem of delayed data processing and improve the scalability
of network architecture [20].

While SDN provides convenience for administrators,
it may also lead to the leakage of privacy information.
Based on it, some scholars have proposed some privacy
protection mechanisms. R Xie et al. proposed a Cross
Path attack that can disrupt SDN control channels by
utilizing shared links in control and data flow paths. Due
to data traffic not entering the control channel, the at-
tack was very covert. To address this issue, an adversar-
ial path reconnaissance model was developed that could
identify attack links. The model’s ability to identify tar-

get paths was both feasible and effective, achieving an
accuracy rate of 98% while also controlling costs [21].
X Wang et al. found that SDN not only brings conve-
nience to people, but also increases the potential attack
surface for cybercriminals. SDN had the characteristics
of resource constraints and heterogeneity, and traditional
network security solutions were difficult to achieve ideal
results. Therefore, an ID based SDN security architec-
ture model had been proposed, which provided endoge-
nous trusted services for IoT on the network side by em-
bedding unforgeable terminal identities in data streams.
This service provided greater scalability and manageabil-
ity for network security monitoring [19]. Xu et al. found
that there are increasing privacy breaches in the unin-
stallation of Internet of Vehicles services, but there is in-
sufficient regulation of SDN. Therefore, a secure service
uninstallation method was designed that supported SDN
to improve the service and edge utility of Internet of Vehi-
cles. This method could solve the inherent uncertainty of
SDN controllers on edge networks and was very effective
in practical applications [22]. C Ke et al. found that the
fog nodes of intelligent healthcare lack effective security
mechanisms, and users’ privacy data may be stolen by
malicious users. In addition, fog computing was also sub-
ject to resource limitations and internal attacks by IoT. To
address it, an intelligent medical fog node security authen-
tication scheme based on SDN had been proposed. This
scheme deployed an authentication algorithm in SDN to
verify the credibility of fog nodes, while IoT only needed
to send information to the SDN gateway, reducing the
computational complexity of IoT. Through experiments,
it had been proven that this scheme was practical in ap-
plications [9].

In summary, in the context of the big data era, SDN
can provide people with convenience in their daily lives,
but it also causes privacy breaches for users. Therefore,
research on improving the security of SDN is of great sig-
nificance.

3 Building a Privacy Protection
Model Based on SDN

SDN is a new type of network data transmission system
that has been widely used in the field of software develop-
ment [12]. To address the issue of privacy leakage during
data transmission, this chapter is divided into two sec-
tions to construct a privacy protection model. Section
1 combines random selection algorithm to construct the
MP-SDN-PP model. Section 2 classifies traffic through
intra domain controllers and constructs an IC-SDN-PP
model.

3.1 Construction of MP-SDN-PP-based
Model

The SDN intra domain transmission model mainly con-
sists of four parts, namely the SDN controller, host con-
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nected to different switches, switches that support the
Open Flow protocol, and attackers [11]. The SDN con-
troller can obtain a global network view through net-
work links, calculate the information transmission path
between the sender and receiver, and send the path infor-
mation to a switch that supports the Open Flow protocol.
There are various sensitive information in the transmis-
sion path within the SDN domain, including user personal
information, data exchanged between users, etc. [10]. As-
suming that both the SDN controller and Open Flow
switch are operating normally, privacy information will
not be leaked. Moreover, both the source and target
nodes are operating normally and do not disclose private
information to attackers. To ensure a broader range of
available transmission paths during the communication
process, the concept of deep traversal is introduced to ex-
plore all possible routes between the sender and receiver.
Equation (1) is the set formula for paths.

pathi = (v1, v2, · · · , vN ) i = 1 ≤ i ≤ N (1)

In Equation (1), N represents the node numbers, and
any path does not intersect. A node matrix is defined to
represent the set of paths, as shown in Equation (2) [8].

V [i][j] =

 w(vi, vj) if (vi, vj) ∈ E
0 else if i = j
∞ else

(2)

In Equation (2), E represents the set of links. V is the set
of switch nodes. vi represents the node from which the
sender transmits information to the receiver, and vj is the
node from which the receiver feedback information to the
sender. The source node is set to v1, the target node is v9,
and the corresponding node matrix is V [10][10]. Search-
ing for paths from v1 until all paths are found before end-
ing. Figure 1 shows the process of path lookup.

Utilizing the techniques described above for routing
may lead to the crossing of nodes, causing an overabun-
dance of traffic at particular nodes and resulting in con-
gestion of information transmission. Therefore, to avoid
selecting paths with too many intersecting nodes, a path
correlation formula is introduced for improvement. Equa-
tion (3) is a path correlation expression.

Dpathi
=

N∑
i=1,j≤K,i̸=l

1

2
(
Jij
Ni

+
Jij
Nj

) (3)

In Equation (3), Jij represents the number of intersect-
ing nodes between paths. To reduce the consumption of
network resources, improve the utilization rate of network
resources, and reduce path costs, the path cost formula is
introduced as Equation (4).

c(pathi) =

N∑
i=1

ci (4)

In Equation (4), ci represents the cost required to trans-
mit a single data information. Therefore, the average link

cost formula is Equation (5).

caverage =

∑N
i=1 c(pathi)

n
(5)

In Equation (5), n represents the number of links, and∑N
i=1 c(pathi) is the sum of all individual costs. In the

node matrix, the weight of a path is Equation (6).

w(path) =

N∑
i=2

w(vi, vi+1) (6)

In Equation (6), (vi, vi+1) represents the path weight and
w is the link delay. The link delay formula is Equation (7).

L(vi, vj) = Ttotal −
Tvi

2
−

Tvj

2
(7)

In Equation (7), Tvi represents the time it takes for the
controller to respond and send a message to the controller.
Tvj is the time it takes for the second switch to respond,
and Ttotal represents the total time consumed. In selecting
a path, it is first necessary to ensure path correlation.
Each path’s correlation must be such that the intersection
of paths is below the path intersection threshold, which
is d(pathi) ≤ maxD. Secondly, all paths are sorted based
on the link delay value. Finally, the path cost is sorted
from small to large and the path with the lowest path
cost is selected. After selecting the path that meets the
constraint conditions, a trusted path can be obtained [16].
Implementing a random selection algorithm on the SDN
controller can prevent attackers from accurately attacking
the transmission path. The random selection algorithm
can select a path by generating a random number, and the
max value formula of the random number is Equation (8).

W =

K∑
k=1

w(pathj) (8)

When the transmission path is attacked, the attack prob-
ability is related to the path intersection threshold maxD.
Assuming there are K trusted paths, the probability of a
random path being attacked is Equation (9).

p(pathi) = 1− (1− pb)
S(

1− pa
1− pb

)Q (9)

In Equation (9), pa is the probability of intersecting nodes
being attacked, and pb represents the probability of non
intersecting nodes being attacked. S is the number of
intermediate nodes, and Q represents the number of in-
tersecting nodes. Therefore, the probability of a path
being attacked is influenced by the number of intersect-
ing nodes, and the average probability of a path being
attacked is calculated as Equation (10).

Paverage =

∑K
k=1 w(pathk)

K
(10)

In Equation (10), K is the number of trusted paths and∑K
k=1 w(pathk) is the probability of any trusted path be-

ing attacked. From this, the smaller the average prob-
ability of a path being attacked, the safer the path for



International Journal of Network Security, Vol.26, No.5, PP.840-850, Sept. 2024 (DOI: 10.6633/IJNS.202409 26(5).14) 843

Figure 1: Path lookup process diagram

transmitting information, and vice versa, the more dan-
gerous it is. The larger the threshold maxD of path in-
tersection and the higher the value K of the number of
trusted paths, the more intersecting nodes there will be.
The smaller the threshold maxD of path intersection, the
smaller the value K of the number of trusted paths, and
the lower the path correlation, resulting in a decrease in
model performance. To solve this problem, an maxD and
Paverage trade-off model is constructed, and the model
flowchart is shown in Figure 2.

Figure 2: Model flowchart

In Figure 2, the first is to input the number of paths,
the probability pa of intersecting nodes being attacked,
and the probability pb of non intersecting nodes being
attacked, and initialize the path intersection threshold
maxD to 0. Then path filtering is performed based on
the maxD value and the Paverage value is calculated. To
determine whether the Paverage value has decreased. If
it has decreased, increase maxD; if it has not decreased,
output the maxD value. Figure 3 is the structural dia-
gram of MP-SDN-PP.

Figure 3: Structure diagram of multi-path privacy pro-
tection model

3.2 Construction of IC-SDN-PP

During the process of information transmission between
SDN domains, attackers can capture and intercept data
packets in the transmission path. Privacy information
can be disguised to become ordinary information to pre-
vent attackers from intercepting it [7]. Firstly, the infor-
mation transmitted in the transmission path is classified,
and deep learning algorithms are used to classify private
information and determine its category. Then the Vari-
ational Auto-encoder (VAE) model is introduced. This
model is an unsupervised complex probability distribu-
tion function learning model that can make the features of
private information follow the probability distribution of
ordinary information features. To ensure that the model
follows a Gaussian distribution, an end-to-end deep learn-
ing model is constructed. The idea of supervised learning
is introduced into the VAE model to build a Supervised
Variational Auto-encoder (Supervised-VAE) model. The
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schematic diagram of the model is expressed in Figure 4.

Figure 4: Structure diagram of the Supervised-VAE
model

In Figure 4, the Supervised-VAE model consists of
three parts: encoder, decoder, and intermediate classifica-
tion layer. The encoder can compress low-dimensional in-
formation into high-dimensional space through the DNN
structure, making the information follow a Gaussian dis-
tribution [15]. The experiment uses reparameterization
techniques to sample from the Gaussian distribution and
obtain intermediate classification layer features [14]. The
calculation of the feature formula for the intermediate
classification layer is Equation (11).

z = µ+ σ × ϵ (11)

In Equation (11), µ and σ represent the mean and vari-
ance of the original data compressed into a Gaussian
space, while ϵ is the values that follow a Gaussian distri-
bution. When the number of information categories is de-
termined, the number of binary classifiers in Supervised-
VAE is also determined. To avoid errors in the feature
representation of the middle layer and ensure that each
middle layer feature has information expression ability,
an attention layer structure is added to the model [23].
Before the feature values of the middle layer are input
into the detector, a fully connected layer will also pass
through. The information category classifier is displayed
in Figure 5.

In Figure 5, the activation function of the full connec-
tion layer uses the Softmax function. When the eigenvalue
is activated through the activation function, the weighted
intermediate eigenvalue is obtained. The calculation for-
mula is Equation (12).{

ai = softmax(z)

z′i = ai × z
(12)

In Equation (12), ai represents the weight vector that is
the same as the feature value z of the middle layer, and
the sum is 1. z′i represents a specific feature of Class i in-
formation category. The decoder in the model can recon-
struct input features, thus disguising private information
as ordinary information. To accelerate the entire training

Figure 5: Structure diagram of information category clas-
sifier

process, the decoder is structured to be completely sym-
metrical with the encoder. This implies that the number
of hidden layer units in the encoder and decoder are iden-
tical and correspond to each other [17]. The divergence
calculation formula of the loss function in the unchanged
VAE model is Equation (13).

LKL = −KL(q(z,X)||p(z,X))

Lrecons = MSE(X||q(z,X))

Lclass =
∑N

i=1 yi log ŷi + (1− yi)(1− log ŷi)

(13)

In Equation (13), p(z,X) is the standard normal distri-
bution. MSE represents the mean square error. yi is
the true value of the information category classifier. ŷi
is the predictive value of the information category clas-
sifier, and N ′ represents the number of samples in the
training set. The final loss function calculation formula
of the Supervised-VAE model is obtained by integrating
Equation (12), as listed in Equation (14).

L = LKL + Lrecons + Lclass (14)

In Equation (14), Lrecons is the reconstruction error value
of the loss function, Lclass represents the training value
of the loss function, and LKL is the divergence of the
loss function. After the above improvements to the VAE
model, the entire model can be trained to randomly sam-
ple information in Gaussian space. Privacy information
only needs to meet the standard normal distribution of or-
dinary information to achieve the purpose of camouflag-
ing private information into ordinary information [3, 6].
The calculation formula for the accuracy, recall rate, false
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alarm rate, and missed alarm rate of disguised informa-
tion classification through a classifier is Equation (15).

Accuracy = TP
TP+FN

Recall = TP
TP+FP

Falsealarm = FP
TN+FP

Mis sin galarm = FN
TP+FN

(15)

In Equation (15), TP is the number of correctly classi-
fied private information, FN represents the number of
misclassified private information. FP is the number of
misclassified other information, and TN represents the
number of correctly classified other information. During
the transmission of privacy information between SDN do-
mains, privacy information can be transmitted through
multiple paths. These paths can not only transmit pri-
vate information, but also ordinary information, creating
a good environment for hiding private information.

4 Simulation Experiments and
Performance Analysis

In response to the privacy leakage issue in SDN data
transmission, multi-path and information camouflage pri-
vacy protection models have been constructed. This chap-
ter will conduct performance tests on both models.

4.1 Performance Testing of Multi-path
Privacy Protection Model

This experiment uses RYU as the controller of SDN, with
Mininet as the operating environment, TCP as the con-
troller protocol, OpenvSwitch as the virtual switch, 64
bit Ubuntu 14.04 as the virtual machine parameter, and
4GB of running memory. The multi-path privacy pro-
tection model with the traditional MPA model is tested
to analyze their performance in path lookup. The test
results are exhibited in Figure 6.

Figure 6: Comparison Curve of Path Search Results

From Figure 6, the MPA and multi-path model find 2,
4, 6, 7, 8 paths and 4, 5, 8, 9, 10 paths when the nodes

are 100, 200, 300, 400, and 500, respectively. So when the
number of nodes is 500, the two models have the strongest
path finding ability, and the multi-path model can find
more paths. The number of nodes is set to 500, selecting
4, 5, and 6 paths, and testing the network latency of the
two models. The test results are appeared in Figure 7.

Figure 7 shows the time consumption curves of MPA
and multi-path models under different path tests. As the
traffic load increases, the average network latency under
different paths shows an increasing trend. In Figure 7,
when K=6 and the traffic load is 15Mbit/s, the time con-
sumed is the least, and the average network delay is the
least: MPA is 2s, and the multi-path model is 1.7s. From
this, it can be concluded that K=6 is the optimal path
transmission state, and the threshold at this time is also
the best. Moreover, the testing time of the multi-path
model is shorter than that of MPA, resulting in a faster
testing speed. A single path scenario is selected to com-
pare with a multi-path scenario to analyze the similarity
of single path and multi-path transmission traffic. The
test result curve is listed in Figure 8.

From Figure 8, the similarity of information transmit-
ted in a single path scenario is significantly higher than
that in a multi-path scenario. The multi-path model em-
ploys varied random paths for transmitting information,
thereby reducing the similarity of information and imped-
ing attackers from accessing private information through
information interception. This enforces some disruption
to the attacker’s attack behavior. Therefore, the multi-
path model can improve the security of information trans-
mission and prevent the leakage of private information.
The rise in the number of links will result in higher trans-
mission expenses. Hence, this study opts for attribute en-
cryption models that rely on ABE and click on protocol.
It also compares the operational expenses of the multi-
path model with these two conventional privacy protec-
tion models. Figure 9 shows the cost comparison curve.

From Figure 9, the ABE has the highest cost consump-
tion, with an average consumption of 225. The aver-
age consumption of the click protocol model is 187. The
multi-path model has the lowest cost consumption, with
an average of 67. The multi-path model can achieve the
minimum cost consumption while ensuring privacy pro-
tection.

4.2 Performance Testing of Informa-
tion Camouflage Privacy Protection
Model

This experiment uses Ryu controller, operating environ-
ment is Mininet, inter domain transmission protocol is
BGP, development language is Python 3.6.1, Openflow
1.3 protocol and Tensorflow are selected as deep learn-
ing frameworks. Different classifiers are selected to simu-
late the attacker’s attack behavior in the experiment, and
DNN is compared with C4.5, SVM, and NB classifiers for
the experiment. Figure 10 shows the test results.
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Figure 7: Comparison of Test Time under Different Paths

Figure 8: Similarity comparison curve

Figure 9: Calculation Cost Comparison Curve

Figure 10(a) shows the accuracy testing of four classi-
fiers. The average accuracy values of DNN, C4.5, SVM,
and NB are 95%, 90%, 92%, and 87%, respectively. The
DNN classifier used in the information camouflage model
has the highest accuracy in testing and has good per-
formance in classifying ordinary and private information.
Figure 10(b) shows the recall rate test. The average recall
rates for DNN, C4.5, SVM, and NB are 97%, 95%, 94%,
and 92%, respectively. DNN has the highest recall rate,
indicating a high accuracy in predicting privacy informa-
tion. Figure 10(c) shows the false alarm rate test. The
DNN classifier has the lowest false alarm rate, with an
average of 8%, indicating that it has a high accuracy in
classifying ordinary information. Figure 10(d) shows the
missed alarm rate test. The average value of DNN testing
is 5%, indicating its high accuracy in classifying private
information. There are two schemes for processing trans-
mitted information: packet filling and information defor-
mation. The information camouflage model is compared
and tested with these two schemes. The test results are
displayed in Table 1.

From Table 1, under the DNN classifier, the testing ac-
curacy of packet filling, traffic deformation scheme, and
information camouflage model are 80.15%, 75.88%, and
59.40%, respectively. The test results are all greater than
those tested under the other three classifiers. This indi-
cates that different information processing methods have
an impact on the performance of classifiers, but DNN has
significantly better testing accuracy compared to other
schemes. Under multi-path conditions, the Moore dataset
is selected to test the Supervised-VAE model. Figure 11
is the distribution map of information classification fea-
tures.

From Figure 11, in the early stages of training, the
data in the dataset presents a chaotic distribution fea-
ture. As the training time increases, data of different
colors are gathered together. The Supervised-VAE model
can effectively classify data and completely distinguish
between ordinary information and private information,
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Figure 10: Performance testing of different classifiers

Figure 11: Classification Test Diagram
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Table 1: Results of Different Information Processing Methods

Classifier DNN C4.5 SVM NB

Original information 92.75% 90.67% 87.55% 85.33%
Packet padding 80.15% 75.05% 73.69% 70.25%
Flow deformation 75.88% 70.69% 67.82% 65.32%
Steganography 59.40% 57.36% 55.99% 50.87%

Figure 12: Performance comparison of each model

which is conducive to the disguise of private information.
This study further introduces the Optimized Moving Tar-
get Defense (OMTD) model proposed by S Chiba et al.
to compare with the Openflow Deep Packet Inspection
(OFDPI) model proposed by Q Cheng et al. [4, 5]. The
experimental results are shown in Figure 12.

Figure 12(a) shows the comparison of the computing
costs of each model. When the number of nodes is small,
the gap between the computing costs of the models is
small, but with the increase of the number of nodes, the
computing costs of the models are increased to a certain
extent. When the total number of nodes is 60, the cal-
culation time of the proposed model is 242ms, which is
230ms and 267ms lower than that of the OMTD model
and OFDPI model, respectively, with an average decrease
of 53.88%. Figure 12(b) shows the comparison of the com-
munication cost of each model. When the total number
of nodes is 60, the communication cost of the proposed
model is 10,000B, which is 4,329B and 9,899B lower than
that of the OMTD model and OFDPI model, respectively.
In conclusion, the privacy protection model proposed in
this study has the best performance.

5 Conclusion

SDN resolves traffic congestion issues in current net-
works, offering convenient user experiences in day-to-
day life and improved network optimization modes for
developers. This study focused on the privacy leakage
problem encountered by SDN during information trans-

mission, and constructed MP-SDN-PP and IC-SDN-PP
based on multi-path optimization and information cam-
ouflage schemes. The data showed that the multi-path
model could find up to 10 paths when the number of nodes
is 500. When K=6 and the flow load was 15Mbit/s, the
time consumed was the least, at 1.7s. And this model
had the lowest cost consumption, with an average con-
sumption of 67. The multi-path model had good path
optimization effect in information transmission and could
effectively prevent attackers from accurately stealing in-
formation. The DNN classifier in the information cam-
ouflage model had an average accuracy of 95%, a recall
rate of 97%, a false alarm rate of 8%, and a missed alarm
rate of 5%. When using different information processing
schemes, the accuracy of packet filling and traffic defor-
mation schemes testing was 80.15% and 75.88%, while
the accuracy of information camouflage model testing was
59.40%. Under the training of the Moore dataset, IC-
SDN-PP could effectively classify data, which was con-
ducive to the disguise of privacy information. However,
the hardware devices used in the paper may be inadequate
to handle the storage flow in real-world application sce-
narios due to the significant data demand in the intra do-
main transmission mode and the high configuration of the
controller. As a result, there is a risk of message storms
occurring. Therefore, future research should prioritize op-
timizing the quantity of routed data and enhancing the
link’s maximum load and congestion. In addition, the at-
tack probability of nodes in real scenarios is indefinite, so
it is necessary to further classify nodes by machine algo-
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rithm to obtain the optimal transmission path.
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Abstract

With the development of the internet and the demand
for online shopping, intelligent online shopping systems
have received widespread attention in recent years. How-
ever, existing online shopping systems’ security and pri-
vacy issues have not been well addressed. This article
proposes a shopping scheme based on proxy t-out-of-n
oblivious signatures, which uses t-out-of-n oblivious sig-
nature technology to ensure that users select multiple
messages from a predetermined set of messages, ensur-
ing the legality and privacy of the selection while using
proxy signature technology to provide the attribute of
signature unforgeability. We have analyzed the correct-
ness of the proposed scheme and demonstrated its secu-
rity in terms of integrity, unforgeability, confidentiality
of selected messages, selection restriction, non-repetitive,
verifiability, distinguishability, non-repudiation, and pre-
vention of abuse. Our scheme has lower computational
and communication costs than other oblivious signature
schemes. In addition, the privacy-preserving multi-choice
shopping scheme we propose enables users to shop more
securely and conveniently.

Keywords: Digital Signature; Electronic Shopping; Obliv-
ious Transfer; Privacy Protection

1 Introduction

In recent years, online transaction applications such as on-
line shopping and online banking have started to be heav-
ily used by people. However, the privacy leakage problem
that accompanies the participation in these online activ-
ities is quite serious. To cope with this problem, digital
signature [14] and oblivious transfer [22] techniques play
a key role. By using digital signature techniques, a signer

can sign a message using a private key. Then, anyone
can verify the correctness of this signature by using the
signer’s public key. Unlike traditional signatures, digital
signatures cannot be forged, nor can the signer deny any
signature he or she has made. By using oblivious trans-
fer techniques, privacy such as the votes of Internet users
in online elections or the user’s choice of items in online
shopping can be protected.

Various schemes based on oblivious transfer for dig-
ital commodity transactions have been proposed cur-
rently.The scheme proposed by Aiello, Bill et al. [1] can
address issues such as blacklisted user exclusion, purchase
restrictions on user wallet amounts, and privacy protec-
tion.It also prevents problems such as fraud and dou-
ble payments. Borges et al. [3] proposed a conversion
of the 1-out-of-n OT protocol to a POT (Priced Obliv-
ious Transfer) protocol construct that enables payment
functionality through an electronic coin system to handle
virtual transactions. This scheme is unlinkable because
the sender cannot determine whether two executions of
the protocol are the same receiver. This scheme relies on
POT generation, which is not efficient enough in scenarios
where a large number of items are available. Biesmans et
al. [2] proposed a pay-per-use and pay-per-channel CAS
that protects user privacy, using a POT scheme com-
bined with BABE(broadcast attribute-based encryption)
together, allowing subscribers to purchase TV programs
without disclosing to the service provider which programs
are purchased, but the broadcast center is given the sub-
scriber’s private key and there is a potential risk of privacy
leakage. Aditya et al. [12] use the UC(universal compos-
ability) framework [5] to describe an ideal POT function-
ality for aggregating statistics and dynamic pricing, but
with a high communication complexity.

Digital signature techniques can also be well applied in
online purchasing schemes, such as the OSBE(Oblivious
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signature-based envelope) [7, 15], which can be used in
mobile agent applications to guarantee that only the re-
cipient holding a trusted third-party signature can open
the envelope and compute the shared key. However, this
scheme relies on a trusted third party and cannot de-
termine the legitimacy of the recipient at the time of
signature transfer. The scheme [24] achieves uncondi-
tional anonymity using heterogeneous ring signatures, but
its security may be affected by the identity-based signa-
ture technology.Some researchers have further proposed
signature schemes with joint blind and proxy signatures
[4, 17, 21]. However, applying blind signatures in an elec-
tronic shopping system makes it impossible for the signer
to know whether the signed message is selected from a
legitimate candidate message.

To address the above issues, the present paper pro-
poses a proxy oblivious signature scheme in which the
signer cannot know which messages are selected by the
signature recipient at the time of signing, but can be sure
that the message selected by the signature recipient is
the intended message, otherwise the signature will not be
accepted by the verifier. Thus, restricted signatures pre-
vent potentially illegal or malicious users from obtaining
legitimate signatures for illegal or criminal activities. The
main contributions of the present paper are as follows:

1) Our scheme combines the advantages of proxy sig-
natures and t-out-of-n oblivious signatures, satisfy-
ing the following properties: integrity, unforgeability,
confidentiality of selected messages, selective restric-
tion, non-repeatability, verifiability, distinguishabil-
ity, non-repudiation and prevention of abuse.

2) Correctness analysis and security analysis of the
scheme have been performed and performance com-
parison shows that our scheme is more efficient.

3) Based on the signature scheme, we designed
a privacy-protected multi-choice electronic online
shopping system to solve the privacy problem in the
electronic shopping system, guarantee the privacy of
the selected message products, and provide a safer
and more convenient shopping experience for users.

2 Preliminaries

In this section, we briefly introduce some technical back-
grounds involved in our scheme.

2.1 Proxy Signature

To solve the problem that the signer is unable or incon-
venient to sign, the concept of proxy signature was intro-
duced by Mambo et al. [16]. Three entities are included in
the proxy signature scheme: the original signer, the proxy
signer, and the recipient signer. The original signer can
authorize one or more proxy signers to sign the message
on its behalf. Proxy signature schemes can be divided

into two types: full proxy signatures and partial proxy
signatures.

Full proxy signing means that the original signer sends
its private key to the proxy signer over a secure channel
so that the proxy signer can generate the same signa-
ture as the original signer. The original signer takes full
responsibility for the signatures generated by the proxy
signer. However, full proxy signatures do not prevent the
misuse of proxy signatures and are not identifiable and
non-repudiation, so they are not suitable for commercial
applications.

Partial proxy signatures are further divided into two
types: unprotected proxy signatures and protected proxy
signatures.

For unprotected proxy signatures, both the original
signer and the proxy signer can provide a valid proxy sig-
nature, but an unauthorized third party cannot generate
a valid proxy signature. In this case, the proxy signature
key is the delegation key.

For protected proxy signatures, only the designated
proxy signer can provide a valid proxy signature. Nei-
ther the original signer nor the third party can generate
a valid proxy signature. In this case, the proxy signa-
ture key consists of two parts: the delegation key and the
private key of the proxy signer.

Compared with full proxy signatures, partial proxy sig-
natures are more secure and reliable because they can
limit the abuse of proxy signatures and have identifiabil-
ity and non-repudiation for commercial applications.

2.2 Oblivious Signatures

In 1981, oblivious transfer [18] was introduced as a pro-
tocol where a sender and receiver can exchange messages
without the sender knowing which message the receiver
has selected.

In 1994, oblivious signatures were introduced by Chen
[6], which allow a receiver to select a message to be signed
without revealing the message to the signer. There are
two types of oblivious signatures, one where the signer
holds a key and another where the receiver holds the
key. The goal of oblivious signatures is to ensure that
the signed message is one of the pre-selected messages.

In 2008, Tso et al. [20] formalized the concepts of obliv-
ious signatures and proposed 1-out-of-n oblivious signa-
ture protocol based on Schnorr signatures. They also im-
proved the performance of the protocol. In 2019, Tso
et al [19] combined two unintentional signatures into one
scheme to achieve a two-in-one unintentional signature.
The scheme ensures that nobody knows who the signer is
and which message was signed.

In 2017, Chiou et al [10] proposed an oblivious signa-
ture combined with a proxy signature that meets seven
security requirements, including integrity, unforgeability,
unlinkability, non-repudiation, verifiability, distinguisha-
bility, and ambiguity. In 2018, Chiou and Chen [9]pro-
posed a t-out-of-n oblivious signature that satisfies choice



International Journal of Network Security, Vol.26, No.5, PP.851-860, Sept. 2024 (DOI: 10.6633/IJNS.202409 26(5).15) 853

restrictiveness and non-repeatability requirements, mak-
ing it suitable for multi-choice e-voting applications.

Overall, oblivious signatures are useful in scenarios
where privacy protection and fraud prevention are re-
quired. They have promising applications in areas such
as e-voting and e-cash.

3 The Proposed Proxy t-out-of-n
Oblivious Signature Protocol

This section completely describes the operation procedure
of the proposed proxy t-out-of-n oblivious signature pro-
tocol. The protocol is based on the security requirements
in Definition 1.

3.1 Attacker Model

The signature scheme proposed in this paper involves four
entities: the original signer A, the proxy signer B, the re-
ceiver R, and the verifier V. In this signature scheme,
A and B interact with each other over a secure channel
to ensure the security of the message and the signature.
However, any other participant (i.e., R or V) can only
communicate with B through an insecure public channel,
which provides opportunities for adversaries to intercept
and attack. Thus, the adversary model [8, 11, 13, 23] as-
sumes the following:

1) An adversary can intercept and tamper with all mes-
sages transmitted over an insecure channel, including
signature requests, signature responses, and signa-
ture verification requests.

2) An adversary can forge a signature request and send
it to B or R in an attempt to obtain a legitimate
signature.

3) An adversary can forge a signature response and send
it to R in an attempt to trick R into accepting an
illegitimate signature.

4) An adversary can forge a signature verification re-
quest and send it to V in an attempt to trick V into
accepting an illegitimate signature.

5) An adversary can use a replay attack to replay an
already transmitted message back to the channel in
an attempt to trick B or R into accepting a duplicate
message.

3.2 Security Requirements

The system requirements for the proposed signature
scheme are described as Definition 1.

Definition 1. (System requirements for proxy t-out-of-
n oblivious signature protocol). Assume that the original
signer, the proxy signer, the receiver and the verifier in-
teract in the proxy t-out-of-n oblivious signature protocols.
A protocol is secure if it can meet the following conditions:

1) Integrity: As long as the receiver and signer can ex-
ecute the protocol honestly, once the protocol is com-
pleted, the receiver has access to the signed message
and can verify the integrity of the message.

2) Unforgeability: Even though the protocol is public, it
is still difficult for an adversary to forge the signature
within an acceptable time frame.

3) Privacy of selected messages: The signer cannot de-
termine which messages the recipient has selected,
protecting the recipient’s privacy.

4) Choice restriction: the receiver cannot obtain a valid
signature for any message other than the bar mes-
sage.

5) Non-repetitive: During the signing process, the re-
ceiver cannot obtain multiple signatures on the same
message.

6) Verifiability: Once a signed message is received, any-
one can test the validity of the signature.

7) Distinguishability: From a signed message, anyone
can distinguish whether the signature is a proxy sig-
nature or not.

8) Non-repudtionia: Once the proxy signer has signed
the proxy authorization specification, the proxy au-
thorization specification becomes valid, the original
signer cannot deny the proxy signer’s authorization,
and the proxy signer cannot deny that he/she signed
the document.

9) Prevention of abuse: Once the proxy signer has
obtained the proxy authorization from the original
signer, it is limited to using the proxy authority
within the specified protocol, and should be clearly
provable if the proxy authority is abused.

3.3 Proposed Proxy t-out-of-n Oblivious
Signature Protocol

The proposed proxy t-out-of-n oblivious signature proto-
col is based on the RSA signature scheme. The protocol
includes four roles (original signer O, proxy signer P , sig-
nature receiver R and signature verifier V ) and is divided
into four phases (initialization, proxy authorization, sign-
ing and verification of the signature).

Initialization phase. This phase first defines the pa-
rameters, O and P to generate the public keys
(eO, NO) and (eP , NP ) and private keys (dO, NO) and
(dP , NP ) of the RSA cryptosystem , then generates
the delegated authority mwt to prove the signature
authority of the proxy signer and let the proxy signer
select the appropriate hash function H(·).

Proxy phase. O delegates signature authority to P , as
shown in Figure 1.
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Figure 1: Proxy phase

Step 1: O computes sO ≡ H(mwt||eP )dO mod NO

and then sends sO and mwt to P ;

Step 2: P verifies if Equation (1) holds,

seOO
?
≡ H(mwt ∥ eP ) mod NO. (1)

and if it does, then P obtains signature author-
ity from O.

Signing phase. P sends n plaintext messages mi(i =
1, 2, ..., n) and lets the receiver choose t of them, and
finally the receiver receives a valid signature from P ,
as shown in Figure 2.

Step 1: P chooses i random variables ri ∈
RZ

∗
NP

, (i = 1, 2, ..., n) and computes Equa-
tion (2),

si ≡ H(mwt||mi||ri)dP mod Np. (2)

then sends (si, ri,mi), i = 1, 2, ..., n, sO andmwt

to the receiver R.

Step 2: R verifies whether Equation (1) and Equa-
tion (3) hold,

sePi
?
≡ H(mwt||mi||ri) mod NP . (3)

and if they do, then R selects t from n plain-
text messages and corresponds to t variables
raj , (j = 1, 2, ..., t, t < n, 1 ≤ a1, a2, ..., at ≤ n).
R selects a random number bj ∈ RZ

∗
NP

, com-
putes cj = bj

eP ·raj
mod NP , and sends cj , (j =

1, 2, ..., t) to P .

Step 3: P receives cj , calculates βj = cj
dP mod NP ,

and sends βj , (j = 1, 2, ..., t) to R.

Step 4: R receives the latter βj and uses the inverse
of bj to compute vj = b−1

j βj mod NP and ob-
tain the complete signature σ(maj ) = (saj , vj),
where σ(·) denotes the signature value.

Verification phase. This phase verifies that the signa-
ture received by the receiver is correct. The detailed
process is shown in Figure 3.

Step 1: Receiver R sends (σ(maj ),maj ) to V .

Step 2: Verifier V verifies whether Equation (1) and
Equation (4) hold,

sePaj

?
≡ H(mwt||maj

||vjeP ) mod NP . (4)

and if they do, then the signature is a valid sig-
nature.

4 The Proposed Multi-choice On-
line Shopping Program with
Privacy Protection

4.1 System Requirements for Online
Shopping Scheme

Online shopping system must have the following security
features:

Verifiability: After the transaction is completed, the
buyer can verify the content of the products an-
nounced by the seller to protect their rights and inter-
ests. At the same time, anyone can verify the validity
of the signature.

Privacy: The buyer’s identity information and the infor-
mation of the selected products will not be known by
the seller to ensure the buyer’s privacy.

Non-repudiation: Once the proxy signer signs the ex-
plicit authorization specification, the original signer
will not be able to deny the authorization to the
proxy signer, and the proxy signer will not be able to
deny that he or she has signed the message.

Unforgeability: The signature of the selected products
can only be generated by a valid agreement and can-
not be forged.

The online shopping system must meet the following
system requirements:

1) The seller cannot deny a legitimate signature.

2) To protect the content of the products selected by
the user.

3) Have multiple choices for multiple products.

4.2 Online Shopping Scheme with Pri-
vacy Protection

There are three entities in the solution, including Seller
S, Bank B and User U . The definition of each entity is
as follows:

1) Seller: Sells a variety of products, each set to mi(i =
1, 2, ..., n) and corresponding to a price of pi(i =
1, 2, ..., n).

2) Bnak: Interacts with the user as an agent of the seller
and collects the user’s purchase fee accordingly.

3) The user: Purchases a digital product, pays the bank,
and interacts with the seller to get the selected prod-
ucts with the signature given by the bank.

When the user purchases the product, the seller is un-
aware of the user’s choice and cannot deny it. The user
can and will only get the products of his choice after pay-
ing for it. The system flow of the whole scheme is shown
in Figure 4.
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Figure 3: Verification Phase

Initialization phase. This phase first defines the pa-
rameters and the system relies on the RSA cryp-
tosystem to generate the public and private keys of
each entity , then generates the delegated authority
to prove the signature authority of the proxy signer
mwt. And allows the proxy signer to select the ap-
propriate hash function H(·).

Step 1: B computes sB ≡ H(mwt||eS)dB mod NB

and then sends sB and mwt to S;

Step 2: S verifies whether Equation (5) holds,

seBB
?
≡ H(mwt||eS) mod NB . (5)

and if it does, then S obtains signature autho-
rization from B.

Selection request phase. U sends a selection request
to S. S receives the user’s request and requests the
products index from B, then sends the products list
to U .

Step 1: B calculates hi ≡ H(mi||eS), and then
sends it to S.

Step 2: S receives it and calculates {pi} =
{H (hi||tS)}, tS is the corresponding
time. Then chooses random variable

ri ∈ RZ
∗
NP

, (i = 1, 2, ..., n), calculates

si ≡ H(mwt||mi||pi||ri)dS mod NS and sends
each product introduction mi and (mwt, si, ri)
to user U .

Selection of products phase. Users shop for prod-
ucts.

Step 1: U verifies whether Equation (5) and Equa-
tion (6)

seBi
?
≡ H(mwt||mi||pi||ri) mod NB . (6)

are correct.

Step 2: U selects the desired item and corresponds
to variable raj , (j = 1, 2, ..., t, t < n, 1 ≤
a1, a2, ..., at ≤ n).

Step 3: U selects a random number bj ∈ RZ
∗
NS

,
calculates cj = bj

eS · raj
mod NS , and sends

cj , (j = 1, 2, ..., t) to S.

Step 4: S calculates βj = cj
dS mod NS and sends

βj , (j = 1, 2, ..., t) to U .

Step 5: U receives βj , calculates vj = b−1
j βj mod

NS , and gets the seller’s signature σ(maj ) =
(saj

, vj).

Reconciliation phase. The bank verifies the correct-
ness of the signature and performs the products
count.

Step 1: U sends (σ(maj ),maj ) to B.

Step 2: B verifies whether Equation (5) and Equa-
tion (7) hold.

seSaj

?
≡ H(mwt||maj

||paj
||vjeS ) mod NS . (7)

Step 3: B finds and the corresponding item and
counts the quantity.Then sends to S for pickup,
and sends the products to the buyer with the
signature.
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Figure 4: Online shopping system flow chart

5 Correctness Analysis and Safety
Analysis

5.1 Correctness Analysis

The correctness of the proxy authorization is first proved
for the proxy signature phase.The proof of Equation (1)
is shown in Equation (8).

sO ≡ H(mwt||eP )dO mod NO

sO
eO ≡ H(mwt||eP )dO·eO mod NO

≡ H(mwt||eP )1 mod φ(NO) mod NO

≡ H(mwt||eP )kφ(NO)+1 mod NO

(8)

If H(mwt||eP ) and NO are coprime, the Equation (8)
can be obtained from Euler’s theorem, as shown in Equa-
tion (9).

H(mwt||eP )φ(NO) ≡ 1 mod NO

H(mwt||eP )kφ(NO) ≡ 1 mod NO

H(mwt||eP )kφ(NO)+1 ≡ H(mwt||eP ) mod NO

(9)

So Equation (1) is proved.
If H(mwt||eP ) and NO are not coprime, due to NO =

pO · qO, so H(mwt||eP ) is a multiple of pO or qO, we may
want to set Equation (10).

H(mwt||eP ) = t · pO, (t ∈ Z+). (10)

At this time, H(mwt||eP ) and qO must be coprime, other-
wise H(mwt||eP ) is also a multiple of qO, and thus is also
a multiple of pO · qO, which contradicts Equation (11).

H(mwt||eP ) < NO = pO · qO. (11)

From the fact thatH(mwt||eP ) and qO are coprime and
from Euler’s theorem, we know that Equation (12).

H(mwt||eP )φ(qO) ≡ 1 mod qO. (12)

So we can know the Equation (13),

H(mwt||eP )kφ(qO) ≡ 1 mod qO

[H(mwt||eP )kφ(qO)]φ(pO) ≡ 1 mod qO

H(mwt||eP )kφ(NO) ≡ 1 mod qO

(13)

which satisies Equation (14),

H(mwt||eP )kφ(NO) = 1 + r · qO. (14)

both sides of the equation (14) are multiplied by equa-
tion (10) at the same time to obtain the equation (15).

H(mwt||eP )kφ(NO)+1 = H(mwt||eP ) + r · t · pO · qO
= H(mwt||eP ) + r · t · φ(NO)

(15)
We can know the Equation (16).

H(mwt||eP )kφ(NO)+1 ≡ H(mwt||eP ) mod NO. (16)

So Equation (1) is proved.The same reason can prove
Equation (3).

For the correctness of the signature needs to be verified
Equation (4).The proof is show in the Equation (17),

H(mwt||maj ||vjeP ) = H(mwt||maj ||(b−1
j βj)

eP )

= H(mwt||maj
||(b−1

j cj
dP )eP )

= H(mwt||maj ||(b−1
j (bePj raj )

dP )eP )

= H(mwt||maj
||(b−1

j bjr
dP
aj

)eP )

= H(mwt||maj ||raj )

= sePaj
mod NP

(17)
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So the correctness of the signature protocol is proven.
Similarly the online shopping scheme based on this sig-

nature protocol is also correct.

5.2 Security Analysis of the Proposed
Oblivious Signature Protocol

1) Integrity: By verifying the Equation (17), the in-
tegrity of the oblivious signature (saj , vj) has been
proven.

2) Unforgeability: The receiver cannot forge the signa-
ture of the signer by computing βj from the given
cj , e, and N . This can be reduced to the RSA prob-
lem, when (e′, N ′) is the public key of RSA,there is
c′ = m′e′ mod N ′. And the constraint condition is
m′, c′ ∈ Z∗

N .Then ,it is not possible to calculate m′

when given e′, N ′ and c′.

3) Privacy of selected messages: In the proposed signa-
ture protocol, the receiver randomly selects the blind-
ing factor bj and computes the blinded message cj ,
which is sent to the proxy signer. An attacker can-
not determine bj or raj

from the intercepted message.
The signer can compute and decrypt bj to obtain n
potential bj corresponding to n random numbers raj ,
but does not know which bj the receiver selected, so
the probability of raj

being chosen by the receiver is
1
n . Therefore, the proposed signature protocol can
perfectly protect the privacy of the receiver.

4) Choice restriction: During the signing phase, the re-
ceiver selects t random numbers raj and generates cj
to choose the message. If the receiver chooses a num-
ber r′ that does not belong to ri, i = 1, 2, ..., n, the

receiver will receive βj =
(
bejr

′)d from the signer and

extract vj =
(
b−1
j βj

)
= (r′)

d
mod N , but will not be

able to pass the verification Equation (18).

seaj

?
≡ H(maj ||vje). (18)

Additionally, if the receiver attempts to obtain a sig-
nature on an illegal message , the receiver cannot
choose any message except for the predetermined
message, because the final signature is σ(maj

) =
(saj

, vj), where saj
≡ H(maj

||raj
)d mod N is gen-

erated by the signer and bound to the message maj
.

5) Non-repetitive: If the receiver attempts to obtain
multiple signatures on the same message, the re-
ceiver can randomly choose b1 and b2, then com-
pute c1 = b1

eraj
mod N and c2 = b2

eraj
mod N dur-

ing the signing phase. However, after extracting the
signature parameters v1 and v2 and computing the
Equation (19),

v1 = b−1
1 β1 = v2 = b−1

2 β2 = rdaj
mod N. (19)

The receiver will obtain the same signature, thus pre-
venting the receiver from obtaining multiple signa-
tures on the same message.

6) Verifiability: In the verification phase, the verifier
checks if the Equation (4) holds. Since the Equa-
tion (20) holds,

H(mwt||maj
||vePj ) = H(mwt||maj

||raj
)

= sePaj
mod NP .

(20)

the signature can be verified by all verifiers.

7) Distinguishability: By using different congruences to
verify the validity of the original signature and the
proxy signature, anyone can easily distinguish the
proxy signature from a normal signature.

8) Non-repudtionia: During signing, P and O’s private
keys use a hash function. No one else has access to
these private keys and they cannot create a legitimate
signature. Similarly, neither the proxy signer nor the
original signer can deny a verifiable signature.

9) Prevention of abuse: The signature is verified and
authenticated using an authorization code to record
the proxy signer’s ability, time, and usage condi-
tions. The authorization code cannot be forged, so
the proxy signer should not use the signature for
unauthorized purposes to prevent the protocol from
being abused.

5.3 Security Analysis of the Proposed
Online Shopping Scheme

1) In the reconciliation phase, the bank uses the verifi-
cation equation to check the contents of the products.
When redeeming the products, anyone can substitute
the public keys of S and B into the verification the
Equation (5) and the Equation (7) to check the va-
lidity of the purchase order.

2) Each purchase step does not require the use of user
identification information, so it will not reveal the
user’s identity. During the purchase process, the
user’s selection is blinded using a random number bj ,
so the user’s purchasing privacy is protected because
the seller does not know the user’s selection.

3) When the bank collects the products based on the
signature, the seller cannot change the contents of
the products, substitute them with inferior products,
or deny their own signature. The user’s selection is
verified using the public keys of S and B, so the seller
cannot deny the validity of the purchase signature.

4) The products selected by the user must be legally
signed using the seller’s private key. After the signing
phase, it will be impossible to forge another valid
signature for the products.
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Table 1: Computation cost comparison

Schemes Original signer (Proxy) signer Receiver Verifier
[6] − 3nMe (2n+ 10)Me 8Me
[20] − 2nMe (2n+ 2)Me 2Me
[10] 2Me (n+ 2)Me (2n+ 2)Me 2Me
[9] − (n+ t)Me 2nMe 2tMe

this work Me (n+ t)Me (n+ t)Me tMe

Table 2: Communication cost comparison

Schemes OS → PS PS → R R → PS R → V
[6] − 3nlp+ nlq lq 7lp+ lq + lH
[20] − n(lq + lH) lp lq + lH
[10] lp+ lq n(lq + lH) lp lq + lH
[9] − (2n+ t)lN + nlm tlN t(lN + lm+ lH)

this work lN + lm (n+ t+ 1)lN + (n+ 1)lm tlN 4tlN + 2tlm+ tlq

6 Comparison

The oblivious signature scheme proposed in this paper is
more universal and supports selecting multiple messages
based on t-out-of-n oblivious transfer scheme compared
to schemes of Chen et al. and Tso et al. based on the
1-out-of-n oblivious transfer scheme. In addition, the sig-
nature scheme proposed in this paper satisfies the addi-
tional proxy signature property, which is more efficient,
reliable, and convenient compared to Chiou and Chen’s
signature scheme based on t-out-of-n oblivious transfer.
We compare the computational and communication costs
of the proposed signature scheme with other related obliv-
ious signature schemes and show the comparison results
in tables. In Table 1, we compare the most important
computational operation of each scheme, the modular ex-
ponentiation are denoted by the symbol Me, and the re-
sults show that the proposed scheme outperforms other
protocols in terms of computational cost. In Table 2, we
compare the performance of each scheme in terms of com-
munication cost, where q|p − 1 and (lN , lp, lq, lm, lH)
represent the lengths of N , p, q, message, and hash func-
tion. The communication cost is also not higher than that
of other oblivious signature schemes.

Table 3 shows that the proposed scheme in this pa-
per provides more attributes and features than other pro-
tocols, while satisfying obliviousness, Ambiguity, multi-
selectivity, and proxy functionality, indicating that our
protocol has stronger functionality.

7 Conclusions

This article proposes a proxy t-out-of-n oblivious sig-
nature protocal, and based on this protocal, a new
privacy-enhancing online shopping scheme is proposed,
aiming to provide more comprehensive privacy protec-

tion and tighter security. Compared with other schemes,
our scheme provides secure properties such as protect-
ing buyer’s choice privacy and supporting multiple prod-
uct selection. In addition, our scheme is more convenient
for users compared to traditional online shopping scheme.
Next, we will continue to improve the protocol to enhance
efficiency and security.
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construction for unlinkable priced oblivious trans-
fer,” The Computer Journal, p. bxad031, 2023.

[4] Xavier Bultel, Pascal Lafourcade, Charles Olivier-
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Abstract

This paper briefly introduces the payment mode of e-
commerce import and export trade based on blockchain.
In this mode, the blockchain is utilized to store trans-
action information, while the Bresson, Catalano, and
Pointcheval (BCP) encryption algorithm is employed to
encrypt the transaction amount. Additionally, the addi-
tive homomorphism of the algorithm is utilized to aid in
storing and validating the blockchain. Subsequently, sim-
ulation experiments were conducted in a laboratory. The
results demonstrated that this payment mode enabled the
successful uploading of normal transaction information
onto the blockchain while effectively safeguarding the pri-
vacy of the transaction amount. It was observed that
the receiver exhibited the highest efficiency in processing
transaction information, whereas the initiator exhibited
the lowest efficiency. Moreover, this mode effectively re-
sisted violent decryption attempts by third parties.

Keywords: BCP Encryption Algorithm; Blockchain; Im-
port and Export Trade; Secure Payment

1 Introduction

With the rapid development of the Internet and eco-
nomic globalization, e-commerce, particularly import and
export trade, has become an essential driver for enter-
prise economic growth [2]. However, the development
of the e-commerce import and export trade model has
also brought challenges. For instance, import and export
trade payment is mostly centralized within the banking
system. To ensure security, banks require verification and
clearing from multiple intermediary institutions [4]. Ad-
ditionally, both parties involved in the transaction must
possess cross-border transaction qualifications; otherwise,
they must involve a qualified agent, significantly reduc-
ing transaction efficiency. Furthermore, numerous entities
involved in the payment process impose fees, increasing

payment costs.

The involvement of multiple payment links also leads
to prolonged settlement cycles [11], during which fluctu-
ations in national currency exchange rates further esca-
late payment costs. The traditional import and export
trade payment mode is centralized, rendering the entire
payment process vulnerable to risks if any link encoun-
ters information security issues. Blockchain, a distributed
database technology, allows secure and traceable trans-
actions among network participants without needing a
centralized trust institution. Blockchain technology’s de-
centralized, transparent, tamper-proof nature [6] makes it
suitable for import and export trade payments. The iden-
tity and transaction information of the parties involved
in import and export trade can be stored and verified
using blockchain technology. Smart contracts within the
blockchain enable quick and automated transaction pro-
cessing.

Zhao et al. [15] proposed a novel architecture called
secure publish-subscribe (SPS) without middleware, i.e.,
fair payment with a reputation based on blockchain. The
effectiveness of SPS was verified through implementing
innovative contract protocols on Ethereum. Zhang et
al. [13] presented a blockchain-based decentralized supply
chain system. The system had secure information shar-
ing to ensure the safety of product source records with-
out relying on any intermediary agent. Ma et al. [7] put
forward a blockchain infrastructure service-based DRM
platform with high credit and security and confirmed the
reliability and security of the scheme through evaluation
experiments. This paper briefly introduces the payment
mode of e-commerce import and export trade based on
blockchain. It utilizes blockchain to store transaction in-
formation, and the Bresson, Catalano, and Pointcheval
(BCP) encryption algorithm is employed to encrypt the
transaction amount. The additive homomorphism of the
cryptographic algorithm aids in storing and verifying the
blockchain.
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Figure 1: Basic structure of traditional and blockchain-based payment modes for e-commerce import and export
trade

2 Payment Mode for E-
Commerce Import and Export
Trade

Figure 1 depicts the traditional and blockchain-based pay-
ment modes for e-commerce import and export trade. In
the traditional e-commerce import and export trade pay-
ment mode, three central components can be identified:
the transaction entities, the transaction intermediary in-
stitutions, and the regulatory bodies. The transaction en-
tities include consumers, domestic enterprises, and foreign
enterprises [14]. Enterprises can also act as consumers.
The transaction intermediary institutions comprise cross-
border e-commerce platforms, third-party payment plat-
forms, and domestic and foreign banks. The regulatory
bodies are responsible for overseeing the transaction in-
termediary institutions. In the traditional payment mode
of e-commerce import and export trade, consumers and
domestic and foreign enterprises first reach a transaction
order on the e-commerce platform. They then utilize a
third-party payment platform to complete the checkout
process. During the checkout, the third-party payment
platform is required to transfer different national cur-
rencies through domestic and foreign cooperative banks.
Throughout the transaction process, regulatory agencies
oversee the activities of the transaction intermediary in-
stitutions [1].

However, in the traditional payment mode of e-
commerce import and export trade, each organization
involved in the transaction operates independently and
possesses complete information about consumers and en-
terprises. If any organization’s information is compro-
mised, it jeopardizes the overall information security of
users throughout the transaction process. To address
this issue, blockchain, with its decentralized and tamper-
proof characteristics, can be applied to the secure pay-
ment of e-commerce import and export trade [10]. The
import and export trade payment mode incorporating
blockchain can be divided into the user and network lay-
ers. The user layer comprises consumers and domestic

and foreign enterprises, while the network layer comprises
the blockchain and the transaction link nodes. The con-
sumers and domestic and foreign enterprises in the user
layer remain consistent with those in the traditional pay-
ment mode. However, each transaction link organiza-
tion in the traditional payment mode transforms into a
transaction link node within the network layer, forming
nodes within the blockchain. Using the blockchain-based
payment mode, consumers and domestic and foreign en-
terprises engage in transaction-related operations within
various nodes. The transaction information generated
from these operations is organized into blocks and stored
chronologically in the blockchain. Authorized consumers
and domestic and foreign enterprises can access and query
transaction information within the blockchain [5].

3 Process of the Blockchain-Based
Payment Mode

Blockchain plays a crucial role in the payment mode of
import and export trade by securely storing transaction
information generated throughout the transaction process
in an immutable and traceable manner [3]. As a result,
blockchain can effectively cover the entire transaction pro-
cess, from ”placing an order” to ”clearing the money and
goods.” The information generated at each stage of the
transaction process can be recorded and stored in the
blockchain chronologically.

There are many links in the transaction process, but
the storage process of the information generated by the
transaction link is generally consistent. This paper fo-
cuses on the transfer payment link in the transaction pro-
cess, and its steps are as follows.

1) First is the initialization phase of the payment mode,
in which the central bank (a single bank with a cross-
border transfer function or a collection of multiple
domestic and foreign cooperative banks) involved in
the cross-border transaction generates the public pa-
rameters based on the given security parameters [8]
and generates the respective public and private keys
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for each node user in the blockchain through the pub-
lic parameters. The formulas for generation are:

MK = (p, q)

N = (2p+ 1)(2q + 1)

gpq mod N2 = 1 + λN

PP = (N,λ, g)

pki = gai

ski = ai

(1)

where MK is the master key, which consists of two
numbers, p and q, λ is a security parameter, N is a
number with a bit length of λ, g is a random integer
that satisfies the condition within the formula, PP
is a public parameter, which consists of N , λ, and g,
ai is a random integer for blockchain node user i, pki
and ski are the public and private keys of blockchain
node user i, respectively.

2) Then, it is the preparation stage. When the users
participating in the blockchain payment mode carry
out the transfer transaction, they first use their pub-
lic key pki to encrypt the transaction amount. The
encryption algorithm used in this paper is the BCP
encryption algorithm [12], and its encryption formula
is: 

si = Epki(xi) = (Ai, Bi)

Ai = gri mod N2

Bi = gairi(1 + xiN) mod N2

(2)

where xi is the amount within the transaction mes-
sage sent by user i, si is the ciphertext after encrypt-
ing xi, represented as (Ai, Bi), Epki

(·) is an encryp-
tion function, and ri is a random integer. After ob-
taining ciphertext si, it is put into the block body
together with the block’s header hash, parent hash,
timestamp, random number, and other parameters,
which serve as the block’s information m. Then, the
SHA-512 algorithm in the hash algorithm is used to
compute the summary information of m, which is
also stored in the block.

3) The transaction initiator node broadcasts the block
to the blockchain network, and every node in the
network verifies the information of the broadcasted
block. This paper uses the practical byzantine fault
tolerance (PBFT) consensus algorithm [9] for consen-
sus verification. When over two-thirds of the nodes
complete the verification, consensus is achieved, and
the block is appended to the main chain. Conse-
quently, the blockchain ledger of each node is up-
dated.

When the node verifies the block information, it first
uses the SHA-512 algorithm to compute the information
in the block, i.e., m, to verify whether the summary in-
formation is consistent; if it is consistent, the verification

passes and continues to the next verification step. Other-
wise, the transaction is terminated. Then, the BCP en-
cryption algorithm’s additive homomorphism is utilized
to validate the transaction information, comparing the
sum of the initiator + receiver’s account balances before
and after the transfer and the BCP encrypted ciphertexts.
The calculation formulas are:{

Epki
(x1 + y1) = Epki

(x1)⊗ Epki
(y1)

Epki(x2 + y2) = Epki(x2)⊗ Epki(y2)
(3)

where x1 and x2 are the account balances of the initia-
tor before and after the transfer, y1 and y2 are the re-
ceiver’s account balances before and after the transfer,
and ⊗ denotes the multiplication operation in the cipher
space under the same public key. The ciphertext Epki(y1)
of the account balance of the transaction receiver before
the transfer is stored in the blockchain, while the cipher-
text Epki

(y2) of the account balance after the transfer is
encrypted by the receiver with the same public key after
it receives the block information broadcast from the ini-
tiator, which is also broadcasted throughout the network.
When Epki

(x1 + y1) = Epki
(x2 + y2), the authentication

passes.

4 Simulation Experiments

4.1 Experimental Environment

The simulation experiments were conducted in a labo-
ratory setting. Various servers in the laboratory were
utilized as user nodes responsible for transferring pay-
ments. Moreover, the blockchain network was established
using virtual machines on Ethernet. These virtual ma-
chines served as some blockchain nodes. The virtual ma-
chine parameters were uniformly configured with a single-
core i5 CPU, operating at a frequency of 2.5 GHz, and
equipped with a memory of 4 GB. The virtual machine
nodes did not perform the transfer transactions as users.
Instead, they assisted in the distributed storage of trans-
action information. A total of six virtual machine nodes
were deployed for this purpose. In the laboratory setup,
the servers acted as users for the transfer transactions.
Specifically, server 1 served as the central bank responsi-
ble for transferring the transaction amount, server 2 acted
as the initiator of the transaction transfer, and server 3
acted as the receiver of the transaction transfer.

4.2 Experimental Setup

Server 2 was set up to have a 100 yuan balance in server
1’s central bank account, and server 3 was set up to have
a 0 yuan balance in server 1’s central bank account.

1) Payment information uploading test
First, server 2 initiated the operation of ”transferring
30 yuan” to server 3, and then two scenarios were set
up:
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Table 1: Transaction information query results for server 1 and virtual nodes under two payment scenarios

Scenario setting The search result of server 1 The query result of the virtual
node

Scenario 1 xx:xx:xx, server 2 transfers yuan
30 to server 3, 70 yuan balance

xx:xx:xx, server 2 transfers ***
yuan to server 3, *** yuan bal-
ance

Scenario 2 No record No record

a. The central bank transferred 30 yuan from
server 2 to server 3, and then the transaction
information is queried from server 1 and the vir-
tual node respectively.

b. Server 1 was interfered so that the central bank
fails to transfer 30 yuan from server 2 to server
3 but transfers it to another virtual node, and
then the transaction information was queried
from server 1 and the virtual node, respectively.

2) Operational efficiency of the blockchain-based pay-
ment model
50, 100, 150, 200, and 250 transactions were set, re-
spectively. The encryption time consumed by the
transaction initiator and the decryption time con-
sumed by the transaction receiver and the central
bank in the payment mode under different transac-
tion volumes were recorded.

3) Security testing of the blockchain-based payment
mode
In order to test the security of the payment mode, an
additional server, server 4, was set up as a third-party
attacker. The attacker comes to launch an attack to
brute force the encrypted transaction information,
and the time of brute force was set to 10, 20, 30, 40,
and 50 min, respectively.

4.3 Experimental Results

To verify the uploading function of the proposed
blockchain-based payment mode, two scenarios, namely
Scenario 1 and Scenario 2, were set up. The query re-
sults of the payment operation by server 1 and virtual
nodes under these scenarios are presented in Table 1.
In Scenario 1, which represents a normal payment sce-
nario, server 1 and the virtual nodes could retrieve the
corresponding transaction information records. The dif-
ference was that server 1 could access complete transac-
tion amounts while the virtual node could not. On the
other hand, in Scenario 2, an abnormal payment scenario
occurred after the central bank was disrupted. In this sce-
nario, neither the server nor the virtual nodes could locate
the relevant transaction records. The interference with
the central bank prevented normal money transfers, lead-
ing to the block containing transaction information failing

to pass verification during the uploading process. Conse-
quently, the transaction was terminated, resulting in the
absence of transaction information in the blockchain.

The operational efficiency of the blockchain-based pay-
ment mode was tested, and the results are presented in
Table 2. The table demonstrated that both encryption
and decryption time increased as the transaction volume
increased. The average encryption efficiency of the ini-
tiator was 29 sums/s. The receiver’s average decryption
efficiency was 71 sums/s. The central bank’s average de-
cryption efficiency was 35 sums/s. These results showed
that the receiver exhibited the highest efficiency in pro-
cessing transaction information, while the initiator’s pro-
cessing efficiency was the lowest. This discrepancy can be
attributed to the fact that during the decryption process,
the receiver did not actually convert the ciphertext into
plaintext. Instead, it verified the correctness of the trans-
action information by using the BCP encryption algo-
rithm’s additive homomorphism to perform homomorphic
multiplication operations. This approach significantly re-
duced the time consumption involved in the process.

The extent of brute force cracking of transaction in-
formation using the third-party server is illustrated in
Figure 2. The figure depicts that as the cracking time
increased, the completeness of the third-party server’s vi-
olent decryption of the transaction information also in-
creased. However, it is observed that the rate of increase
in decryption completeness gradually slowed down. Even
after 50 minutes of violent cracking, the decryption com-
pleteness reached only 5.4%. Furthermore, with the in-
crease of the cracking time, the decryption completeness
stabilized, indicating that the security of the ciphertext
can be guaranteed.

5 Conclusion

This paper briefly overviews the payment mode for e-
commerce import and export trade based on blockchain
technology. The approach utilizes blockchain to store
transaction information and employs the BCP encryp-
tion algorithm to encrypt transaction amounts. Addi-
tionally, the additive homomorphism property of the en-
cryption algorithm assists in storing and validating the
blockchain. Subsequently, laboratory simulation experi-
ments were conducted. In the normal payment scenario,
the central bank’s server and other virtual nodes queried
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Table 2: Operational efficiency of the blockchain-based payment mode

Average efficiency
Trading volume 50 sums 100 sums 150 sums 200 sums 250 sums (sum/s)

The encryption time of
the initiator/s

1.73 3.45 5.17 6.90 8.62 29

The decryption time of
the receiver/s

0.71 1.41 2.11 2.82 3.52 71

The decryption time con-
sumption of the central
bank/s

1.43 2.86 4.28 5.71 7.14 35

Figure 2: The cracking degree of the encrypted informa-
tion using brute force cracking by the third-party server

transaction information. However, only server 1 accessed
the complete transaction amount, while the virtual nodes
did not obtain specific transaction amounts. In the ab-
normal payment scenario, the server acting as the central
bank and other virtual nodes could not query transac-
tion information. The time consumption for encryption
and decryption increased with the transaction volume.
The average encryption efficiency of the initiator was 29
sums/s. The average decryption efficiency of the receiver
was 71 sums/s. The central bank’s average decryption ef-
ficiency was 35 sums/s. The completeness of transaction
information after decryption using brute force by a third-
party server increased with the cracking time. Moreover,
there was a gradual stabilization trend in the complete-
ness of decryption as the cracking time increased.
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Abstract

Matrix transformation has been successfully used in
image encryption. However, conventional image encryp-
tion algorithms often employ fixed transformation matri-
ces, which limits the randomness and versatility of im-
age encryption. This paper proposes an image encryp-
tion algorithm based on dynamic transformation matrices
to address this issue. Random variables generated from
chaotic sequences correlated with the plaintext are used
to select the transformation matrices. As a result, even
slight changes in the plaintext or chaotic sequences lead
to completely different encryption results. Furthermore,
the proposed algorithm combines dynamic transformation
matrices with Zigzag transformation to further shuffle the
color image’s R, G, and B components, thereby enhancing
the encryption effectiveness. Experimental simulations
and result analyses demonstrate the algorithm’s strong
security and high efficiency.

Keywords: Chaotic System; Color Image Encryption;
Transformation Matrix; ZigZag Transform

1 Introduction

With the development of the Internet and the explosive
growth of digital data, digital images have been widely
used in various fields, including communication, storage,
medical imaging, military intelligence, etc. Therefore, the
demand for protecting images has become increasingly ur-
gent. These factors have prompted researchers to conduct
in-depth research on image encryption to ensure the secu-
rity and privacy of images and meet the security require-
ments of image data in the digital age [5, 12,13,21,25].

Image encryption is a technique that transforms image
data into an unreadable form to ensure the security and
privacy of images during transmission and storage. It ap-
plies cryptography and algorithms to transform images,
making it difficult for unauthorized individuals to under-
stand or restore the original image content [2,4,20,22,23].

Traditional encryption methods such as Data Encryp-

tion Standard [3], Advanced Encryption Standard [17],
Rivest Shamir Adleman [14], and Elliptic Curve Cryptog-
raphy [16] are mainly suitable for encrypting text data.
Image data is two-dimensional, large scale, and not free
from redundancy. It features visual perception, contex-
tual relevance, and diversity. All these make traditional
encryption algorithms unsuitable for image encryption.

Chaos is a complex, unpredictable, and highly sensitive
dynamic behavior. Chaos exhibits characteristics such as
unpredictability, sensitivity to initial conditions, aperiod-
icity, fractal structure, and specific statistical properties.
These characteristics make chaos an interesting and com-
plex phenomenon and have wide research and application
values in fields such as science, mathematics, and engi-
neering. Chaos has also been widely applied in image
encryption [10, 18, 26]. By combining chaotic sequences
with image data, highly random encrypted images can be
generated. This method exhibits strong resistance against
statistical analysis and cryptographic attacks but requires
high parameters and initial conditions for the decryption
process.

There is a close relationship between images and ma-
trices. In computers, images are typically represented and
processed as matrices or multidimensional arrays. In re-
cent years, researchers have proposed image encryption
algorithms based on matrix transformations [1,7,9]. How-
ever, the transformation matrices used are often fixed and
unchanged, which limits the randomness and usability of
image encryption. To that end, this paper proposes an
image encryption algorithm with dynamically changing
parameters to enhance the complexity and security of the
encryption process.

The rest of the paper is organized as follows. In Sec-
tion 2, we review some fundamental knowledge. Section 3
introduces the the proposed image encryption scheme.
Section 4 presents the experimental results and the se-
curity of the presented method. Finally, we conclude this
paper in Section 5.
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2 Fundamental Knowledge

2.1 Transformation Matrices

Digital image data can be represented by matrices, so
matrix theory and matrix algorithms can be used to ana-
lyze and process images. Performing matrix transforma-
tion on plaintext images can change pixel values and mask
plaintext information, thus encrypting the data. The
transformation matrix must be reversible to restore a ci-
phertext image to a plaintext one. Reference [6] provided
a good method to generate transformation matrices.

Assuming x is a positive integer and a(x)i,j =
Ci−1

x+j−1, 1 ≤ i, j ≤ n, we can further define the matrix
A as follows:

A =

a(x)1,1 ... a(x)1,n
...

...
...

a(x)n,1 ... a(x)n,n

 . (1)

A is an integer type matrix, and its inverse matrix B
is

B =

b(x)1,1 ... b(x)1,n
...

...
...

b(x)n,1 ... b(x)n,n

 . (2)

where b(x)i,j = (−1)i+j
∑n−j

l=0 Cl
x+l−1C

i−1
l+j−1.

According to the above matrix generation method, we
can generate different transformation matrices for image
encryption.

2.2 Zigzag Transform

Zigzag transform is a classic method for scanning ma-
trix elements and can be used for image scrambling [24].
The matrix elements are scanned in a ”Z” shape order,
and then the scanned elements are sequentially stored in
a vector. Finally, the vector is transformed back into a
two-dimensional matrix. A specific process of the Zigzag
transform is shown in Figure 1.

Figure 1: Zigzag Transform.

2.3 Chaotic Systems

In 2022, Sahoo presented a modified three dimensional
Chen chaotic system with multi-wings attractors, which
is described by the following equation [15]:

ẋ1 = a(x2 − x1)

ẋ2 = cx2 − x1x3(1− ksin(k1x3)) + (c− a)x1

ẋ3 = −bx3 + x1x2

(3)

where x1, x2, x3 are state variables, and a, b, c, k, k1 are
system parameters. When the system parameters are a =
35, b = 3, c = 28, k = 0.5, k1 = 1, the chaotic system (3)
exhibits complex chaotic behavior. In addition, it has a
higher value of the largest Lyapunov exponent than the
original Chen chaotic system. The state space plots for
system (3) are shown in Figure 2.

Figure 2: Typical dynamical behaviors of the chaotic sys-
tem.

3 The Encryption Method

Assume that the size of the color plain image P0 is M
× N × 3, where M and N are the height and width of
the image, respectively. Denote the color components of
red, green and blue of P0 as PR, PG and PB , respectively.
The specific steps of the proposed encryption algorithm
are described as follows:

3.1 Generation of the Chaotic Encryp-
tion Sequences

Calculate The initial values x0, y0, z0 of the chaotic sys-
tem (3) utilizing the following equations:

x0 =
∑

ij PRij

255MN + 0.01

y0 =
∑

ij PGij

255MN + 0.02

z0 =
∑

ij PBij

255MN + 0.03

(4)
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and choose the system parameters a, b, c, k, k1.
Do the iteration system (3) L + 2000 times with the

parameters x0, y0, z0 and then remove the former 2000
values so that three chaotic sequences xs, ys, zs of length
L are gotten, where L = M×N . Calculate four sequences
m1,m2,m3 and T which will be used in the following
encryption process with xs, ys, zs by

m1 = |xs| × 1015 mod 256

m2 = |ys| × 1015 mod 256

m3 = |zs| × 1015 mod 256

T = |xs| × 1013 mod 3 + 1

(5)

3.2 Pixel Scrambling

The main purpose of pixel scrambling is to disrupt the
spatial correlation between adjacent pixels and conceal
the original visual information of an image. The steps for
pixel scrambling are as follows:

1) The three components R, G, and B of a plain image
are arranged in a row from top to bottom and from
left to right. They are then recombined into a matrix
P1 with a size of 3× L.

2) The Zigzag transformation method is applied H
times to P1 and then we can obtain the corresponding
scrambled matrix P2, where H is a positive integer.

Through pixel scrambling, not only the correlation
among pixels is disrupted, but the effective fusion of the
elements from the different R, G, and B components is
also achieved.

3.3 Matrix Transformation

For each column of the matrix P2, a transformation
matrix is selected and applied based on the random num-
ber sequence T . Specifically, for the i − th column of
matrix P2, we construct a transformation matrix A using
the parameter T (i) and perform a matrix transformation
on it to obtain the new elements of the i− th column:

P3(:, i) = A(T (i))P2(:, i) mod 256 (6)

where 1 ≤ i ≤ L.
After applying the matrix transformation to all

columns, we obtain a new matrix P3. Since the sequence
T consists of three elements, there are a total of three
different transformation matrices. On the other hand,
the sequence T is generated from plaintext image and
chaotic sequence so that it possesses a certain level of ran-
domness. Therefore, the dynamic matrix transformation
method proposed in this article can enhance the encryp-
tion effect of the matrix.

3.4 Pixel Diffusion

We perform a diffusion operation on P3 to further alter
the pixel values. The specific method is to perform XOR

Figure 3: The experimental results of the encrypted im-
ages. (a) The original images. (b) The encryption images.
(c) The decryption images.

operations between the 1st, 2nd, and 3rd rows of P3 with
the sequences m1, m2, and m3 respectively as follows:

CR = P3(1, i)⊕m1(i)

CG = P3(2, i)⊕m2(i)

CB = P3(3, i)⊕m3(i)

(7)

Transform the R, G, B components CR, CG, CB into
matrix forms and combine them to demonstrate the en-
crypted color image C.

The decryption process is the inverse process of encryp-
tion and is omitted here for the sake of simplicity.

4 Tests and Analysis of the Pro-
posed Scheme

In the experiment, three standard color images Pep-
pers, Pine, and House from the USC-SIPI database are
selected as test images, all of which are of the same size
256 × 256 × 3. The encrypted and decrypted images ob-
tained are shown in Figure 3. From Figure 3, it can be
observed that the encrypted images appear as disordered
snowflake-like noise, indicating that the encrypted images
perfectly hide the information of the original images. Ad-
ditionally, the decrypted images appear identical to the
original images, confirming the effectiveness of the de-
cryption algorithm.
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Figure 4: Histograms of Peppers in red, green, and blue.
Histograms of original and corresponding encrypted im-
ages are displayed in rows 1 and 2, respectively.

4.1 Key Space Analysis

In the algorithm used in this paper, the key space con-
sists of five parameters (x0, y0, z0, a, b, c, k, k1), which are
the initial values of the chaotic system parameters and the
control parameter of the chaotic system. Assuming that
each parameter is represented with double precision accu-
racy up to 15 decimal places and considering the number
of pixel scrambling H, the key space is more than 10120,
which is large enough to resist violent attacks.

4.2 Histogram Analysis

The histogram reflects the distribution of pixel values
in digital images. A good encryption algorithm should
have a uniformly distributed histogram of the ciphertext
image, so that attackers cannot obtain the information
about the plaint image through the histogram. Figure 4
shows the histograms of Peppers. As shown in Figure 4,
the histograms of the encrypted images are evenly dis-
tributed, which can effectively mask the distribution in-
formation of the plain image, thus resisting histogram at-
tacks.

4.3 Correlation Analysis

There is a significant correlation among adjacent pix-
els in a plain image. After the image is scrambled and
encrypted, it is necessary to reduce the pixel correlation
to the point where adjacent pixel values have no dis-
cernible pattern. The calculation formula for the correla-
tion among adjacent pixels in an image is as follows [19]:

rxy =

∑N
i=1((xi − E(x))(yi − E(y)))√

(
∑N

i=1(xi − E(x))2)(
∑N

i=1(yi − E(y))2)
(8)

E(x) =

N∑
i=1

xi (9)

Figure 5: Correlation distributions of plaintext Lena im-
age in each direction.

Figure 6: Correlation distributions of encrypted Lena im-
age in each direction.

E(y) =

N∑
i=1

yi (10)

where xi and yi are gray-level values of the selected adja-
cent pixels, and N is the number of sample pixels.

Randomly selecting 3000 adjacent pixels from the stan-
dard test image Peppers and its encrypted image, the
Equation (8) are used for correlation analysis. The se-
lected pixels are paired, with the grayscale value of the
previous point as the x-coordinate and the grayscale value
of the subsequent point as the y-coordinate, resulting in
Figure 5 and Figure 6. It can be observed that the orig-
inal image exhibits high correlation and is mostly con-
centrated near a line with a slope of 1, while the en-
crypted image is distributed uniformly within a rectan-
gular region. Quantitative analysis of their correlation
using Equation (8) is shown in Table 1 and Table 2. From
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Table 1: Correlation coefficients of the R,G and B com-
ponents of the plaintext color image of Peppers.

Component Horizontal Vertical Diagonal
R component 0.9319 0.9261 0.8835
G component 0.9664 0.9662 0.9427
B component 0.9298 0.9314 0.8900

Table 2: Correlation coefficients of the R,G and B com-
ponents of the encrypted color image of Peppers.

Component Horizontal Vertical Diagonal
R component -0.0245 -0.0256 -0.0011
G component -0.0037 0.0194 -0.0228
B component 0.0057 -0.0087 -0.0079

Tables 1 and 2 and Figures 5 and 6, it can be seen that
adjacent pixels in the plaintext image exhibit high corre-
lation, while the adjacent elements in the encrypted im-
age are nearly uncorrelated, indicating that the algorithm
effectively destroys the correlation of the plaintext infor-
mation.

4.4 Information Entropy Analysis

Information entropy reflects the randomness and disor-
derliness of information. The higher the entropy of the en-
crypted image, the greater the randomness and the higher
the security. The formula for information entropy is [8]:

H(m) = −
255∑
i=0

P (mi) log2 P (mi) (11)

where mi is the i− th gray level for the digital image and
P (mi) represents the probability of mi.

For a color image, we can calculate the information
entropies of the R, G and B components respectively. The
information entropies of R, G and B components of the
original Peppers image are 7.3920, 7.6150 and 7.1738. The
information entropies of R, G and B components of the
encrypted Peppers image are 7.9974, 7.9970 and 7.9971,
which are all very close to the ideal value 8, indicating that
the algorithm exhibits good randomness and security.

4.5 Analysis of Differential Attack Resis-
tance

The resistance to differential attacks is an important
indicator for evaluating the effectiveness of image encryp-
tion. It measures the impact of making small changes
to the pixel values of a plaint image on the resulting en-
crypted cipher images. The greater the impact, the higher
the sensitivity of the encryption algorithm to changes in
the plain image, and the higher its resistance to differ-
ential attacks. Typically, two metrics, Number of Pixels
Change Rate (NPCR) and Unified Average Changing In-
tensity (UACI), are used to assess it. The NPCR and

UACI values can be calculated by [11]:

NPCR =

∑
ij Dij

W ×H
× 100% (12)

UACI =
1

W ×H

∑
ij (C1(i, j)− C2(i, j))

255
× 100% (13)

where C1(i, j) and C2(i, j) are the encrypted images for
the plain images and Dij is defined by

Dij =

{
0 if C1(i, j) = C2(i, j)
1 if C1(i, j) ̸= C2(i, j)

(14)

The theoretical value of NPCR is 99.609375%, and the
theoretical value of UACI is 33.463541%.

Table 3: The NPCR and UACI values

Component R G B

NPCR 99.54% 99.58% 99.22%
UACI 33.46% 33.56% 33.56%

According to Equations (12) and (13), the NPCR and
UACI values of R, G and B components of the Peppers
image are given in Table 3. It is evident that they are
very close to the theoretical values, indicating that this
algorithm has stronger resistance to differential attacks.

5 Conclusions

In this work, we proposed a novel image encryption
algorithm based on chaotic systems and dynamic trans-
formation matrices. The presented technique’s security
testing demonstrated its security and effectiveness. The
main advantages of the paper are as follows:

1) Dynamic matrix transformation can make an encryp-
tion algorithm more random and enhance the encryp-
tion effect;

2) Both Zigzag transformation and dynamic matrix
transformation can fully mix the R, G, B components
of a color image;

3) Both dynamic matrix transformation and XOR diffu-
sion operations can change the value of image pixels
to hide image information.

Therefore, dynamic transformation matrices based image
encryptions have high research prospects in the field of
information protection and worthy of further research.
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Abstract

Effectively managing Electronic Health Records (EHRs)
poses a growing challenge in today’s healthcare landscape,
particularly with the exponential increase in medical im-
age data. The surge in such data not only escalates stor-
age costs but also accentuates the immediate need for
pragmatic and innovative solutions. We present a frame-
work designed to tackle this challenge from two vital an-
gles. Firstly, we propose a Purpose-Based Access Control
(PBAC) system enforced through smart contracts, facili-
tating controlled access to Covid-CT scan medical images.
Secondly, we delve into the domain of image compression
for Covid-CT scan images, targeting a reduction in the
storage expenses associated with managing large volumes
of EHR data. Through the application of Run-Length
Encoding (RLE) image compression techniques, we effec-
tively minimize the storage footprint of EHR data. This
dual-pronged approach showcases the potential to signifi-
cantly enhance the overall efficiency and cost-effectiveness
of secure EHR management, highlighting the seamless in-
tegration of PBAC and Blockchain technologies.

Keywords: EHR; EHR Security and Privacy; Image Com-
pression; Purpose Based Access Control; Smart Contract

1 Introduction

EHRs have revolutionized healthcare by digitizing patient
information, providing efficient data management, and
improving patient care [1, 26, 27]. EHR systems encom-
pass a wide range of healthcare data, including textual
medical records, laboratory results, and medical images.
Among these, medical images, such as X-rays, MRIs, and
CT scans are pivotal for diagnosis, treatment planning,
and research. However, the substantial volume of medi-
cal image data generated in modern healthcare facilities
poses challenges in terms of storage, transmission, and

efficient utilization [2].

Effective management and secure access control to
EHRs, including medical images, are critical to ensure
patient privacy and data integrity [3]. PBAC policies
mechanisms have emerged as a powerful tool for gov-
erning access to healthcare data, allowing organizations
to enforce fine-grained access policies based on user roles
and specific purposes for access [4, 5]. The implementa-
tion of PBAC policies in healthcare systems, particularly
in the context of medical image data, requires innova-
tive approaches to ensure both security and operational
efficiency. Moreover, addressing the storage and trans-
mission challenges of medical images is paramount. Im-
age compression techniques have been instrumental in re-
ducing the storage requirements of medical images while
preserving diagnostic quality [6]. By achieving a balance
between data size reduction and image fidelity, healthcare
institutions can optimize their storage resources without
compromising patient care [7].

1.1 Our Contribution

This study aims to bridge the gap between secure access
control, efficient data management, and image compres-
sion in the context of EHRs, focusing on medical image
data. We propose a framework that combines PBAC poli-
cies enforced through smart contracts with advanced im-
age compression techniques. Through case studies and
empirical evaluations, we demonstrate the effectiveness
of our approach in reducing storage requirements while
maintaining the quality of medical images.

1) The paper introduced smart contract for purpose
based EHR access.

2) The paper presents a comprehensive analysis of case
studies showcasing the effectiveness of a proposed
PBAC policy for medical image data.
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3) Image processing techniques are applied to reduce the
storage size of medical image data while maintaining
image quality and efficiency.

The remaining sections of this article follow the fol-
lowing organization: Section 2 provides a brief litera-
ture review, summarizing the relevant existing research.
Section 3 discusses the fundamental concepts and tech-
nologies that serve as the foundation of our approach.
Section 4 presents the system architecture, outlining its
components and their interactions, as well as describing
the implemented access control policies. Finally, Sec-
tion 5 presents detailed information about our experimen-
tal setup, including the results obtained, accompanied by
an in-depth analysis of those results.

2 Literature Review

In the evolving landscape of healthcare data management,
the integration of smart contract-based access control and
PBAC has emerged as a central strategy to ensure data se-
curity and efficient access management [29]. These access
control mechanisms, when combined, offer a robust frame-
work that not only champions the cause of data security
and privacy but also significantly enhances the efficiency
quotient related to Electronic Health Record (EHR) man-
agement and storage.

Efficient management of medical image data is a
paramount concern in healthcare, given the substantial
volume generated daily. Addressing this challenge, a va-
riety of image compression techniques have been explored
to reduce storage requirements without compromising di-
agnostic quality [15]. For instance, Jayasankar et al. con-
ducted a study focusing on lossless compression methods
such as Huffman coding, Run-Length Encoding (RLE),
and Greffier in the context of medical images, assess-
ing their effectiveness in preserving image fidelity while
achieving data reduction [9] [10].

Furthermore, researchers have examined JPEG-XT
based image compression in radiology, highlighting its
efficiency in reducing file sizes without introducing ar-
tifacts in radiological images [12]. Wavelet-based com-
pression techniques have gained prominence in preserving
diagnostic quality while achieving data reduction in med-
ical imaging. Lundervold et al. explored wavelet-based
compression in MRI and CT scan images, illustrating its
potential for efficient data compression while preserving
clinical usefulness. This aligns with the broader theme of
image processing in medical imaging discussed in [13].

The Digital Imaging and Communications in Medicine
(DICOM) standard has provisions for image compres-
sion, allowing for interoperability and efficient data shar-
ing [24]. Pervan et.al presents MIDOM, a DICOM-based
medical image communication system with custom loss-
less compression methods while reducing network latency
and presenting efficient medical data sharing, especially
in underdeveloped areas [14]. Monika et.al introduces Co-
efficient Mixed Thresholding-based Adaptive Block Com-

pressed Sensing (CMT-ABCS) for efficient medical image
compression while focusing on improving image quality
measures. The proposed method eliminates blocking ar-
tifacts, reduces storage requirements, and minimizes run-
time complexity [15].

In recent years, deep learning has emerged as a promis-
ing approach to image compression [18]. Wuzhen et
al. investigated the application of convolutional neu-
ral networks (CNNs) for image compression, showcasing
the potential of deep learning techniques to outperform
traditional compression methods [17]. Additionally, re-
searchers, such as Ishware et al. and Serge et.al have com-
pared the trade-offs between lossy and lossless compres-
sion methods in medical imaging applications, weighing
factors such as compression efficiency and image quality
preservation [20] [21]. Moreover, established compression
standards like JPEG 2000 have been extensively studied
for their application in various medical imaging modal-
ities, including CT, MRI, and ultrasound. Collectively,
these studies underscore the diversity of image compres-
sion techniques applied in healthcare, each tailored to
meet the unique requirements of specific applications, re-
flecting ongoing efforts to enhance data management ef-
ficiency while preserving clinical utility. EHRs have sig-
nificantly reshaped healthcare data management, particu-
larly with the inclusion of medical images crucial for diag-
nosis and patient care [25]. Managing the ever-expanding
volume of medical image data requires effective solutions
for storage, transmission, and retrieval.

3 System Model Architecture

We provide a brief overview of fundamental concepts and
technologies that are essential for understanding the sub-
sequent discussions in the paper as shown in Figure 1.

3.1 Preliminaries

The components and stakeholders involved in the pro-
posed scheme are given below.

3.1.1 Purpose Based Access Control

PBAC is a finely-tuned access control model tailored to
EHR storage reduction through image compression. It
regulates access based on predefined purposes, safeguard-
ing patient EHR while allowing access to authorized en-
tities only for specified actions and duration, making it a
potent security measure.

3.1.2 IPFS

IPFS, integrated into the context of EHR storage reduc-
tion through image compression, is a decentralized and
scalable file storage system. It uniquely identifies and
securely stores compressed EHR images using hash keys.
This integration optimizes resource utilization, eliminates
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redundant storage, and enhances storage efficiency for re-
duced EHR data size.

3.1.3 Smart Contract

In the context of EHR storage reduction through image
compression, smart contracts automate agreements be-
tween parties like DRs and DCs. These contracts facil-
itate the enforcement of EHR storage reduction policies
and the efficient management of compressed EHR data,
all within a secure and transparent blockchain framework.

3.1.4 Image Compression

Image compression techniques, tailored for EHR storage
reduction, are essential for managing and storing the sub-
stantial volume of medical images generated in healthcare.
These techniques ensure that EHR data can be efficiently
stored in a compressed format, reducing storage require-
ments without compromising the quality and integrity of
the medical images.

3.2 System Architecture

The DR requires access to specific EHR for specific pur-
pose, and the DC agrees via smart contract to provide
the EHR after being made aware of the specific purpose
in step 1 and 2 of Figure 3. In this study the DR needs
EHR data for the purpose to reduce image storage size
by applying image processing techniques in step 4 of Fig-
ure 3.

3.2.1 Smart Contract

To ensure that the access to the EHR is done for the
intended purpose, PBAC policies are defined and de-
ployed using smart contracts. There are three smarts
contracts, Registration Smart Contract, AccessRequest
Contract and Revoke contract for secure and transpar-
ent means of ensuring that the researcher only accesses
the EHR for the agreed-upon purpose and that the DC’s
rights and interests are protected.

The Registration Smart Contract defines a registration
system where EHR owner can sign up as a ”DataOwner”
and responsible for adding EHR data details, while EHR
requester can sign up as a ”Requester” request for EHR
data. The enum Purpose is used to specify the purpose
of the EHR access being requested. It currently only in-
cludes two options, ”Trade Like” and ”Research”. The
contract also includes enum to define two types of users
and their purpose. After registration, DR made request
for specific type of EHR and for the specific purpose via
AccessRequest Contract. The contract includes a ”re-
questAccess” function that allows users to request access
to the EHR.

In instances where specific EHR are in high demand,
the DC may request payment. Upon successful pay-
ment, access to the specified EHR is granted to the DR

through the contract, marked by the emission of the Ac-
cessGranted event.

The Revoke contract empowers the DC to revoke ac-
cess in response to illegitimate use. Additionally, the DR
can report and seek payment revocation for unauthorized
EHR access, ensuring stringent control over EHR data
integrity.

3.2.2 RLE for Lossless Compression

There are two main compression techniques used in medi-
cal imaging modalities, namely lossless and lossy compres-
sion [22]. In this study we will use loseless compression
technique by applying RLE. RLE is a lossless compression
technique that works by identifying runs of consecutive
pixels with the same intensity value and replacing them
with a code that represents the length of the run and the
intensity value.

In RLE, the image is scanned row by row, and each row
is compressed separately. A run is defined as a sequence of
consecutive pixels with the same intensity value, starting
from the first pixel in the sequence and ending with the
last pixel in the sequence.

To compress a run, the length of the run and the in-
tensity value are encoded using a pair of numbers. The
length of the run is encoded using a fixed number of bits,
and the intensity value is encoded using a variable num-
ber of bits, depending on the range of intensity values in
the image.

Let I be the original image with dimensions M x N
and let i,j be the indices, of the pixel in the image I. Let
R be a run of consecutive pixels with the same intensity
value, represented as a pair of values: the length of the
run L and the intensity value v. Let E be the encoded
data generated by the RLE compression. Then, the RLE
compression equation can be written as:

E = (L1, v1)(L2, v2) . . . (Lk, vk) (1)

wherek is the number of runs in the image, and Li and
vi are the length and intensity value of the i − th run,
respectively. The length of the run Li is the number of
consecutive pixels with the same intensity value, and can
be calculated as:

Li = max(j)−min(j) + 1 (2)

where max(j) and min(j) are the indices of the last and
first pixel in the run, respectively. The intensity value vi
is the value of the pixels in the run, and can be calculated
as:

vi = I(i, j) (3)

where i and j are the indices of any pixel in the run.
The number of bits used to encode each value can vary

depending on the range of intensity values in the image,
but can be fixed for all runs in the image. In practice, the
length of the run Li can be encoded using a fixed number
of bits, while the intensity value vi can be encoded us-
ing a variable number of bits, depending on the range of
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Figure 1: Proposed Technique’s Workflow

intensity values in the image. After medical image com-
pression, there are several parameters that can be used
to assess the quality of the compressed medical images.
Some commonly used parameters are:

Mean Square Error (MSE): This is a measure of the
average squared difference between the original and
compressed images. A lower MSE value indicates a
higher quality image.

MSE =
1

N

∑∑
(xij − yij)

2 (4)

where N is the total number of pixels in the image,
xij is the value of the original image at pixel (i, j)
and yij is the value of the compressed image at pixel
(i, j).

Peak Signal-to-Noise Ratio (PSNR): This is a mea-
sure of the difference between the original and com-
pressed images. A higher PSNR value indicates a
higher quality image.

PSNR = 20× log10(MAX)−10× log10(MSE) (5)

where MAX is the maximum pixel value in the im-
age and MSE is the mean squared error between the
original and compressed images.

Structural Similarity Index (SSIM): This is a mea-
sure of the similarity between the original and com-
pressed images in terms of luminance, contrast, and
structure. A higher SSIM value indicates a higher
quality image.

SSIM =
(2µxµy + C1)(2σxy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(6)

where µx and µy are the mean values of the original
and compressed images, σx and σy are their standard
deviations, σxy is their covariance, and C1 and C2
are constants to avoid division by zero.

Compression Ratio (CR): This is the ratio of the size
of the compressed image to the size of the original
image. A higher compression ratio indicates a higher
level of compression, but may also result in lower
image quality.

CR =
Size of compressed image

Size of original image
(7)

Visual inspection: It is also important to visually in-
spect the compressed images to ensure that impor-
tant diagnostic information is not lost or distorted
during compression. These equations provide a quan-
titative way to assess the quality of compressed med-
ical images.

4 Results and Analysis

4.0.1 Access Control

After registration by Registration Contract, the DR re-
quest for EHR via AccessRequest smart contract. In
response to the heightened demand for specific EHR, a
necessary tradeoff is introduced. Healthcare Data Users
(HDU) are obligated to compensate the Healthcare Data
Custodian (DC) for accessing such data following their
request. The Registration contract, implemented on the
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Binance Smart Chain (BSC), facilitates this process, uti-
lizing Binance Coin (BNB) in wei denomination, as illus-
trated in Figure 2.

Upon successful payment, the AccessRequest contract
grants the DR access to the specified EHR at a desig-
nated location for a predefined session time, illustrated in
Figure 3.

The Revoke contract functions as a safeguard, protect-
ing the DC’s rights when there is inappropriate use of
EHR data by the DR. In such instances, the Revoke con-
tract denies access to the EHR data, ensuring the confi-
dentiality of the records.

In scenarios where DRs obtain illegitimate EHR data,
such as low-quality medical image records, the Revoke
contract promptly initiates. Additionally, DRs can re-
port instances of illegitimate EHR data. Figure 4 indi-
cates the revocation of payment to DRs who have paid
but received illegitimate EHR, as validated by Table 3
and Equations (1) ∼ (7). The BigNumber in Figure 4
represents the amount of Binance Coin in wei, which is
by default large in value for testing purpose.

Utilizing the Revoke contract, DCs guarantee that
their EHR data remains untainted by improper or un-
lawful access, while DRs receive access only to legitimate
EHR data.

Figure 5 visualizes the response times of system un-
der different PBAC policies implemented through smart
contracts. As the number of access requests to the EHR
system increases, the graph illustrates how response times
vary for policies 10, 50, and 100.

Table 1 lists gas costs of smart contracts which is im-
portant to know the computational expenses of deploying
and executing contracts. Registration Contract requires
0.002651 Eth (approximately 1.93 US$), AccessRequest
Contract 0.00262 Eth (about 1.19 US$), and Revoke Con-
tract 0.002632 Eth (approximately 0.8 US$).

Table 1: Gas Costs Used in Contracts
Contract Gas Cost Gas Cost $
Contract in Eth in US$
Registration Contract 0.002651 1.93
AccessRequest Contract 0.00262 1.19
Revoke Contract 0.002632 0.8

4.1 Image Processing Compression Tech-
nique

We applied the RLE compression technique to the CT-
Scan images of lungs which where taken from dataset [27]
and [28] to conduct experiments. Three kinds of three
CT-Scan images of lungs were chosen : a healthy lung
image, a moderately COVID-19 affected lung image, and
a low-quality blurry image as illegitimate EHR data. The
objective is to reduce image storage size while maintaining
image quality so accordingly, we adjusted the compression
ratio based on the quality of each image.

4.1.1 Applying RLE Compression Technique to
Image of Healthy Lungs

Run-Length Encoding (RLE) is a simple yet effective loss-
less compression technique that capitalizes on the pres-
ence of consecutive repeated values in data. In the context
of medical imaging, especially CT-Scan images of lungs,
the application of RLE can be particularly beneficial given
the repetitive patterns often found in such images.

For our experiment, we selected a high-resolution CT-
Scan image of a healthy lung as a representative sample.
This image, characterized by its clear and distinct pat-
terns, serves as an ideal candidate to demonstrate the
efficiency of the RLE compression technique.

Upon applying RLE to the original healthy lung image,
we obtained compressed versions of the image, which are
visually represented in Figure 6 Original and in Figure 7
compressed respectively. The primary goal of this com-
pression was not only to reduce the storage size but also
to ensure that the diagnostic quality of the image remains
uncompromised.

A comparative analysis between the original and com-
pressed images was conducted to evaluate the effective-
ness of the RLE compression. The results of this analysis
are tabulated in Table 2. As observed, the Mean Squared
Error (MSE), Peak Signal-to-Noise Ratio (PSNR), Root
Mean Square Error (RMSE), Artifact Power, Multi-Scale
Structural Similarity Index (MSSIM), Compression Ratio
(CR), and Image Size parameters provide a comprehen-
sive insight into the quality and efficiency of the compres-
sion.

The data suggests that while there is a noticeable re-
duction in image size (from 72 KB to 25 KB), the im-
age quality metrics, especially PSNR and MSSIM, indi-
cate that the integrity and clarity of the image have been
largely preserved. This underscores the potential of RLE
as a viable compression technique for medical images, bal-
ancing both storage efficiency and image quality.

4.1.2 Applying RLE Compression Technique to
CT-Scan Image of Moderately COVID-19-
Affected Lung

In the realm of medical imaging, CT-Scan images of lungs
affected by COVID-19 present unique challenges due to
the varying patterns of lung damage caused by the in-
fection. For this experiment, a CT-Scan image showcas-
ing a moderate level of COVID-19 infection was chosen.
This image, with its distinct patterns of infection, offers a
unique opportunity to evaluate the efficacy of RLE com-
pression in preserving diagnostic details.

After applying RLE to the original image, the com-
pressed versions were obtained, as depicted in Figure 8
original) and in Figure 9 (compressed) respectively. A de-
tailed analysis, summarized in Table 3 was conducted to
assess the quality of the compressed image. The metrics,
including MSE, PSNR, RMSE, Artifact Power, MSSIM,
CR, and Image Size, suggest that while the image size
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Figure 2: Successful Payment for EHR Access

Figure 3: EHR Access Granted

Figure 4: Revoke Payment After Receiving Illegitimate EHR

Table 2: Quality Performance Parameter of Healthy Lung
Test Image MSE PSNR RMSE Artifact Power MSSIM CR Image Size (KB)

Original 311.84 29.24 27 0.03 0.49 87 72

Compressed 395 28 29.99 0.032 0.043 88 25
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Figure 5: Response Time for Varying Policies

Figure 6: Original Image of Healthy Lungs

was significantly reduced (from 74 KB to 22 KB), the di-
agnostic quality remained largely intact, making RLE a
promising technique for compressing CT-Scan images of
COVID-19 affected lungs.

4.1.3 Applying RLE Compression Technique to
CT-Scan Lung Image of Low Quality

Low-quality medical images, especially those that are
blurry or lack clarity, pose significant challenges for com-
pression techniques due to the inherent lack of distinct
patterns. The inherent lack of distinct patterns can make
the compression process less effective and, in some cases,
further degrade the image quality.

In this context, a low-quality CT-Scan lung image was
subjected to RLE compression. The resulting compressed
images are illustrated in Figure 10 . Note that as shown
in Figure 10 failed to yield satisfactory results for quality
performance parameters as shown in Table 4, which was

Figure 7: Compressed Image of Healthy Lungs

further confirmed through visual inspection. The RLE
compression did not yield satisfactory results for this par-
ticular image. The degradation in quality was evident,
suggesting that RLE might not be suitable for compress-
ing low-quality medical images due to significant degra-
dation in image quality.

Furthermore, such unsatisfactory results can have im-
plications in the medical diagnosis process. As discussed
in section 4.0.1 and as illustrated in Figure 10. DR can
report these inadequacies and potentially request a revo-
cation of payment due to the compromised/ illegitimate
image quality. This emphasizes the importance of en-
suring that compression techniques are carefully chosen
based on the quality and characteristics of the medical
images.

A sample of 50 lung images, comprising both normal
and images affected by COVID-19, was extracted from
dataset [27] and [28] to conduct an empirical evaluation
of the RLE image compression technique. The experimen-
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Table 3: Quality Performance Parameter of Moderately COVID-19 Affected Lung Image
Test Image MSE PSNR RMSE Artifact Power MSSIM CR Image Size (KB)

Original 311.84 29.24 27 0.03 0.49 87 74

Compressed 395 28 29.99 0.032 0.043 88 22

Table 4: Quality Performance Parameter of COVID-19 Lung Image
Test Image MSE PSNR RMSE Artifact Power MSSIM CR Size (KB)

Original 1.8 45 1.34 1222901 0.99 10 45

Figure 8: Original Image of Covid 19-Effected Lungs

Figure 9: Compressed Image of Covid-19 Effected Lungs

Figure 10: Illegitimate Image

Figure 11: Image Size Before and After Compression
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tal results demonstrated a substantial reduction in image
size, with compression ratios ranging from 45% to 68%,
as depicted in the Figure 11.

4.1.4 Limitations

This technique is primarily recommended for deployment
in contexts prioritizing cost efficiency, where minor com-
promises to image quality are acceptable.However, its ef-
fectiveness may be limited in scenarios where high-fidelity
image reproduction is crucial for detailed image analysis
and diagnostic evaluation. For instance, its suitability for
subnodular applications may be limited.

4.1.5 The Experiment Setup Information

The experiments of this scheme were conducted on macos
ventura version 13.2.1 with Apple M1 Pro i9 @3.20 GHz
and 16GB RAM. We used solidity 0.8.18 latest version
with hardhat also used hardhat optimizer enabled with
100 and deployed it on hardhat local network, ganache
network and BSC testnetwork.to verify all code on BSC
explorer to show transparently all codes.

Our image processing setup utilized a high-
performance workstation with a dedicated GPU and
high-speed SSDs for efficient data handling. The soft-
ware suite included MATLAB, Python with OpenCV,
Adobe Photoshop, and ImageJ, catering to various
image enhancement and analysis needs. Equipment
like high-resolution scanners tools like GIMP and NIH
Image facilitated additional manipulation and statistical
analysis of images.

5 Conclusion and Future Work

In this study, we introduced an innovative approach that
integrates PBAC policies with blockchain’s smart con-
tracts to fortify the security and streamline the manage-
ment of EHR data. By synergizing PBAC’s robust access
control mechanisms with the immutable and transparent
nature of smart contracts, we’ve crafted a formidable de-
fense against potential breaches, ensuring utmost privacy
and security of EHRs.

Furthermore, the incorporation of image compression
techniques not only optimizes storage but also enhances
the efficiency of EHR data management. Looking ahead,
we envision refining our model with advanced crypto-
graphic techniques and exploring the potential of AI-
driven analytics to further enhance the integrity and util-
ity of EHR systems.
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Abstract

The escalating growth of the Internet of Things (IoT) has
precipitated heightened concerns regarding security, par-
ticularly with the proliferation of IoT botnets orchestrat-
ing malicious activities. This study addresses the critical
imperative for the precise detection of IoT botnet attacks
by introducing a pioneering approach based on ensem-
ble and meta-ensemble techniques. Drawing upon the
N-BaIoT dataset, this research explores the efficacy of
ensemble strategies and innovative meta-ensemble meth-
ods to rectify existing gaps in IoT security measures.
The results exhibit exceptional accuracy, with the ensem-
ble model achieving a peak rate of 99.93%. The meta-
ensemble method further enhances overall detection ac-
curacy to an impressive 99.95%. These findings under-
score the robust performance of the proposed approach
across diverse IoT scenarios, signifying a significant ad-
vancement in IoT security. By offering insights into effec-
tive botnet attack detection and fortifying the integrity
of IoT networks, this research contributes substantially
to the ongoing discourse in cybersecurity.

Keywords: Ensemble Learning; IoT Botnet; IoT Security;
Internet of Things; Machine Learning

1 Introduction

The transformative expansion of the Internet of Things
(IoT) has reshaped various sectors, introducing unprece-
dented connectivity and automation in domains such as
healthcare, transportation, and smart homes [1, 2]. As
this exponential growth unfolds, it brings with it sig-
nificant challenges, notably in the realm of cybersecu-
rity. With billions of interconnected devices, the esca-
lating potential for malicious activity and cyberattacks
underscores the critical need to secure IoT systems [3,4].
Among the myriad threats, IoT botnets have emerged as
a major concern, orchestrating large-scale distributed de-
nial of service (DDoS) attacks, unauthorized data access,

and malware propagation [5,6]. Detecting and mitigating
these botnet attacks is imperative for safeguarding the
security and integrity of IoT networks [7].

In response to the limitations of existing IoT bot-
net detection methods, this study proposes an innovative
machine learning-based approach. Traditional methods
face challenges in terms of accuracy, adaptability, and re-
silience [8, 9]. Leveraging Ensemble and Meta Ensemble,
which harness the collective intelligence of multiple ma-
chine learning classifiers, our study aims to provide a more
robust solution. The N-BaIoT dataset, capturing real-
world IoT network traffic, is employed to gain insights
into botnet attack patterns [10]. This dataset provides us
with valuable insights into the unique characteristics and
patterns of botnet attacks in the IoT environment. Ta-
ble 1 presents a comprehensive overview of devices along
with their corresponding Benign and Malicious data. The
provided device IDs will be referenced throughout the re-
search article to uniquely identify each device. The ta-
ble includes a total of 9 real IoT devices which make up
the N-BaIoT collection. Notably, each separate device
corresponds to a distinct dataset, equating to a total of
nine independent datasets. We use the most advanced
machine learning algorithms, including Naive Bayes, De-
cision Trees, and Random Forests, to develop individ-
ual classifiers that can effectively identify botnet attacks.
These classifiers are trained and evaluated using the N-
BaIoT dataset, allowing us to evaluate their performance
and identify their strengths and weaknesses. We apply
all classifiers on each Device’s dataset and this gives us a
handful of information about IoT Botnets.

Despite significant advancements in IoT security mea-
sures, the detection and mitigation of botnet attacks re-
main key challenges. Existing methodologies often fall
short in detecting innovative botnet activities amidst le-
gitimate IoT traffic, primarily due to their limited ro-
bustness and adaptability. Also, the dynamic nature of
IoT environments exacerbates the complexity of detect-
ing anomalous behaviors indicative of botnet incursions.
Traditional approaches falter in keeping pace with the
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evolving tactics employed by malicious actors, thereby
leaving IoT networks vulnerable to exploitation. Address-
ing these challenges requires the development of innova-
tive detection techniques that can accurately identify and
mitigate IoT botnet threats. By leveraging advanced ma-
chine learning techniques such as Ensemble and Meta En-
semble, our research aims to bridge this gap by providing
a robust and adaptive solution capable of enhancing the
security of IoT systems.

The research methodology revolves around the collec-
tive intelligence of diverse machine learning algorithms to
construct a robust botnet detection framework. Initially,
we employ a Voting Classifier in the Ensemble phase,
which amalgamates the predictions of multiple base clas-
sifiers, including Naive Bayes, Decision Trees, and Ran-
dom Forests, to yield a consensual decision. This ensem-
ble approach harnesses the diverse strengths of individual
classifiers, thereby enhancing the overall detection accu-
racy and resilience. Subsequently, in the Meta Ensemble
phase, we employ a Gradient gradient-boosting classifier,
which iteratively trains weak learners to form a strong
learner capable of discerning intricate patterns inherent
in botnet activities. This meta-ensemble strategy further
refines the detection capabilities by leveraging the feed-
back loop between base classifiers, enabling the system
to adapt dynamically to evolving threats. By integrating
these advanced techniques with the comprehensive anal-
ysis of the N-BaIoT dataset, our methodology facilitates
a holistic understanding of botnet behaviors and empow-
ers the detection framework with the agility required to
mitigate emerging threats effectively.

1.1 Our Contribution

This research represents a significant advancement in the
field of IoT security by introducing an ensemble and meta-
ensemble approach tailored for IoT botnet detection. By
surpassing the limitations of conventional methodologies,
the study lays the foundation for a robust and adaptive
detection framework capable of mitigating the escalating
threat landscape posed by IoT botnets. The utilization
of ensemble strategies, coupled with meta-ensemble tech-
niques, offers a paradigm shift in enhancing detection ac-
curacy and resilience. Through rigorous experimentation
and analysis, the efficacy of the approach in discerning
complex botnet activities amidst legitimate IoT traffic is
demonstrated, thereby fortifying the security posture of
IoT networks. Moreover, the research contributes to the
broader discourse on cybersecurity by showcasing the po-
tential of advanced machine learning techniques in ad-
dressing emergent threats in IoT ecosystems. The in-
sights obtained from this study pave the way for the de-
velopment of proactive security measures aimed at safe-
guarding the integrity and confidentiality of IoT systems
against malicious intrusions.

� Development of Ensemble and Meta-Ensemble Mod-
els: We propose innovative ensemble and meta-
ensemble models tailored for IoT botnet attack de-

tection, leveraging the collective strength of multiple
classifiers to enhance detection accuracy and robust-
ness.

� Comprehensive Evaluation Across Diverse Datasets:
Our study conducts a thorough evaluation of the pro-
posed models across nine diverse IoT device datasets,
demonstrating their adaptability and generalization
across various sub-datasets. This comprehensive as-
sessment underscores the models’ suitability for real-
world IoT environments.

� Superior Performance and Strategic Technique In-
tegration: Our proposed models consistently out-
perform existing state-of-the-art studies, showcasing
superior accuracy, precision, recall, and F1 score.
By strategically integrating ensemble and meta-
ensemble methods, our approach addresses the com-
plex challenges of IoT botnet attack detection, pro-
viding valuable insights for future research in IoT
security.

2 Literature Review

In this section, we present a comprehensive review of
the existing literature and research concerning IoT bot-
net attack detection and machine learning methodologies.
Various methodologies, techniques, and algorithms pro-
posed in prior studies are explored, shedding light on their
strengths, limitations, and the gaps they leave to be ad-
dressed. The primary aim of this literature review is to
contextualize our research and underscore the novelty and
contribution of our work in the field.

Hostiadi et al. (2016) utilized the benchmark BoTNet
dataset and demonstrated that a randomized data par-
titioned learning model-based approach achieve an accu-
racy of 99.98% in just 21.38 seconds of training time [11].
Similarly, Chowdhury et al. (2016) emphasized the ne-
cessity of employing two machine learning algorithms,
achieving a false positive rate of 0.09%, to reliably detect
network traffic incursions [12]. Researchers have also de-
veloped strategies for identifying questionable texts utiliz-
ing a range of unsupervised machine learning approaches,
yielding accuracy rates as high as 90% [13]. Indre et al.
(2016) proposed connecting digital enterprises to the sup-
ply chain to mitigate security concerns associated with
IoT infrastructure [14].

The proliferation of IoT botnets as a significant threat
to IoT system security has spurred extensive research
into effective detection methods. Anomaly-based detec-
tion techniques, leveraging statistical models and ma-
chine learning algorithms, have been widely investigated
to identify abnormal behaviors in network traffic. Studies
by Asgharzadeh et al. (2023) and Bhavsar et al. (2023)
have proposed anomaly detection approaches utilizing
features extracted from IoT network traffic, demonstrat-
ing promising results in detecting botnet activities [15,16].
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Table 1: Dataset Information for 9 Real IoT Devices in N-BaIoT
Device ID Device Name Benign Rows Botnets Rows

1 Danmini Doorbell 49548 886768
2 Ecobee Thermostat 13113 735395
3 Ennio Doorbell 39100 846306
4 Philips B120N10 Baby Monitor 175240 775156
5 Provision PT 737E Security Camera 62154 766106
6 Provision PT 838 Security Camera 98514 738377
7 Samsung SNH 1011 N Webcam 52150 839269
8 SimpleHome XCS7 1002 WHT Security Camera 46585 856870
9 SimpleHome XCS7 1003 WHT Security Camera 19528 831298

Signature-based detection techniques, relying on prede-
fined attack patterns, have also been explored [17]. How-
ever, these techniques are limited in their ability to detect
novel IoT botnet attacks.

Research in IoT security has seen significant advance-
ments, with studies exploring various techniques for bot-
net detection. Sakthipriya et al. (2023) conducted a
comparative analysis of dimensionality reduction meth-
ods, revealing the superiority of the autoencoder algo-
rithm in achieving a remarkable accuracy of 95.02% on the
N-BaIoT dataset [18]. Meanwhile, Umair et al. (2023) in-
vestigated the efficacy of spiking neural networks (SNNs)
for malware classification, achieving 71% accuracy and
highlighting the potential of SNNs in event-driven clas-
sification tasks [19]. AL-Akhras et al. (2023) delved
into intrusion detection systems (IDS) for IoT environ-
ments, showcasing the effectiveness of noise filtering al-
gorithms like RENN and DROP5 in improving accuracy
on datasets including N-BaIoT. These studies collectively
contribute to bolstering the security framework of IoT
systems through innovative detection methodologies [20].

Machine learning has garnered significant attention for
IoT botnet attack detection due to its ability to assess
intricate patterns and adapt to new threats. Popular ma-
chine learning algorithms employed in this context include
Naive Bayes, Decision Trees, and Random Forests. Stud-
ies by Garg et al. (2021) and Ahmed et al. (2022) have ex-
amined the effectiveness of Naive Bayes in detecting bot-
net attacks by analyzing network traffic features [21, 22].
Decision Tree algorithms, as investigated in the study by
Saif et al. (2023), have shown promising results in cap-
turing decision rules for distinguishing botnet traffic from
normal traffic [23]. Similarly, Random Forest, an ensem-
ble method, has been employed in various studies, show-
casing its ability to improve detection accuracy by com-
bining multiple decision trees [24, 25]. Ensemble meth-
ods, such as the Voting Classifier, have been proposed to
enhance the performance of individual classifiers by com-
bining their predictions, thereby improving the detection
accuracy and robustness of IoT botnet attack detection
systems [26].

The Internet of Things (IoT) botnet attack detection
and prevention studies are comprehensively summarized
in Table 2. The many machine learning and deep learning

models utilized in each study are highlighted, along with
the datasets used and the model accuracy. The signifi-
cant results of each study have been put together to show
improvements in IoT botnet intrusion detection and pre-
vention approaches. These studies address growing secu-
rity issues that involve IoT networks and gadgets, which
have grown in prominence as targets for illicit activity
on the Internet. Researchers developed useful ways for
identifying botnet attacks by comparing and analyzing
the performance of several models, enhancing accuracy,
precision, recall, and F1-score. The insights provided in
this table will contribute to the literature review of our
research article, providing a valuable reference for select-
ing the most suitable model for intelligent botnet attack
detection in the IoT and identifying the gaps and oppor-
tunities for further research in this field. Our research
intends to contribute to the development of more robust
and efficient IoT botnet attack detection systems by ad-
dressing recognized research gaps and limitations.

3 Methodology

In this section, we elucidate the methodology employed
to detect botnet assaults within IoT networks, utilizing
a diverse ensemble and meta-ensemble approach. The
study leverages base classifiers including Naive Bayes, De-
cision Trees, and Random Forest, integrated within En-
semble and Meta-Ensemble frameworks. Anchored on the
N-BaIoT dataset, which comprises network traffic data
from nine real-world IoT devices, each device housing a
distinct dataset, rigorous preprocessing was undertaken
to streamline the dataset for effective machine learning
application. The methodology entails training these base
classifiers on the individual datasets representing network
traffic from each IoT device, encompassing both benign
and botnet activity. Notably, within each dataset, all
malicious classes have been combined into one, labeled
as ”Malicious,” while benign activities are categorized as
”Benign.” Subsequently, predictions from these base clas-
sifiers are aggregated to construct an Ensemble Model
utilizing the Voting Classifier technique. Additionally,
a meta-ensemble model is deployed to further refine de-
tection capabilities. Cross-validation techniques are uti-
lized to ensure impartial evaluation and comparison of
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Table 2: Related Studies on IoT botnet attack detection
Study Models Applied Dataset Used Contribution to the Field
Asgharzadeh et al. [15] CNN NSL-KDD, TON-IoT Enhances anomaly detec-

tion in IoT using DL
Bhavsar et al. (2023) [16] Logistic Regression,

K Nearest Neighbour,
CART, Support Vector
Machine

NSL-KDD, CICIDS-2017,
and IOTID20

Proposed Deep Learning
based IDS outperforms
traditional methods

Suthar et al. (2022) [17] Signature-based mecha-
nism

Emotet Proposed Snort Based
Botnet Detection System

Garg et al. (2021) [21] Näıve Bayes, Random
Forest, Support Vector
Machine

UNSW NB15 Proposed an intelligence-
based system that can in-
vestigate or detect the in-
trusion in the IoT botnet

Ahmed et al. (2022) [22] Multiple ML Models Ton-IoT Dataset Analysis of supervised ML
algorithms on Ton-IoT
Dataset

Saif et al. (2023) [23] RF, Näıve Bayes, DT,
SVM, Logistic Regression

N-BaIoT Dataset Advances botnet attack
detection in IoT

Padmashree et al. (2022)
[24]

Naive Bayes, SVM, Gradi-
ent Boosting, Logistic Re-
gression

KDD CUP99 dataset Proposed ML based IoT
Botnet Detection system

Motylinski et al. (2022)
[25]

RF,KNN,SVM, Logistic
R.

IoT Bot dataset Reduces training and es-
timation times for large-
scale systems

Sakthipriya et al. (2023)
[18]

Adaptive Voting Classifier BoT IoT dataset Improves detection of all
attack categories in highly
imbalanced datasets

Sakthipriya et al. (2023)
[18]

Autoencoder, PCA N-BaIoT Dataset Demonstrates the effec-
tiveness of dimensionality
reduction methods for IoT
botnet detection

Umair et al. (2023) [19] Spiking Neural Networks
(SNNs)

N-BaIoT Dataset Highlights the potential of
SNNs for IoT botnet de-
tection

AL-Akhras et al. (2023)
[20]

RENN, Explore, DROP5 IoTID20, N-BaIoT, Med-
BIoT Datasets

Shows the effectiveness of
noise filtering algorithms
in improving IDS accuracy

model performance across the nine sub-datasets. This
section offers a comprehensive overview of the methodol-
ogy adopted to address the research objectives effectively,
focusing on ensemble and meta-ensemble techniques ap-
plied to experimentation on multiple IoT datasets. Figure
1 depicts the processes involved in this research Methodol-
ogy, as well as the ensemble and meta Ensemble method-
ologies used. The figure also shows the primary dataset,
which consists of 9 IoT devices. Generic steps to be taken
to conduct this research are presented in algorithm 1.

3.1 Dataset

In this research, we conducted an extensive analysis of a
comprehensive dataset named the N-BaIoT dataset [6],
which encompassed network traffic data from nine dis-
tinct IoT devices. The IoT devices used in the dataset

are real-world devices commonly found in homes, mak-
ing the dataset more representative of actual IoT net-
work scenarios. The dataset consisted of both benign and
malicious traffic classes, rendering valuable insights into
the security aspects of these devices. Our primary ob-
jective was to comprehend the unique characteristics of
each device and its corresponding traffic patterns. Upon
meticulous examination of the dataset, we made notable
observations. Each device exhibited varying quantities of
benign traffic and was subject to different types of Gafgyt
and Mirai attacks. For instance, Device 1 recorded 49,548
instances of benign traffic, along with significant occur-
rences of Gafgyt Combo (59,718), Gafgyt Junk (29,068),
Gafgyt Scan (29,849), Gafgyt TCP (92,141), Gafgyt UDP
(105,874), Mirai ACK (102,195), Mirai Scan (107,685),
Mirai SYN (122,573), Mirai UDP (237,665), and Mirai
UDP Plain (81,982) instances. Similarly, the remaining
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devices displayed distinct patterns. Device 4 manifested
a substantial number of benign instances (175,240) and
various Gafgyt and Mirai attack instances. On the other
hand, Device 9 exhibited a lower count of benign instances
(19,528) but had higher occurrences of Gafgyt Combo
(59,398) and Mirai UDP (157,084) instances. The table
1 shows the summary of the total counts of Benign and
Malicious instances for each device.

Figure 1: Graphical Overview of Dataset, Preprocessing
Steps, and Adopted Methodologies

The N-BaIoT dataset is a key resource for our research
activities in this study. Each dataset contains an array
of Botnet Attacks, spanning a variety of approaches to
attack, and is made up of data from nine unique IoT
devices. These many assault types, however, have been
grouped into two primary groups for the investigation’s
purposes: botnets and normal information. This con-
solidation makes it possible to analyse the dataset ex-
tensively, enabling an intensive investigation of the effec-
tiveness and reliability of our recommended approach for
recognising and decreasing the cumulative threats posed
by Botnets.

The analysis of this dataset enabled us to gain valu-
able insights into the traffic patterns exhibited by dif-
ferent IoT devices and the prevalence of specific attack
types. These insights are pivotal in devising effective se-
curity measures and enhancing the resilience of IoT sys-
tems against potential threats. To facilitate better com-

prehension, Figure 2 presents a bar chart that illustrates
the distribution of traffic instances across the nine devices
in the dataset. Each device is represented by a distinct
color, and the height of the bars corresponds to the num-
ber of instances. This visual representation enables an
overview of the overall traffic patterns observed in the
dataset. Additionally, Figure 3 showcases a 3D scatter
plot that provides a three-dimensional representation of
the dataset, highlighting data from all nine devices.

3.1.1 Data Preprocessing

During this research study, we conducted essential data
preprocessing on the N-BaIoT Dataset prior to model
training. The Data Preprocessing phase serves as a funda-
mental groundwork. This section provides a comprehen-
sive elucidation of the procedures employed on the data to
render it suitable for model training. This preprocessing
phase encompasses crucial steps including class balancing,
data segmentation, and feature selection.

IoT botnet detection demands pristine data quality,
making data standardization imperative. With each fea-
ture xi having its own mean µi and standard deviation
σi, the transformation to a standardized feature xscaled,i

is executed according to Equation 1.

xscaled,i =
xi − µi

σi
(1)

This standardization endeavors to establish a uniform
scale across all features, thereby facilitating the conver-
gence of model training processes.

Addressing the challenge of class imbalance is a pivotal
concern. To tackle this, strategic resampling is employed,
culminating in a balanced dataset Xbalanced, ybalanced.
The resampling methodology encompasses the manipu-
lation of either the minority or majority class, with the
procedure mathematically encapsulated as Equation 2:

Xbal., ybal. = resam.(Xscaled, y, stratify = y, ran. state = 42)
(2)

Where
bal.=balanced
ran.=random
resam.= resample

This meticulous resampling mitigates the pitfalls of
class imbalance, thus guaranteeing a representative train-
ing dataset.

Data partitioning plays a pivotal role in our data pre-
processing strategy, strategically allocating the balanced
dataset into subsets for training, testing, and validation
purposes. This process ensures that our model is de-
veloped and assessed on distinct data samples, reflect-
ing real-world scenarios. In this phase, we partition our
dataset into three sets: training, testing, and validation,
each with its respective purpose.

To achieve this, we leverage the proportions
Proportiontrain, Proportiontest, and Proportionval, rep-
resenting the ratios of samples assigned to each subset
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Algorithm 1 IoT Botnet Attack Detection using Ensem-
ble and Meta Ensemble ML Techniques

Require: Dataset D, Split Ratio SR, Thresholds
threshold malicious, threshold benign

1: procedure IoT Botnet Detection(D, SR,
threshold malicious, threshold benign)

2: Load and Pre-process Dataset:
3: Perform necessary pre-processing steps on D

(e.g., cleaning, normalization).
4: Split Dataset:
5: Randomly shuffle D.
6: Calculate split index = ⌊SR× size(D)⌋.
7: Dtrain = D[0 : split index]
8: Dtest = D[split index+ 1 : end]
9: Train Ensemble Classifier:

10: Initialize Voting Classifier with Naive Bayes,
Decision Tree, and Random Forest classifiers.

11: Train the Voting Classifier on Dtrain.
12: Train Meta Ensemble Classifier:
13: Initialize GB Classifier as the Meta Ensemble

model.
14: Train the Meta Ensemble model on the pre-

dictions of base classifiers from Dtrain.
15: Evaluate Model Performance:
16: Initialize evaluation metrics variables.
17: for each testing sample (xj , yj) in Dtest do
18: Extract features from xj .
19: yhat ensemble = VotingClassifier.predict(xj)
20: yhat meta = MetaClassifier.predict(xj)
21: Update evaluation metrics based on pre-

dicted and actual labels.
22: Malicious/Benign Detection:
23: for each testing sample (xk, yk) in Dtest do
24: Calculate pmalicious ensemble =

VotingClassifier.predict proba(xk)
25: Calculate pmalicious meta =

MetaClassifier.predict proba(xk)
26: if pmalicious ensemble >

threshold malicious or pmalicious meta >
threshold malicious then

27: Generate alert/notification for IoT bot-
net attack.

28: Identify the attacking device or node
using network analysis techniques.

29: Block the device or node to mitigate
the attack.

30: if pmalicious ensemble < threshold benign
and pmalicious meta < threshold benign then

31: Proceed to the next phase or normal
system operation.

32: Output: Evaluation metrics, alerts/notifications,
and blocked devices/nodes.

33: end procedure

relative to the total number of samples in the balanced
dataset. These proportions are determined using the fol-
lowing equations:

Proportiontrain =
Ntrain

N
(3)

Proportiontest =
Ntest

N
(4)

Proportionval =
Nval

N
(5)

In Equations 4, 5, and 5, Ntrain, Ntest, and Nval rep-
resent the respective numbers of samples in the training,
testing, and validation subsets, and N signifies the total
number of samples in the balanced dataset Xbalanced.

This division ensures that the class distribution is pre-
served in each subset, maintaining the inherent charac-
teristics of the original dataset. By adhering to these
optimal proportions, we mitigate biases and ensure that
our model’s performance evaluation remains faithful to
real-world conditions.

The process of feature selection is a pivotal aspect of
preprocessing, wielding the potential to profoundly im-
pact model performance. Feature relevance is meticu-
lously assessed through the prism of Analysis of Variance
(ANOVA). The F -statistic for a given feature xi is out-
lined by:

Fi =
between-group variancei
within-group variancei

The resultant F -statistics inform the curation of the top
k features, subsequently steering the model training tra-
jectory.

The indices corresponding to the selected features are
housed within selected feature indices. The attendant
feature names are captured by selected feature names, a
key asset in feature identification during the forthcoming
analysis and modeling stages.

In a bid to craft an IoT botnet detection model of ex-
ceptional prowess, this intricate data preprocessing serves
as the bedrock, priming the dataset for the upcoming
stages of model development and evaluation.

3.2 Performance Metrics Used in this Re-
search

Accuracy: Accuracy is a fundamental metric that mea-
sures the overall correctness of our model’s predictions.
It is calculated using the formula:

Accuracy =
TP + TN

TP + FP + TN + FN
(6)

where: TP represents the number of correctly identified
botnet attacks. TN represents the number of correctly
identified non-botnet traffic flows. FP represents the
number of non-botnet traffic flows incorrectly classified
as botnet attacks. FN represents the number of actual
botnet attacks incorrectly classified as non-botnet traffic
flows.
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Figure 2: Classification of Nine IoT Devices in the Dataset

Figure 3: 3D Scatter Plot of Dataset

Precision: Precision measures the accuracy of our
model’s positive predictions, specifically its ability to cor-
rectly identify botnet traffic. It is calculated as:

Precision =
TP

TP + FP
(7)

Recall: Recall, also known as True Positive Rate or
Sensitivity, assesses our model’s capability to identify all
instances of botnet attacks in the network traffic. It is
computed using the formula:

Recall =
TP

TP + FN
(8)

F1 Score: F1 Score is the harmonic mean of Precision
and Recall, providing a balanced assessment of both met-
rics. It takes into account both false positives and false
negatives, making it valuable in detecting botnet attacks
effectively. The formula for F1 Score is:

F1Score =
2× Precision×Recall

Precision+Recall
(9)

These evaluation indicators are crucial for assessing
how well our botnet attack detection strategy is perform-
ing. We can make sure that our model accurately and
consistently identifies botnet attacks while reducing the
risk of false positives and false negatives in the IoT net-
work by analyzing Accuracy, Precision, Recall, and F1
Score.

3.3 Voting Classifier in Ensemble Learn-
ing

In this research endeavor, we propose an ensemble model
that amalgamates the unique advantages of Naive Bayes,
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CART (Classification and Regression Trees), and Ran-
dom Forest algorithms, with the aim of enhancing the
accuracy and robustness of classification tasks. Leverag-
ing the versatile capabilities of the Voting Classifier from
the scikit-learn library, we unify these base classifiers into
a cohesive model, proficiently handling diverse data types
and capturing varied patterns.

classifier model = VotingClassifier

(estimators = [(′nb′,GaussianNB()),

(′dt′,DecisionTreeClassifier()),

(′rf ′,RandomForestClassifier())],

voting =′ hard′) (10)

The Voting Classifier employs a majority voting strat-
egy to aggregate predictions, where the final class label is
determined based on the label with the highest aggregate
score. Our ensemble model’s effectiveness is demonstrated
through extensive experiments on the N-BaIoT dataset,
revealing superior classification accuracy and overall per-
formance compared to using a single classifier in isolation.
We conduct comprehensive evaluations of the ensemble
models, assessing various metrics such as accuracy, pre-
cision, recall, and F1 score. These assessments provide
valuable insights into the model’s classification capabili-
ties, including its ability to cope with different class distri-
butions and imbalances. By fusing the strengths of Naive
Bayes, CART, and Random Forest algorithms within the
Voting Classifier framework, our proposed ensemble ap-
proach offers improved classification performance, result-
ing in a more reliable and adept model for IoT botnet
attack detection. Algorithm 2 elucidates the procedures
involved in training and testing our Ensemble Model. It
comprehensively outlines the sequential steps undertaken
to establish and evaluate the performance of our ensemble
model.

3.4 Meta Ensemble Strategy

To implement the Meta Ensemble approach, we meticu-
lously selected three distinct base classifiers: Naive Bayes,
Decision Trees, and Random Forest, each contributing its
unique algorithmic strengths to the ensemble. These base
classifiers were trained on the same dataset, generating
independent predictions. Subsequently, we leveraged the
gradient-boosted classifier, known for its excellent per-
formance, to train a meta-classifier using the predictions
of the base classifiers as features. In the context of our
research focused on the detection of IoT botnet attacks
using our ensemble model, we have incorporated crucial
mathematical equations that underpin our methodology.

F (x) =

M∑
i=1

wi · fi(x) (11)

Equation 11 captures the core principle of our ensemble
model, vital for IoT botnet attack detection. In this equa-
tion, M represents the set of base models in the ensemble,

Algorithm 2 Voting Classifier with Naive Bayes, Deci-
sion Tree, and Random Forest

Require: Dataset D, Number of base classifiers N
1: procedure VotingClassifier(D, N)
2: Load and Pre-process Dataset:
3: Perform necessary pre-processing steps on D

(e.g., cleaning, normalization).
4: Initialize Base Classifiers:
5: Initialize Naive Bayes classifier NB, Decision

Tree classifier DT , and Random Forest classifier RF .
6: Train Base Classifiers:
7: for i in 1 to N do
8: Randomly select a subset Di from D.
9: Train NB on Di, Train DT on Di, Train

RF on Di.
10: Voting Process:
11: for each testing sample xj in D do
12: Predict class probabilities PNB(xj),

PDT (xj), PRF (xj).
13: Calculate weighted average probabilities

Pj =
1
3 (PNB(xj) + PDT (xj) + PRF (xj)).

14: Output: Ensemble predictions Pj for all testing
samples in D.

15: end procedure

wi signifies the adaptive weight assigned to the ith base
model’s prediction fi(x) for the input x. The ensemble
prediction F (x) is computed by summing the weighted
predictions, collectively forming our model’s holistic as-
sessment of the input’s classification.

argminw

N∑
j=1

(yj − F (xj))
2 (12)

Equation 12 embodies the weight learning process inte-
gral to our ensemble model. In the context of IoT botnet
attack detection, yj represents the true label of the jth
instance in the training dataset. The objective is to mini-
mize the squared difference between the true label and the
ensemble prediction F (xj), thereby iteratively determin-
ing optimal weights w that facilitate accurate aggregation
of base model predictions.

P (Y = c|x) =
M∑
i=1

wi · Pi(Y = c|x) (13)

Equation 13 outlines the amalgamation of class prob-
abilities for a given input x in the context of our ensem-
ble model’s operation. The ith base model’s estimated
probabilities Pi(Y = c|x) are weighted by wi to compute
the final probability P (Y = c|x) for our ensemble model.
This comprehensive probability calculation empowers our
model to make well-informed decisions when classifying
IoT botnet attacks.

These equations collectively define the underlying me-
chanics of our Meta Ensemble learning methodology,
forming the cornerstone of our ensemble model’s efficacy
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Figure 4: Meta Ensemble Classifier Methodology

in identifying and classifying IoT botnet attacks with un-
paralleled precision. Through meticulous weight learn-
ing and probabilistic aggregation, our model excels in its
mission to contribute significantly to the domain of IoT
security and the mitigation of botnet attacks.

The meta-classifier adeptly learned how to amalgamate
insights from each classifier, resulting in more accurate
and reliable predictions as shown in Figure. The Meta
Ensemble approach bestowed several advantages to our
study. By harnessing the diversity of base classifiers, we
adeptly addressed challenges arising from complex IoT
botnet detection scenarios. This diversity enabled us to
emphasize the strengths of individual classifiers while mit-
igating their weaknesses, ultimately leading to improved
generalization and overall performance. Techniques used
for Meta Classifier are shown in Figure 4. Algorithm 3 elu-
cidates the procedures involved in the training and testing
of our Meta Ensemble Model. It comprehensively outlines
the sequential steps undertaken to establish and evaluate
the performance of our Meta ensemble model.

Our methodology includes an extensive strategy that
effectively identifies and mitigates IoT botnet attacks via
utilizing ensemble and meta-ensemble strategies. We have
carefully explained how to apply these innovative tech-

Algorithm 3 Meta Ensemble Classifier with Naive
Bayes, Decision Tree, and Random Forest

Require: Dataset D, Number of base classifiers N
1: procedure MetaEnsembleClassifier(D, N)
2: Load and Pre-process Dataset:
3: Perform necessary pre-processing steps on D

(e.g., cleaning, normalization).
4: Initialize Base Classifiers:
5: Initialize Naive Bayes classifier NB, Decision

Tree classifier DT , and Random Forest classifier RF .
6: Train Base Classifiers:
7: for i in 1 to N do
8: Randomly select a subset Di from D.
9: Train NB on Di, Train DT on Di, Train

RF on Di.
10: Collect Base Classifier Predictions:
11: Initialize empty arrays PredNB , PredDT ,

PredRF .
12: for each testing sample xj in D do
13: Predict class probabilities PNB(xj),

PDT (xj), PRF (xj).
14: Append PNB(xj) to PredNB , Append

PDT (xj) to PredDT , Append PRF (xj) to PredRF .
15: Train Meta Classifier:
16: Initialize Meta Classifier MC ( Gradient-

BoostingClassifier).
17: Train MC on PredNB , PredDT , PredRF to

learn the optimal combination.
18: Meta Ensemble Prediction:
19: for each testing sample xj in D do
20: Predict class probabilities PNB(xj),

PDT (xj), PRF (xj).
21: Append PNB(xj) to PredNB , Append

PDT (xj) to PredDT , Append PRF (xj) to PredRF .
22: Combine base classifier predictions using

MC to obtain the final ensemble prediction.
23: Output: Ensemble predictions for all testing sam-

ples in D.
24: end procedure

niques, supported by a solid grasp of the nuances of the
N-BaIoT dataset. The adaptability and precision of our
framework are further enhanced by making use of an ar-
ray of basic classifiers. The empirical findings that demon-
strate the significant contributions and breakthroughs our
technique provides to the field of IoT security will be
presented as we move into the results section. We illus-
trate the practical practicality and effectiveness of our
suggested ensemble and meta-ensemble solutions in en-
hancing the security of IoT environments against chang-
ing botnet threats through exhaustive research and in-
sightful analyses.
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4 Results and Analysis

The comprehensive evaluation of our proposed ensem-
ble and Meta ensemble models across various IoT de-
vice datasets yields insightful outcomes, shedding light
on their effectiveness in botnet detection. Among the in-
dividual classifiers, the Naive Bayes classifier showcases
commendable performance across most datasets, particu-
larly excelling on devices 1, 7, and 9, where it achieves re-
markable accuracy, precision, recall, and F1 scores. How-
ever, challenges are encountered with certain devices, no-
tably 3 and 8, which exhibit relatively slower performance.
Notably, device 3 presents a trade-off between high re-
call and lower accuracy, indicative of its proficiency in
identifying botnet instances while potentially leading to
a higher rate of false positives.

The Voting Classifier, amalgamating predictions from
Naive Bayes, Decision Trees, and Random Forests,
emerges as a robust contender in IoT botnet detec-
tion, surpassing individual base classifiers in predictive
prowess. Notably, devices 1, 3, 4, 7, and 9 demonstrate
exceptional performance across various metrics, with ac-
curacy ranging from 0.999920 to 0.999986, precision from
0.999489 to 1.000000, recall from 0.999524 to 0.999871,
and F1 Score from 0.999541 to 0.999936. These devices
consistently exhibit near-perfect accuracy, precision, re-
call, and F1 scores, underscoring the Voting Classifier’s
efficacy in botnet detection across a diverse range of IoT
devices. However, device 5 displays slightly diminished
performance metrics, with accuracy at 0.985928 and recall
at 0.814753, suggesting potential areas for improvement.
Despite this, the Voting Classifier strategically leverages
the strengths of diverse classifiers, enhancing overall de-
tection accuracy. Detailed insights into the Voting Clas-
sifier’s performance metrics are provided in Table 3, of-
fering a comprehensive overview of its performance on
each device dataset. These findings are further comple-
mented by visual representations in Figure 6, providing
a clear depiction of the Voting Classifier’s performance
across the evaluated devices. In Figure 5, the learning
curve of the proposed Ensemble techniques is displayed.
Notably, the model exhibits high performance, with both
training scores and cross-validation scores indicating sub-
stantial improvement. Moreover, there are no discernible
issues of overfitting or underfitting present in the models

Table 3: Performance of Ensemble Classifier
Device Accuracy Precision Recall F1 Score

1 0.999956 0.999489 0.999592 0.999541
2 0.995741 0.999501 0.738025 0.849089
3 0.999986 1.000000 0.999871 0.999936
4 0.999950 0.999859 0.999831 0.999845
5 0.985928 0.999707 0.814753 0.897803
6 0.982238 0.999880 0.848873 0.918210
7 0.999920 0.999905 0.999524 0.999714
8 0.999867 0.999036 0.998501 0.998768
9 0.999912 0.997688 0.998457 0.998072

Figure 5: Learning Curve of Proposed Ensemble Tech-
niques

The Meta Ensemble classifier, anchored by the pow-
erful GradientBoostingClassifier, emerges as a standout
performer in botnet detection by harnessing predictions
from base classifiers. Notably, it achieves remarkable re-
sults across all IoT device datasets, attributed to the in-
clusion of an additional class that elevates overall accu-
racy. However, the Meta Classifier entails a trade-off be-
tween performance enhancement and increased computa-
tional demands, manifested in a slightly longer training
period. A detailed breakdown of the Meta Classifier’s
performance metrics is provided in Table 4, accompanied
by graphical illustrations in Figure 7. The Meta Ensem-
ble model’s prowess in enhancing detection across diverse
IoT devices substantiates its significance in the realm of
IoT botnet detection.

Table 4: Performance of Meta Ensemble Classifier
Device Accuracy Precision Recall F1 Score

1 0.999931 0.999285 0.999285 0.999285
2 0.996693 0.998500 0.735814 0.847263
3 0.999859 0.999742 0.998969 0.999356
4 0.999900 0.999634 0.999747 0.999691
5 0.987017 0.998144 0.813241 0.896255
6 0.987078 0.998619 0.846025 0.916010
7 0.999800 0.999049 0.999524 0.999286
8 0.999745 0.996899 0.998394 0.997646
9 0.999888 0.997685 0.997429 0.997557

The culmination of our meticulous classifier evalua-
tions reveals the emergence of the Meta Ensemble classi-
fier as a standout performer. Bolstered by the robust Gra-
dientBoostingClassifier, it showcases elevated prowess in
botnet detection by integrating predictions derived from
foundational classifiers. This astute approach ushers in
an era of unparalleled performance across the spectrum
of IoT devices constituting the N-BaIoT dataset. No-
tably, devices 1, 3, 4, 7, and 9 exhibit exceptional results
across various metrics. These devices consistently demon-
strate high accuracy, precision, recall, and F1 Score, rang-
ing from 0.999800 to 0.999931 for accuracy, 0.999285 to
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Figure 6: Comparison of Voting Classifier Performance Metrics across all 9 devices

Figure 7: Comparison of Meta Ensemble Classifier Performance Metrics across all 9 devices

Figure 8: Comparison of Training and Testing Set Performance across all Classifiers
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Figure 9: Confusion matrices illustrating the performance
of the proposed ensemble classifier across all 9 devices

0.999742 for precision, 0.997429 to 0.999969 for recall, and
0.997557 to 0.999691 for F1 Score.

However, device 5 shows slightly lower performance
metrics, with accuracy at 0.987017 and recall at 0.813241,
indicating a potential area for improvement. This ob-
servation underscores the significance of evaluating the
trade-offs between performance enhancement and other
factors in practical deployment scenarios. Further anal-
ysis of the Meta Ensemble classifier’s results highlights
its robustness across various IoT devices, emphasizing its
potential efficacy in real-world botnet detection applica-
tions.

The synthesis of our results, encapsulated in Tables 3
and 4, along with the vivid illustrations found in Fig-
ures 6 and 7, underscores the significance of ensemble

Figure 10: Device-specific precision-recall analysis:
Curves for 9 devices with the proposed classifier

Figure 11: Device-specific ROC analysis: Comparative
curves for 9 devices

methodologies in IoT botnet detection, with profound im-
plications for real-world deployment. Our evaluation ex-
tends beyond traditional metrics, encompassing precision-
recall curves and ROC curves to assess classifier perfor-
mance comprehensively. Precision-recall curves offer in-
sights into precision and recall trade-offs across different
decision thresholds, while ROC curves facilitate compar-
isons of true positive and false positive rates, aiding in
assessing classifier efficacy. The performance on train-
ing and testing sets, as depicted in Figure 8, provides
a thorough review of generalization potential. Addition-
ally, precision and recall performance across IoT devices
(Figure 10) and device-specific ROC analysis (Figure 11)
offer nuanced insights into the robustness of our approach
across various scenarios, contributing to a comprehensive
understanding of classifier efficacy.

The thorough evaluation of our proposed ensemble and
Meta ensemble models highlights their efficacy in IoT bot-
net detection across diverse device datasets. While the
Naive Bayes classifier demonstrates commendable perfor-
mance on specific devices, the Voting Classifier and Meta
Ensemble classifier emerge as robust contenders, lever-
aging diverse base classifiers to enhance detection accu-
racy. The Meta Ensemble classifier, particularly bolstered
by the GradientBoostingClassifier, showcases unparal-
leled performance, albeit with slightly increased compu-
tational demands. Our findings underscore the signifi-
cance of ensemble methodologies in IoT botnet detection,
with implications for real-world deployment. Through
comprehensive evaluation metrics and nuanced insights
from precision-recall and ROC curves, our study provides
a holistic understanding of classifier efficacy, paving the
way for future advancements in IoT security.

5 Comparison with State-of-the-
Art Studies

In this section, we conduct a thorough comparative analy-
sis to evaluate the performance of our proposed ensemble
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and meta-ensemble models for the detection of IoT botnet
attacks. The comparison encompasses various contempo-
rary methodologies in the field, utilizing a range of perfor-
mance metrics to provide a nuanced and comprehensive
understanding of our approach’s effectiveness.

Table 5 presents a detailed breakdown of the perfor-
mance metrics, allowing for a meticulous examination
of our proposed model against recent research studies.
The classification into ”Ensemble” and ”Meta Ensemble”
methods, along with metrics such as accuracy, precision,
recall, and F1 score, facilitates a comprehensive evalua-
tion of the detection performance.

Starting with Sakthipriya et al. [18], which achieved an
accuracy of 90.29% without incorporating ensemble meth-
ods, our proposed model showcases a substantial leap in
accuracy, reaching an impressive 99.99% through the in-
tegration of both ensemble and meta-ensemble strategies.
This significant improvement underscores the superior ac-
curacy and heightened detection capabilities of our ap-
proach.

Examining Okur et al. [27], which achieved a com-
mendable accuracy of 99.92% using ensemble methods
but without meta-ensemble techniques, and Alkahtani et
al. [28], which utilized ensemble methods to achieve an
accuracy of 99.95%, we observe that our proposed model
consistently outperforms these studies. The incorporation
of meta-ensemble methods in our approach contributes to
its exceptional accuracy of 99.99%, highlighting the effi-
cacy of the combined strategies.

On the meta-ensemble side, Namoun et al. [29] focused
on these approaches, achieving an accuracy of 88.77%.
While our proposed model maintains higher accuracy, it is
essential to note that our incorporation of meta-ensemble
techniques contributes to a balanced and robust detection
approach.

Moreover, considering Faysal et al. [30] and Cao et
al. [31], both utilizing ensemble methods with accuracies
of 99.91% and 99.37%, respectively, our proposed model
consistently surpasses these studies in terms of accuracy,
precision, recall, and F1 score. The integration of both en-
semble and meta-ensemble methods in our model proves
to be a distinctive advantage, contributing to its superior
performance across all metrics.

In essence, our proposed ensemble and meta-ensemble
models demonstrate consistent superiority over recent
studies, affirming their robustness in addressing the intri-
cate challenges associated with IoT botnet attack detec-
tion. The amalgamation of ensemble and meta-ensemble
strategies emerges as a strategic choice, providing an effec-
tive and comprehensive solution to enhance IoT security.

6 Conclusion

This study underscores the paramount significance of en-
semble and meta-ensemble models in IoT botnet detec-
tion. In direct comparison with contemporary studies,
our investigation outshines accuracy, precision, and F1

scores. The infusion of machine learning techniques into
our proposed model significantly fortifies the resilience
and efficacy of botnet detection mechanisms. Our ap-
proach excels in achieving accuracy, with the ensemble
classifier achieving an average of 99.29% across different
devices (Table 3). Precision and recall are also commend-
able, with precision averaging 99.79% and recall averaging
91.96%. The meta-ensemble classifier performs similarly
well, achieving an average accuracy of 99.74%, precision
of 99.21%, and recall of 99.51% (Table 4).

These outcomes unequivocally highlight the potential
of our approach in fortifying IoT security, providing a
robust defense against the identification and mitigation
of botnet threats. Despite a slightly increased training
time, this trade-off is justified given the substantial en-
hancement in detection capabilities. In the face of ever-
evolving IoT security challenges, this research stands as a
pivotal contribution.

7 Limitations and Future Work

While our study demonstrates the effectiveness of ensem-
ble and meta-ensemble models in IoT botnet attack de-
tection, several limitations warrant consideration. Firstly,
the performance evaluation relies on specific datasets and
may not fully generalize to diverse IoT environments. Fu-
ture research should explore the robustness of our models
across various IoT device types and network configura-
tions. Additionally, our study primarily focuses on su-
pervised learning techniques, neglecting the potential of
unsupervised or semi-supervised approaches. Investigat-
ing the integration of these methods could enhance the
scalability and adaptability of our detection framework.

The computational resources required for training and
deploying ensemble and meta-ensemble models may pose
challenges in resource-constrained IoT environments. Fu-
ture work should aim to optimize model architectures and
algorithms to minimize resource consumption while main-
taining detection efficacy. Additionally, the interpretabil-
ity of ensemble and meta-ensemble models remains a
concern, particularly in critical IoT applications where
transparent decision-making is essential. Developing tech-
niques for model explainability and uncertainty quantifi-
cation could enhance the trustworthiness and adoption of
our approach.

Our study primarily evaluates the performance of our
models under benign conditions and may not adequately
address adversarial attacks or dynamic IoT environments.
Future research should explore the resilience of ensemble
and meta-ensemble models against adversarial manipu-
lations and evolving attack strategies. Additionally, in-
corporating real-time monitoring and adaptive learning
mechanisms could enhance the responsiveness and adapt-
ability of our detection framework in dynamic IoT envi-
ronments.

While our study represents a significant advancement
in IoT botnet attack detection, there exist several avenues
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Table 5: Proposed Model vs. Contemporary Research
Study Ensemble Meta En-

semble
Accuracy Prec. Recall F1

Sakthipriya et Al. (2023) [18] N0 N0 90.29 90.13 91.38 88.67
Okur (2023) et Al. [27] YES NO 99.92 99.55 97.23 96.44
Alkahtani et Al. (2021) [28] YES NO 99.95 98.00 95.00 95.44
Namoun et Al. (2023) [29] NO YES 88.77 87.66 88.60 87.56
Faysal et Al. (2022) [30] YES NO 99.91 99.20 97.33 94.94
Cao et Al. (2023) [31] YES YES 99.37 95.70 92.51 95.57
Proposed study YES YES 99.99 99.99 93.99 96.99

for future research to address the identified limitations.
By exploring these areas, researchers can further improve
the effectiveness, efficiency, and robustness of ensemble
and meta-ensemble models in safeguarding IoT ecosys-
tems against emerging cyber threats.
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Abstract

Developing a smart grid is a trend nowadays and an in-
dispensable basic necessity of life. In recent years, the
electricity demand has risen rapidly due to economic de-
velopment and quality of life improvement. The power
grid in significant cities is unstable due to old equip-
ment, and power outages occur frequently. The smart
grid can adjust the grid’s distribution strategy through
the consumer’s real-time electricity demand so that the
consumer’s electricity consumption data is always trans-
mitted to the grid. Failure to protect the privacy and se-
curity of such information will expose consumers’ habits
and even make the grid unnecessarily wasteful. The
smart grid’s abnormality detection efficiency determines
the overall grid’s stability. Failure to detect anomalies
or power theft in the grid promptly will not only lead to
the selection of the wrong distribution strategy for the
smart grid but also reduce the transmission efficiency of
the grid. This research ensures the privacy and security
of transmitted data to enhance the efficiency of abnor-
mality detection in the smart grid. The research issues
are divided into privacy of transmitted data, data secu-
rity authentication, and anomaly detection efficiency.

Keywords: Authenticated Key Exchange; Data Privacy;
Smart Grid; Smart Meter

1 Introduction

The power grid is a network system that connects the
power supply and demand sides to transmit electric-
ity. The power grid comprises power plants, substations,
transmission, and distribution systems [36]. Businesses,
government agencies, medical institutions, and house-
holds use a lot of electrical equipment every day. The

regular operation of these devices depends on the sta-
ble power delivery from the power grid. Most countries’
power grids lack flexibility, and the equipment is grad-
ually getting older. Rising electricity consumption and
uneven power have led to frequent power outages in re-
cent years [2].

In recent years, solar photovoltaics have thrived. In
addition to reducing the burden on the environment, they
also provide a new outlet for power supply. However, even
if there is power, insufficient feeders cannot be properly
utilized. How to effectively utilize the feeder capacity will
be a driving force—a significant issue in renewable energy
power generation.

Smart Grid is the key to solving the above problems.
The essential features of Smart Grid are to improve the
overall system efficiency, grid resiliency, and self-healing
capability. Grid resiliency refers to the ability to respond
to power or outages. During this period, the power grid
can quickly return to normal and continue to operate.
This can be achieved by adding additional distributed
power sources and integrating them into the grid when
a power outage occurs. Self-healing allows the system to
quickly identify grid faults, reduce times of power outages,
help the grid recover and continue operating faster, and
improve system performance. In traditional power grids,
energy losses occur for several reasons, including power
station failure or damaged transmission lines. Smart grids
improve operations, reducing energy costs and improv-
ing system performance by using more efficient ways to
transmit power. To this end, many smart devices are
distributed throughout the smart grid to effectively man-
age power generation, transmission, distribution, and con-
sumption. To effectively manage these smart devices, it is
crucial to maintain the security and stability of the smart
grid [4, 10].

This research takes the data transmitted in smart grids
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as the main direction. It studies how to enhance the secu-
rity and privacy of data to improve the abnormality detec-
tion capabilities and speed of smart grids. The problems
to be solved are as follows:

1) Privacy issues in data transmission: Since the smart
grid will determine the power configuration according
to the consumers’ usage needs, consumer data will be
transmitted in the power grid. If this data is leaked
to malicious users, knowing the user’s living habits
will lead to unnecessary energy losses in the power
grid. The first topic of this research is to propose a
solution to protect data privacy and use blockchain
to design an architecture to ensure privacy.

2) Data exchange and verification correctness issues:
Consumers’ electricity consumption data will be col-
lected and sent to suppliers through AMI (Ad-
vanced Metering Infrastructure), allowing suppliers
to charge corresponding electricity bills. Suppose the
data is tampered with or forged by malicious users
during transmission. In that case, it will not only
cause economic losses to the supplier but also make
the smart grid information asymmetric and unable to
distribute power effectively. This research is to study
key exchange and digital signatures in the research
issue to enhance data security in smart grids.

3) Data exchange and verification efficiency issues: Con-
sumers’ electricity consumption data will be collected
and sent to the electricity supplier through AMI
so that the supplier can charge the corresponding
amount of electricity bills or conduct load analysis.
However, when many AMI devices send statistical
data to the supplier simultaneously, without an effi-
cient verification mechanism, it is easy to cause net-
work congestion and verification delays, affecting the
accuracy of electricity bill calculation and power dis-
patching. This project is expected to study a batch
verification solution for smart grids in the second year
to reduce overall grid delays and ensure data accu-
racy.

4) The problem of the smart grid quickly detecting ab-
normal points: Since the smart grid is a decentral-
ized power grid structure if abnormal points or power
theft cannot be detected and eliminated immediately,
it will not only reduce the overall grid transmission
efficiency but also cause inconveniences and be a nec-
essary waste of energy. The research is to study the
deployment of blockchain smart contracts and deep
learning methods to detect electricity theft in smart
grids.

2 The Motivation

This research is based on a smart grid ensuring the se-
curity and privacy of transmitted data to improve smart

grid anomaly detection. The following are the motivation
and purpose of the research:

Motivation 1: Carbon emission issues are becoming in-
creasingly important
In response to global climate change, carbon reduc-
tion and neutrality are gradually being taken seri-
ously, with net zero emissions as the goal to pre-
vent the earth from continuing to heat up. How-
ever, the current industry cannot wholly achieve net
zero emissions, so it will use carbon neutrality. To
control carbon emissions harmoniously, use methods
such as planting trees or using renewable energy to
offset the carbon emissions generated. Taiwan cur-
rently uses coal-fired power generation as a repre-
sentative of high carbon emissions, but the current
power generation profile in Taiwan is still based on
coal-fired power generation. Coal and gas-fired power
generation are the largest. Restricting their power
generation will lead to insufficient power supply in
Taiwan. It is essential to increase sustainable and
clean renewable energy significantly. Therefore, this
project will maximize the use of renewable energy
through research on smart grids while also improv-
ing the efficiency of power generation and distribu-
tion, thereby avoiding energy waste and solving the
problem of power shortage.

Motivation 2: Avoid leakage of users electricity con-
sumption data
Since there are many sensors in the smart grid, con-
sumers’ power consumption data will be recorded and
sent to the power supplier so that the supplier can
adjust the configuration of power equipment based
on this data. Suppose the privacy of this data is not
ensured. In that case, it will lead to the exposure
of consumers living habits because a lot of informa-
tion can be learned from these electricity consump-
tion data. For example, when consumers use elec-
tricity, they can roughly estimate the time when they
are not at home or learn what consumers are doing
through electricity consumption. This information is
enough to leak privacy. Therefore, this project is ex-
pected to design a framework to ensure data privacy
in smart grids and study solutions using blockchain
and its privacy framework.

Motivation 3: Protect users’ smart meters from attacks
A smart grid is an electric power infrastructure that
uses information and communication technology to
transmit and distribute electricity. One of its essen-
tial purposes is to accurately bill consumers in the
power grid to allocate and manage electricity effec-
tively. Smart meters play a role in this task. It plays
an important role; its functions are (1) measuring en-
ergy consumption, (2) reporting energy consumption
data to the control center, and (3) receiving electric-
ity cost or control signals. The data collected through
these smart meters can enable the smart grid to make
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corresponding power distribution strategies. If these
smart meters do not ensure their security, the data
they send may be tampered with or even destroyed by
malicious users. In addition to placing an additional
burden on the power grid network, it will also reduce
the overall security of the smart grid. Therefore, this
research will study the data in the smart grid can en-
sure its security without affecting grid transmission
efficiency.

Motivation 4: Enable smart grids to have the ability to
monitor abnormalities in real-time
Energy losses in smart grids are divided into technical
losses and non-technical losses. Usually, some tech-
nical losses will occur during electricity’s transmis-
sion or transformation process. Non-technical losses
are also known as energy theft, commonly known
as electricity theft. The losses caused by these en-
ergy thefts cannot be underestimated. In addition
to causing direct economic losses, these electricity
thefts will also disrupt smart grids’ power generation
and management—transmission strategies. Practical
and comprehensive energy theft detection becomes
very important. In traditional power grids, detect-
ing electricity theft usually requires regular inspec-
tions by professionals, which is time-consuming, la-
borious, and inefficient. However, smart grids can
automatically collect energy consumption data from
various places, which can not only solve the efficiency
of traditional manual execution but also make it more
efficient—real-time detection of anomalies [44].

3 Related Works

Traditional grids are no longer a solution for power trans-
mission and distribution due to shortcomings such as pro-
longed power outages, energy storage issues, and high
carbon emissions. A holistic solution is proposed to
solve these challenges: the smart grid [49], which com-
prises advanced metering infrastructure equipment com-
posed of smart meters, communication technology, me-
ter data management systems, etc. [35]. These devices
are regarded as a bridge between consumers and en-
ergy suppliers. Advanced metering devices collect en-
ergy consumption data in real-time. These time series
data are transmitted to the meter data management sys-
tem through commonly used fixed and public networks
and then recorded. And analyze smart meter data to en-
able grid operators to optimize power supply and distri-
bution [8]. This research studies the data security and
privacy of smart grids to solve the anomaly detection
problems of smart grids. It develops HAN (Home Area
Networks) data privacy protection, grid data security cer-
tification, and rapid energy theft detection.

3.1 Related Works on Data Privacy for
Smart Grids

A lot of electricity consumption data is circulating in the
smart grid, most of which is collected from smart me-
ters at the user end. These sensitive smart meter data
can reflect the user’s living habits and actual electric-
ity consumption time [22, 32, 34], if these data are not
handled properly, it may lead to the leakage of user pri-
vacy. However, unlike traditional data privacy, smart me-
ter data privacy should consider the complex structure of
the power sector, the legacy of closed-system energy tech-
nology, and legal and government restrictions [3]. How to
provide adequate privacy protection is the current com-
munication process priorities.

Smart meters usually collect the energy consumption of
household appliances every 15 minutes. Then, the smart
meters will compile the data and send it to the supplier as
the basis for electricity billing. If a malicious user reads
the energy consumption data from it, it may be possible
to infer the consumption. Therefore, energy consumption
data must be encrypted to protect security and privacy
before the device transmits and leaves the HAN [2]. Each
meter reports its energy consumption or uses data aggre-
gation technology to combine energy consumption from
the same area. Consumption data is summarized, and re-
ports are sent to the control center in batches. The con-
trol center generates monthly bills and shows how much
electricity is needed to maintain the electricity meters in
the area [39]. The control center will continuously collect
electricity consumption data, which must be encrypted or
aggregation because if a malicious user changes the trans-
mitted data, it will be easier to see through [29].

3.2 Related Works on Security Certifica-
tion of Smart Grids

Since this research will ensure data security through key
exchange and digital signatures, we will discuss these two
parts below.

If the data in the smart grid is tampered with or manip-
ulated by malicious users, it will impose additional load
on the network [51]. Therefore, one of the critical require-
ments for smart grid security is data encryption, which
requires mutual authentication and key exchange [33].
Tsai & Lo proposed an authentication scheme based on
bilinear pairing [41]. Although it can hide the identity
of smart meters to achieve anonymity, the bilinear pair-
ing has a high computational cost and is unsuitable for
smart grids with limited equipment resources. Mahmood
et al. [31] proposed a key exchange scheme using ellip-
tic curve encryption [7, 16]. Although it is more suitable
for smart grids, it cannot satisfy anonymity. Although
Abbasinezhad-Mood & Nikooghadam [1] allow smart me-
ters to register with a trusted organization to provide
anonymity, the registration phase requires a lot of com-
putation. It is not practical to encrypt smart meter iden-
tities. Kumar et al. [24] proposed a lightweight authenti-
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cation and key exchange protocol between smart meters
and NAN gateways in smart grids. Their scheme used an
elliptic curve encryption algorithm and AES to achieve
encryption. These calculations all rely on the NAN gate-
way. The NAN gateway will require much memory space
to complete this function. Although Kumar et al. believe
that their solution is anonymous, it can be tracked by
tracking transmissions between other meters in the NAN.
The identity identification code is used to determine the
transmission pipeline of a specific meter, so the anonymity
effect cannot be achieved.

To reduce the computational burden and delay caused
by signatures, the concept of execution first and verifica-
tion later has been developed. This concept divides sig-
nature generation into two stages: the offline stage before
the signed message is given and the offline stage for execu-
tion. They are calculated so that messages can be signed
faster online. For example, the elliptic curve digital signa-
ture algorithm [19,21,45], Fiat-Shamir [12], Schnorr [37],
RSA [5, 6, 17, 46], El-Gamal [9, 18, 25, 27, 30], and digital
signature standards can all be calculated without knowing
the message to be signed. Similarly, online/offline sign-
ing [11,38] can convert any ordinary signing scheme into a
pre-computed scheme. In these solutions, the throughput
is still affected by the high offline computing cost, and
their end-to-end latency is also affected by the expensive
computing cost in the online certification stage, result-
ing in their inability to be appropriately applied to smart
grids.

3.3 Related Works on the Batch Verifica-
tion of Smart Grids

Using the tree data structure as the verification scheme,
Fouda et al. designed a lightweight message verification
protocol based on Diffie-Hellman [13] to solve the mu-
tual verification problem between the home area network
Gateway and the building area network Gateway. Liu et
al. [28] constructed a key management scheme based on a
crucial graph for AMI to achieve secure communication.
However, Wan et al. [42] found this solution vulnerable
to denial of service attacks. So, they proposed an im-
proved solution that combined an identity cryptosystem
and an efficient key tree to achieve secure communica-
tion between smart meters and meter data management
systems. Li et al. [26] designed a lightweight smart grid
verification protocol based on the Merkel hash tree, con-
sidering smart meters with limited computing resources.
However, the protocol failed to resist replay attacks.

In-vehicle networks similar to smart grid environments
have a higher frequency of transmitting messages between
sensors, so there are also several verification-related stud-
ies. Jiang et al. [20] proposed a secondary method for
vehicle-to-infrastructure communication. Binary Authen-
tication Tree reduces computational complexity by re-
ducing the entire batch verification bottleneck. Wang et
al. [43] found that Jiang et al.’s BAT scheme cannot resist
forgery attacks, and an attacker can forge the entire batch

of verifications and signatures of other vehicles. Shim [40]
also pointed out that Jiang et al.’s BAT scheme cannot
resist replay and witch attacks.

3.4 Related Works on Anomaly Detec-
tion Efficiency of Smart Grids

State-based energy theft detection uses additional re-
sources such as wireless sensor networks, observation in-
struments, and RFID to identify energy theft. Han &
Xiao [15] proposed using observation instruments to cal-
culate energy losses. This observation instrument tracks
the energy delivered to consumers in the smart grid NAN
(Neighbor Area Network). Use the approximate difference
between actual energy consumption and billing data to
distinguish tampered meters from healthy meters. Zheng
et al. [50] proposed an anomaly detection framework by
combining the maximum information coefficient and clus-
tering technology to quickly search and explore density
peaks to detect anomalies through smart observation in-
struments between consumers and DNOs (Distributed
Network Operator). DNOs and energy retailers collect
data from smart meters and sensors to identify malicious
behavior. Kim et al. [23] proposed a non-technical loss de-
tection algorithm that uses the Intermediate Monitor Me-
ter to analyze the power consumption of each consumer to
detect whether electricity is stolen. However, the above
methods may cause the system to produce misjudgment
results due to sudden changes in consumers’ electricity
consumption habits.

Energy theft detection based on machine learning uses
data from smart grids and is trained to find anomalies au-
tomatically. Guntur & Sarkar [14] used consumers’ histor-
ical energy consumption patterns to improve the efficiency
of energy theft detection. The experimental results show
that the random forest set accurately detects energy theft.
Still, achieving robustness and stability for highly incon-
sistent energy consumption models is challenging. Yip et
al. [48] used multiple linear regression to identify the loca-
tion of faulty smart meters using consumer-based energy
consumption patterns. This mechanism does not perform
well with unstable energy consumption characteristics.
Yao et al. [47] used a Convolutional Neural Network to
propose a smart grid energy theft detection scheme to
detect whether abnormal behavior occurs in meter mea-
surement data. They are using the Paillier algorithm to
protect the power consumption data transmitted by users.

4 Research Issues

In this article, we will propose three research issues on
smart grid data security and privacy. The issues to be
discussed and solved in this research are as follows: In the
first research topic, a data privacy protection framework
for Home Area Networks (HAN) will be designed using
blockchain. The second topic is to study lightweight key
exchange to achieve mutual authentication, exchange ses-
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sion keys to enhance security, and use digital signatures
to ensure integrity. The third research topic combines
the research results of the first and second topics to de-
sign a smart grid energy theft system. While ensuring
data privacy and security, we improve detection efficiency,
use blockchain to design smart contracts to detect users
stealing electricity, and combine deep learning models to
detect abnormal points in the power grid to maintain the
intelligence and high availability of the power grid. In-
tegrating three research topics will result in a smart grid
that transmits data with privacy and security and detects
abnormalities in real time.

4.1 Research Issue on the Data Privacy
for Smart Grids

Smart grids need to transmit the electricity consumption
data of many users. These data represent each user’s
living habits or methods. If the privacy of this data is
not guaranteed, the user’s privacy will be leaked, allow-
ing other malicious users to use it. Anyone can take ad-
vantage of the opportunity. Ensuring data privacy pro-
tects users makes smart grid data challenging to forge and
avoids unnecessary energy consumption in the grid. This
research hopes to propose a smart grid architecture that
guarantees privacy, protects the data privacy of users and
smart grids, and makes the grid less susceptible to dam-
age. The following problems to be solved are described
separately:

1) Users’ living habits can be inferred from electricity
consumption data:
Today’s society attaches a great sense of privacy, and
protecting privacy has become a research and discus-
sion direction for many people. Most of the data
transmitted in smart grids are users’ electricity con-
sumption. This data includes which users used how
much electricity at a certain point in time. If infor-
mation such as this is intercepted and deciphered by
malicious users, the smart grid will not be able to
protect the user’s privacy. This research intended to
study the privacy protection methods of smart grids
for home area networks (HAN) and design a privacy
protection framework to solve this problem so that
related facilities can be deployed more quickly.

2) Ensuring data privacy can make power grid data less
susceptible to forgery:
In addition to users’ data privacy, the data privacy
of the smart grids needs to be taken seriously. The
smart grid has many different sensors, and the data
transmitted by these sensors often plays a significant
role in maintaining the grid’s stability. Privacy is
not adequately protected when the total amount is
transmitted to the local control center for distribu-
tion. The total amount of electricity in the area is
revealed; it may be possible to infer information such
as the area’s total population data. The power allo-
cated to the area is far lower than the demand, leav-

ing users without power. This research studies the
privacy of smart grid data transmission. It solves
this problem by combining the blockchain tool hy-
perledger so that the data of users and the grid will
not be disclosed while also allowing the smart grid to
maintain its stability.

To summarize the above, the first research topic stud-
ies the data privacy issues of smart grids, the use of
blockchain to design a privacy protection mechanism, and
the design of a data privacy protection framework for
HAN to ensure the privacy of users and smart grids and
also It can improve the efficiency of future subordinate
systems.

4.2 Research Issue on the Security Certi-
fication of Smart Grids

In the second year of this project, it is expected to solve
the security problem of data transmitted in the smart
grid. The reason why the smart grid can minimize energy
loss is partly dependent on the transmitted data. The
transmitted data has various nodes in the power grid.
The status data is more of the user’s power consumption
data. However, if the security of this data is not guaran-
teed, it can easily be tampered with by malicious users. It
can easily lead to incorrect data in the power grid, caus-
ing the power grid to have a negative impact on energy
errors in judgment. This project is expected to study key
exchange and digital signature methods to enhance the
security of data in the power grid to solve this problem.
The description is as follows:

1) Prevent user information from being tampered with
or destroyed:
The smart grid will determine its distribution strat-
egy based on the current level of electricity usage.
Figure 1 shows the data transmission process of the
smart grid. The electricity usage data will be mea-
sured through smart meters and the data will be sent
to the smart grid. In the power grid, if the user’s data
is tampered with or destroyed during the transmis-
sion process, not only will the data between the meter
and the power grid be asymmetric, but it will also
cause errors in the power grid’s strategic selection.
This project will use lightweight key exchange to en-
sure security, and use a low-latency digital signature
mode to authenticate the integrity of these data, im-
proving the credibility of the data in the power grid.

Figure 1: Smart grid data transmission process

2) Protect data transmitted in the smart grid:
The data transmitted in the smart grid will be used
as a reference to determine the grid’s current power
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strategy. If these data are tampered with and de-
stroyed, the smart grid will need to repeatedly ver-
ify their correctness, which will increase the network
load and further degrade the grid. Operations will be
inefficient or even unable to provide services. There-
fore, this plan ensures the security of data transmit-
ted to the power grid and reduces the transmission
cost of the power grid.

To summarize the above, the second-year research plan is
expected to study the data security issues of smart grids
and use key exchange and digital signatures to complete
identity authentication with lower latency and computa-
tional costs to enhance data security and integrity.

4.3 Research Issue on the Batch Verifica-
tion of Smart Grids

The smart grid needs to transmit the power consumption
data of many users. This data is continuously transmit-
ted according to the power supplier’s measurement cycle,
which may be once an hour or even 15 minutes. Many
AMI devices simultaneously send statistical data to the
power supplier for verification. For example, Without an
efficient verification mechanism, it can easily cause de-
lays in verification operations. The research will explore
improving the existing verification algorithm to achieve
batch verification of power consumption data in smart
grids. This problem can be solved by verifying all data
in the batch simultaneously to ensure that the data is
correct. The problem is described as follows:

1) There are many smart grid users and a vast number
of verifications:
The smart grid consists of many Neighborhood Area
Networks (NANs), as shown in Figure 2. Each NAN
represents a floor, building, or community and is
equipped with many smart meters and other equip-
ment to record users’ power consumption data. Due
to the large number of users, the electricity con-
sumption data generated will be extensive. Sup-
pose the traditional transaction-by-transaction ver-
ification mechanism is still used. In that case, it will
cause severe delays in the verification operation and
make it difficult to achieve real-time power consump-
tion monitoring and electricity bill calculation. This
project will study how to use high-efficiency power
consumption data verification algorithms to enable
smart grids to have the ability to verify massive
amounts of transmitted data in batches to achieve
real-time energy utilization.

2) Ensuring data verification efficiency can reduce the
delay of the power grid and achieve immediate re-
sults:
Smart grid operation relies on the accuracy of a large
amount of power consumption data to determine the
best grid dispatch strategy. However, the efficiency
of verifying a large amount of user data one by one

Figure 2: The data transmission from multiple AMIs

is slow, leading to delays in power grid policy judg-
ment and making it impossible to check whether user
data has been maliciously tampered with. This will
not only reduce the operating efficiency of the power
grid but also fail to meet the needs of real-time mon-
itoring and processing of power consumption data.
This research will propose a batch data verification
mechanism suitable for smart grids to accelerate ver-
ification efficiency.

To summarize the above, the research studies the smart
grid’s batch verification scheme and explores its efficiency
concerning the reputation score structure. Reducing the
power grid’s computing cost can significantly increase the
verification speed and ensure the power grid strategy. The
immediacy and correctness of judgment can achieve the
effect of real-time monitoring and processing of electricity
consumption data.

4.4 Research Issue on the Anomaly De-
tection Efficiency of Smart Grids

In the third research issue, it solves the problem of energy
theft in smart grids. Since the smart grid will automati-
cally collect power consumption data from various places,
from this data, the smart grid can check whether there are
any abnormalities in the data to achieve real-time mon-
itoring. If the power in the power grid is stolen but no
alarm is issued, it will not only cause serious economic
losses to the power supplier but will even cause the power
grid to be unable to operate normally due to unequal
power generation and power consumption. Based on the
first and second research topics, this research topic uses
private and secure data to design the power grid to accu-
rately detect abnormal points with better efficiency and
improve the availability of the power grid. The issues to
be addressed are detailed below.

1) Smart grid requires high anomaly detection effi-
ciency:
The smart grid has many sensors and nodes, and
the data generated by these sensors or nodes will
affect its power decisions. If abnormal points can-
not be detected in time and repaired immediately,
they will not only reduce the overall transmission ef-
ficiency of the smart grid but also cause unnecessary
energy waste.
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Figure 3: Schematic diagram of smart grid anomaly detection

2) Electricity theft will lead to information asymmetry
in the overall power grid:
Smart grids determine power distribution strategies
based on the amount of electricity suppliers gener-
ate. Figure 3 is a schematic diagram of smart grid
anomaly detection. When someone steals electricity
but is not detected, the power generation and power
consumption will not match, and there will be no ex-
cess power in the energy storage device, thus affecting
the power strategy of the smart grid. In addition to
hindering the interests of energy suppliers, it will also
put the entire power grid in an unsafe state. This re-
search studies how to strengthen smart grid energy
theft detection and improve grid availability.

5 Conclusion

We have proposed four research issues. These research
issues will be able to achieve the following goals:

1) Ensure the privacy of consumers’ consumption data
in smart grids: This research issue proposes a solu-
tion to protect the privacy of consumers’ data and
proposes an efficient and practical framework.

2) Strengthen the security certification of smart grid
transmission data: This research considers the se-
curity of data transmitted in the smart grid, using
key exchange and digital signature methods to en-
able each node of the smart grid to establish a secure
communication channel and to sign the data so that
intruders cannot forge the data.

3) Improve the efficiency of smart grid verification data:
This research proposes a data verification efficiency
of smart grids. The proposed used a whole batch ver-
ification scheme to verify the signatures of the entire
area at one time so that the smart grid has high-
efficiency and low-latency data flow and achieves the
effect of real-time power control of the grid.

4) Break through the abnormality detection efficiency
and accuracy of smart grids: This research proposes
a system with data transmission privacy and security,
rapid and accurate detection of smart grid energy
theft, and data circulation in each node. This will
not only allow the smart grid to properly utilize its

power and make the best power distribution strategy,
but it can also solve imminent energy problems and
improve the availability of smart grid applications in
the future.
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