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Abstract

In the complex network topology of traditional finite
element multi-microcomputer systems, the data trans-
mission process can cause a series of errors. In order
to improve the operation effect of finite element multi-
computer systems, this paper proposes a distributed par-
allel algorithm for finite element multi-computer sys-
tems considering network security performance evalua-
tion. Taking advantage of the complementarity of DE
(Differential Evolution) and EP (Evolutionary Program-
ming), this paper introduces EP under the framework of
DE. It constructs a hybrid algorithm named DEEP (Dif-
ferential Evolution Evolutionary Programming), which is
dominated by DE and supplemented by EP. Moreover,
this paper adopts the partition clustering technique to
obtain a more accurate partition scheme. To verify the
correctness of the distributed parallel algorithm, the dis-
tributed parallel algorithm proposed in this paper is stud-
ied through experiments. This article studies the use of
parallel computing technology to accelerate the compu-
tational speed of DE for solving reactive power optimiza-
tion problems and implements it on a microcomputer clus-
ter platform. The required population size is reduced by
improving the algorithm itself, thereby further accelerat-
ing computation or using smaller clusters to reduce costs.
The distributed parallel algorithm proposed in this paper
has been verified to have good stability at various frequen-
cies through square wave experiments; the experimental
analysis shows that the distributed parallel algorithm pro-
posed in this paper is effective, and it verifies that the
distributed parallel algorithm proposed in this paper has
a certain promotion effect on the security improvement of
the finite element multi-computer system.

Keywords: Finite Element; Multi-computer System; Net-
work Security; Parallel Algorithm

1 Introduction

The microcomputer monitoring system is an important
component of the modernization of railway equipment. It
integrates the latest modern technologies, such as sensors,
fieldbus, computer network communication, databases,
and software engineering, to monitor and record the main
operating status of signal equipment, providing scientific
basis for the electrical department to grasp the quality of
equipment application and fault analysis. At the same
time, the system also has the function of data logic judg-
ment. When the working condition of the signal equip-
ment deviates from the predetermined limit or abnormal
occurs, it will alarm in a timely manner to avoid affect-
ing the safety and punctual operation of the train due to
equipment failure or illegal operation

The microcomputer monitoring system enables signal
equipment to have self diagnosis function, thereby greatly
improving the safety of the signal system. It can reflect
the operating status of signal equipment 24/7 during op-
eration, detect potential faults, eliminate hidden dangers,
and use computer technology to logically judge, which
is conducive to capturing instantaneous and intermittent
faults. Through playback and reproduction, it is con-
ducive to analyzing faults and distinguishing responsibil-
ities. The microcomputer monitoring system can grasp
the working status and trend of signal equipment, which
is the technical basis for promoting signal equipment sta-
tus maintenance and providing scientific basis for main-
tenance decision-making.

The transmission system functions and is technically
safe according to the same process according to European
standard EN50129. However, the use of untrusted trans-
port systems limits the course of this functional approach.
Therefore, the safety-related transmission system should
be characterized by a functional specification including
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an overall error model, and the safety integrity require-
ments specification should be formulated on the basis of
a functional analysis of this error model. It is proposed in
the functional integrity requirements that the design or-
ganization should provide six protective measures: check
transmission identifier error, check data type error, check
data value error, check the error of expired data or data
not received within a predetermined time, check the data
loss after a predefined delay, and ensure the independence
of the security transmission function and the level of use
of the untrusted transmission system. Meanwhile, six re-
quirements should be fulfilled in the security integrity re-
quirements: security protection should be applied to the
generation of transmitted data; security response should
be generated in the case of mis-operation, which is con-
sistent with the security requirements of the receiver, the
receiver applies an error checking mechanism and should
be consistent with the receiver’s security requirements;
the use of the second clause in an untrusted transmission
system should be functionally independent; the residual
data error rate for each information exchange between
sender and receiver within a safety-relevant transmission
system should be less than a predetermined value. This
ratio should be adapted to the safety integrity level (SIL)
of each receiver.

Authenticity, integrity and accurate time of data
should be ensured when communicating with each other
between safety-related devices. In order to maintain
the security required for communication between safety-
related devices, the following requirements should be met:
if the source of the transmission system is not uniquely
specified, authenticity should be provided by adding a
source indicator to user data; integrity should be pro-
vided by the user The security code is added to the data
to provide, the security process can not only rely on the
generated transmission code, but must be checked by the
overall circuit as part of the untrusted transmission sys-
tem; the timing of user data should be provided by adding
time information to the user data., the time delay can be
independent of the application [1–3]; it is necessary to set
the order in which the safety process should check the in-
formation: the safety program of the safety-related device
is functionally independent of the program used for the
untrusted transmission system, if the two programs use
the For the same coding structure, the parameters should
also be different [4]; if the transmission quality falls below
the pre-established transmission requirement specification
level, an appropriate security response should be trig-
gered. When safety and non-safety devices communicate
with each other, safety-related and safety-independent in-
formation should have different structures, which is ac-
complished by applying secure coding to safety-related
information [5]. This safety code shall protect the system
to the required SIL from safety non-safety information
to safety relevant information. The safety procedures of
safety-related equipment should be functionally indepen-
dent from the procedures used by untrusted transmission
systems and safety-independent equipment [6].

In a complex network topology, the data transmission
process will cause a series of errors, such as: packet loss,
duplication, insertion, delay, timing errors, user data cor-
ruption and addressing errors [7]. From the perspective
of the communication receiver, the following two commu-
nication errors may lead to dangerous situations:

1) data errors, such as: sending (receiving) address er-
ror, data type error, data value error;

2) timing errors, such as communication delay If it is
too long, the sequence of sending and receiving data
frames is inconsistent.

The goal of secure communication is to establish a pro-
tection mechanism to avoid the above errors during the
transmission of security-related data, or when the above
errors occur, the system can detect these errors in time
and take necessary security measures [8].

In the existing computerized automatic inter-station
blocking system, the real-time information is not checked
in the secure communication layer, and only relies on the
TCP/IP (Transmission Control Protocol/Internet Proto-
col) protocol of the untrusted transmission system to en-
sure that TCP is a connection-oriented end-to-end Reli-
able protocol and guarantees the order in which packets
are delivered [9]. The sequence is guaranteed by the re-
sponse sequence number, which tells the receiver the next
packet the sender expects [10]. If the confirmation re-
sponse is not received within the specified time, the packet
needs to be resent. The reliable mechanism of TCP al-
lows devices to handle lost, deleted and misread packets,
and the pause mechanism allows devices to monitor lost
packets and request retransmission [11].

The computer monitoring system is an important part
of the modernization of railway equipment [12]. It in-
tegrates the latest modern technologies, such as sensors,
fieldbus, computer network communication, database and
software engineering, etc., to monitor and record the main
operating status of the signal equipment, and provide the
electric affairs department to master the use quality of
the equipment and provide fault analysis. Scientific basis
[13, 14]. At the same time, the system also has the func-
tion of data logic judgment. When the working condition
of the signal equipment deviates from the predetermined
limit or abnormality occurs, it will alarm in time to avoid
equipment failure or illegal operation affecting the safe
and punctual operation of the train [15]. The computer
monitoring system enables the signal equipment to have
a self-diagnosis function, thereby greatly improving the
safety of the signal system [16]. When the signal equip-
ment is running, it can reflect the operation status of the
equipment all day long, and can find potential faults and
eliminate hidden troubles. Moreover, it uses computer
technology to make logical judgments, which is conducive
to capturing instantaneous faults and intermittent faults,
and reproducing them through playback. It is benefi-
cial to analyze faults and distinguish responsibilities [17].
The types of detection objects can be roughly divided
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into analog quantities and switch quantities. The ana-
log quantities include: power screen voltage, track circuit
voltage, switch operating current, cable insulation resis-
tance and power supply-to-ground leakage current, etc.
Switch quantities include: key relay status, Console but-
ton and identification lamp status, fuse status, filament
status and turnout indicating gap status, etc. [18].

In order to improve the operation effect of the finite el-
ement multi-computer system, this paper proposes a dis-
tributed parallel algorithm for the finite element multi-
computer system considering the performance evaluation
of network security, and combines the experimental analy-
sis to verify the algorithm effect to improve the operation
reliability of the microcomputer system.

The innovation of this article lies in the study of using
parallel computing technology to accelerate the calcula-
tion speed of DE for solving reactive power optimization
problems, and implementing it on a microcomputer clus-
ter platform. By improving the algorithm itself, the re-
quired population size is reduced, thereby further accel-
erating computation or using smaller clusters to reduce
costs.

The contribution of this article is that the proposed
distributed parallel algorithm has a certain promoting ef-
fect on the security improvement of finite element multi
microcomputer systems, and also provides new references
for related research.

2 Distributed Parallel Algorithms

2.1 Introduction of Differential Evolution
Algorithms

The reason DE is named ”differential evolution” is that
the mutation operation of DE is not driven by a given
random distribution function as in EP or ES, but by ge-
netic differences between individuals randomly sampled
from contemporary populations. For example, the form
called DE/rand/1 shown in Equation (1):

DE/rand/1 : ui,j [k] + F (ur2,j [k]− ur3,j [k] (1)

Among them, r1 ̸= r2 ̸= r3 ̸= i ∈ {1, 2, L,N}, that is,
r1, r2 and r3 are integers randomly selected from the set
{1, 2, . . . , N} that are not equal to each other and not
equal to i; F is the proportional coefficient, which can be
called the variation control coefficient.

According to the nomenclature of DE, (ur1[k]) means
to use the randomly selected individual as the basis of
variation to form the increment of variation by the differ-
ence of a pair of randomly selected individuals.

We assume that there are only two control variables,
then Equation (1) can be graphically illustrated by Fig-
ure 1 in a two-dimensional plane, and the ellipse in the
figure represents the contour of the objective function.

Figure 1: Schematic diagram of the variation of
DE/rand/1

It is also possible to use the i-th individual ui[k]
or the best contemporary individual ubest[k] as the ba-
sis of variation instead of randomly selected individ-
uals, and use the differences of more than one pair
of individuals to form the variation increment, such
as DE/current/1,DE/best/1,DE/rand/2,DE/current/2
and DE/best/2 as shown in Equations (2) - (6):

DE/current/1: ui,j [k] = ui,j [k]

+ F (ur1,j [k]− ur2,j [k])
(2)

DE/best/1: ui,j [k] = ubest,j [k]

+ F (ur1,j [k]− u−2,j [k])
(3)

DE/rand/2: ui,j [k] = ui,j [k] + F1(ur2,j [k]− ur3,j [k])

+ F2(ur4,j [k]− urj [k])
(4)

DE/current/2: ui,j [k] = ui,j [k] + F1(ur1,j [k]− ur2,j [k])

+ F2(ur3,j [k]− ur4,j [k])
(5)

DE/best/2: ui,j [k] = ubest,j [k] + F1(ur1,j [k]− ur2,j [k])

+ F2(ur3,j [k]− ur,j [k])
(6)

To speed up the search, DE also uses the hybridization
operation. Discrete crossover was adopted in the early
stage, mainly in two forms: ”Binary Crossover” and ”Ex-
ponential Crossover”. Taking as an example, after intro-
ducing binary or exponential hybridization, two complete
DE forms of DE/rand/1/bin and DE/rand/1/exp can be
formed, as shown in Equations (7) and (8), respectively:

DE/rand/1/bin is :ui,j [k] =


ur1,j [k] + F (ur2,j [k]− ur3,j [k],

ifUj(0, 1) ≤ CRUj = li

ui,j [k], otherwise

(7)

DE/rand/1/exp is:


flag = 1 if Uj(0, 1) ≤ CRUj = li

ur1,j [k] =


ur1,j [k] + F (ur2,j [k]

−ur3,j [k]ifflag = 1

ui,j [k], otherwise

(8)
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Among them, Uj(0, 1) is a random number in the (0,1)
interval, which is generated once for each control variable
of individual i; CR ∈ [0, 1] is the given hybrid control
coefficient; li ∈ {1, 2, L,M}, which is generated only once
for individual i.

Regarding the use of binary hybridization or exponen-
tial hybridization, the article points out that there is no
significant difference in the effectiveness of the two hy-
bridization forms in most cases, but the ability of bi-
nary hybridization to search the corners of hypercubes
is stronger. Figure 2 graphically depicts a binary cross,
in which a total of 8 control variables are assumed.

Figure 2: Schematic diagram of binary hybridization

The selection operation usually used by DE is ”Binary
Tournament Selection”, which can also be more vividly
called ”one-to-one father-son competition”, that is, com-
paring each child individual uMei[k] with its parent indi-
vidual ui[k], the one with higher fitness wins and enters
the next generation, which becomes ui[k + 1], as shown
in Equation (9):

ui[k + 1] =

{
ui,i[k], iff ′

i(k) ≥ fi(k)

ui[k], iffi(k) ≥ f ′
i(k)

(9)

In Equation (9), the greater than or equal sign is used
instead of the greater than sign, which helps to cope with
the situation that the shape of the search space contains
a platform part, so that the search process can ”climb”
over the platform.

2.2 Optimization Mechanism and Param-
eter Setting Analysis of Differential
Evolution Algorithm

The advantages of DE’s mutation operation are analyzed
in detail, and it is considered that although it is very sim-
ple, it meets three conditions for becoming an excellent
mutation operation:

Condition 1: The generated variation increments must
conform to a random distribution centered at 0.

Condition 2: The magnitude of variation of each control
variable should be dynamically changed to suit the
shape of the search space. This condition actually

contains the law that the author summarized for EP
in the previous chapter, and it is more demanding.

Condition 3: The variation of each control variable
should be correlated with each other to ensure ro-
tational Invariance.

For Condition 1, if the center is not 0, the subgroup
will have a fixed cumulative drift relative to the parent
group, thus weakening the global search ability of the
algorithm. The Gaussian distribution, the Cauchy dis-
tribution, or the more general Levy distribution used by
EP and ES mentioned in the previous chapter all satisfy
this condition. In Equation (1), since the selection of r1
and r2 is random, the probability of Ur1,j [k] − ur2,j [k]
and Ur2,j [k] − ur1,j [k] appearing is the same, so the
F (Ur1,j [k] − ur2,j [k]) term also conforms to the random
distribution centered on 0.

Figure 3: Illustration of Condition 2 and Condition 3

For Conditions 2 and 3, it can be understood with ref-
erence to Figure 3, which assumes that there are only two
control variables, and the shape of the contour of the ob-
jective function is an ellipse. The left picture shows the
case where the directions of the major and minor axes
of the ellipse are the same as the coordinate axes. From
this, it can be seen that at the same time, the effective
variation range of different control variables is different,
and with the progress of the optimization process, the ef-
fective variation range of each control variable is generally
smaller and smaller, so as to adapt to the situation that
the contour of the objective function changes from a large
ellipse to a small ellipse.

Figure 4 shows the distribution of a population with
four individuals (left panel) and its corresponding dis-
tribution of difference vectors (right panel, scale factor
F=1). It can be seen that the distribution of the difference
vector is a symmetrical distribution centered at 0, and its
shape changes dynamically with the change of the popu-
lation distribution. With the assistance of the selection
operation, the shape of the search space can be gradually
adapted, and only a scalar parameter F is needed to ad-
just the variation amplitude in each direction. Moreover,
since the coordinate rotation will not change the relative
position between individuals and the relative position of
the entire population in the search space, it will not affect
the performance of DE.

However, the aforementioned discrete hybridization
would destroy the rotational independence. Figure 5
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Figure 4: Schematic diagram of difference vector distri-
bution

shows the hybridization of two individuals u and u in
two dimensions. The position of the discrete hybridiza-
tion result (uXuu′) will change with the rotation of the
coordinate axis. However, if continuous linear hybridiza-
tion is used like some ES methods, that is, the result of
hybridization is on the connecting line of u and u, it will
not be affected by the rotation of the coordinate axis.

Figure 5: Schematic diagram of discrete hybridization and
linear hybridization

Therefore, DE is more inclined to use linear hy-
bridization, and the hybridization and mutation are di-
rectly combined together to form a concise and complete
DE form, such as DE/current-to-rand/1 and DE shown
in Equations (10) and (11). /current-to-best/1, where
DE/current-to-rand/1 is the preferred form of DE recom-
mended by K.V.Price.

DE/current - to - rand/1:

u′
i,j [k] = ui,j [k]+K(ur1,j −ui,j [k])+F (ur2,j [k]−ur3,j [k])

(10)
DE/current - to - best/1:

u′
i,j [k] = ui,j [k]+K(ubest,j−ui,j [k])+F (ur1,j [k]−ur2,j [k])

(11)
Among them, K is called the hybridization control coeffi-
cient; ubest is the best individual that has appeared until
the current generation, which may be called ”the best
individual in history”.

The optimization mechanism of DE/current-to-best/1
can be illustrated by Figure 6: The function of the

Figure 6: Schematic diagram of the mechanism of
DE/current-to-best/1

K(ubest,j −ui,j [k]) term is to ”accelerate” each individual
ubest (a search point) in the contemporary group towards
ubest to a point A halfway (the case of 0 ≤ K ≤ 1 ). The
function of the F (ur2,j [k] − ur3,j [k]) term is to impose
a perturbation on the search point at A, and the direc-
tion and intensity of the perturbation are determined by
the difference between F and the two individuals ur1 and
ur2 randomly selected from the current population, and
finally a new individual ui is obtained.

The flow chart of reactive power optimization based on
DE/current-to-best/1 is shown in Figure 7.

Figure 7: Flowchart of reactive power optimization based
on DE/current-to-best/1

In the 0-th generation, the initialization is performed
first to generate an initial group containing N individuals,
then the power flow and fitness are calculated for each
individual, and the best individual is found, which is the
initial ubest .
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In the k-th generation (1 = k = kmax), firstly, the ex-
isting group (parent group) is reproduced according to
Equation (11) to generate a sub-group, then the trend
and fitness are calculated for each individual in the sub-
group. Then, the individuals with the same numbers in
the subgroup and the parent group conduct ”one-to-one
father-son competition”, and the winner enters the next
generation of the parent group, and the best contempo-
rary individual ubest[k] is found. If ubest[k] is better than
the historical best individual ubest, it is replaced by ubest.

2.3 Complementarity of Differential Evo-
lution and Evolutionary Program-
ming Algorithms

Regarding the reason why DE is prone to fall into prema-
ture convergence, it is believed that because DE adopts
a relatively ”greedy” selection operation of ”one-to-one
father-son competition”, which leads to a rapid decline
in population diversity and premature convergence. It
adopts the selection operation of ”one-to-one father-son
competition”, or adopts the relatively less ”greedy” q-
stakes selection like EP, or adopts the “greedier” deter-
ministic selection operation like ES, and the performance
shown by DE are not much different. It can be seen that
the selection operation of ”one-to-one father-son compe-
tition” is not the main reason.

The main reason is that there is no truly random mu-
tation operation like in EP in the reproduction of DE,
and the article also holds this view. For the convenience
of explanation, the reproduction formulas of DE and EP
are rewritten as follows:

DE/current-to-best/1 is:

u′
i,j [k] = ui,j [k]+K(ubest,j−ui,j [k])+F (ur1,j [k]−ur2,j [k])

(12)
EP : ui,j [k] = ui,j [k] + ρi,j [k]Ṅi,j(0, 1)[k] (13)

Due to the mutation operation of DE, the last term in
Equation (12), it consists of the difference between two
individuals randomly selected from the current popula-
tion. Therefore, the variation direction of each individual
is limited. Because of the population size, there are (N-1)
(N-2) mutation directions in total. The limited variation
direction may affect the global search ability of DE in solv-
ing complex problems, and the population will be rapidly
homogenized and fall into premature maturity. The ex-
pansion of the population size can not only expand the
distribution of sampling, but also increase the variation
direction of each individual, which is obviously beneficial
to preventing precocious puberty, but it will increase the
calculation time.

2.4 Design of a Hybrid Algorithm of Dif-
ferential Evolution and Evolutionary
Programming

For reactive power optimization, DE is a relatively ex-
cellent new evolutionary algorithm that deserves further

research and application. However, it was also found that
DE requires a relatively large population size to avoid
premature convergence. This will result in a long calcula-
tion time, which cannot meet the needs of online reactive
power optimization. By adopting parallel DE and appro-
priately sized clusters, online reactive power optimization
of the power system can be effectively achieved; However,
it is still necessary to find ways to reduce the required
group size for DE to further accelerate computation or
use smaller clusters to reduce costs.

A simple and effective hybrid solution of DE and EP
was found and named DEEP. The scheme adopts the
mechanism of main group plus auxiliary group. It refers
to the group originally used in the evolution of DE as the
main group, and the group size is N. Before reproduction
in each generation, based on the first L (1=L=N) indi-
viduals in the main population, an auxiliary population
of size L is generated according to an EP-type random
mutation operation. The situation at the k-th generation
is shown in Figure 8.

Figure 8: Schematic diagram of the generation of helper
populations in DEPP (k-th generation)

After trial and error, it is found that the simple muta-
tion operation shown in Equation (14) works well:

uN+m,j [k] = um,j + Um,j(0, 1)
fbest − fm[k]

fbest − fworst
(umax

j − umin
j )

(14)
Among them, 1=m=L, 1=j=M, and M is the number
of control variables. Um,j(0, 1) generates a uniformly dis-
tributed random number located in the (0,1) interval each
time; fm[k] is the fitness value of the m-th individual
um[k]; fbest is the fitness value of the best individual ubest

in history. fworst is the fitness value of the worst individ-
ual uworst in history; (fbest− fm[k])/(fbest− fworst) term
provides an adaptive adjustment mechanism to the varia-
tion range of um, [k], and its value gradually changes from
large to small with the progress of the evolution process.
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In each generation, the worse individuals have a larger
variation range, and the better individuals have a smaller
variation range. The (umax

j − umin
j ) term is used to limit

the variation range of the j-th control variable of each in-
dividual, and the value after guiding the variation should
fall within [umin

j , umax
j ] as much as possible.

Figure 9: Flowchart of reactive power optimization based
on DEEP

Since the hybrid scheme is very simple, the calculation
process of DEEP differs little from that of DE. Figure 9 is
a flow chart of DEEP-based reactive power optimization.

In the 0-th generation, initialization is performed first
to generate an initial population containing N individu-
als. Then, the trend and fitness are calculated for each
individual. Then, the best individual ubest and the worst
individual uworst are found, that is, the initial historical
best individual and the historical worst individual. The
initial population is used as the main parent population
in generation 1.

In the k-th generation (1 = k = kmax()), based on
the first L individuals in the main parent group, an aux-
iliary parent group of size L is generated according to
formula (14). Then, according to the above description,
a subgroup of size N is generated based on the tempo-
rary general parent group of size N+L synthesized by the
main and auxiliary parent groups. Then, the power flow
and fitness are calculated for each individual in the sub-
group. Then, the individuals with the same number in
the subgroup and the main parent group conduct ”one-
to-one father-son competition”, and the winner enters the
main parent group of the next generation. The contempo-
rary best individual ubest[k] and the contemporary worst
individual uworst[k] are also found from the winners, if
ubest[k] is better than the historical best individual ubest,
it is replaced by ubest. If a new parameter appears in

the uworst[k] ratio history DEEP, that is, the size of the
auxiliary population L, it needs to be determined through
experiments. More generally, the determination of L may
be replaced by the determination of the ratio of L to N,
L/N.

DE and EP can be described as follows: DE is better
at mining existing genetic information in the population,
but not at introducing new genetic information, that is,
exploring new fields in the search space, Therefore, the
convergence speed is fast but it is easy to fall into pre-
mature puberty; EP, on the other hand, constantly intro-
duces new genetic information without fully utilizing it,
making it less likely to fall into early puberty but with
slow convergence. It can be clearly seen that DE and
EP have good complementarity and can be combined to
construct a hybrid algorithm that leverages strengths and
avoids weaknesses

2.5 Grid Partitioning Based on Reac-
tive Voltage Sensitivity and Cluster-
ing Technology

In order to realize grid partitioning, the electrical dis-
tance between nodes is firstly defined based on the reac-
tive power and voltage sensitivity between nodes. The
definition is shown in Equation (15):

dij = − log(aijaji (15)

aij =
∂Vi

∂Qi
/
∂Vj

∂Qj
(16)

Among them, dij represents the electrical between
nodes i and j; Vi and Vj are the voltages at nodes i and j,
respectively; Qj is the reactive power injection at node j.

Commonly used interval distances are defined as max-
imum distance, minimum distance, average distance and
Ward distance, as shown in Equations (17) to (20), re-
spectively.

The maximum distance is:

dmax(Ci, Cj) = maxb∈Ci,b∈Cjd(b, b
′) (17)

The minimum distance is:

dmin(Ci, Cj) = minb∈Ci,b∈Cjd(b, b
′) (18)

The average distance is:

davr(Ci, Cj) =
1

ki, kj

∑
b∈Ci

∑
b∈Cj

d(b, b′) (19)

Ward distance is:

dward(Ci, Cj) =
kikj

ki + kj
d(oi, oj) (20)

Among them, Ci and Cj represent the partitions num-
bered i and j; d() represents the distance; b represents
the node; ki and kj represent the number of nodes in
partitions Ci and Cj ; oi and oj represent the ”central
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nodes” of partitions and . The central node of a partition
is defined as the node with the smallest sum of squared
distances from all other nodes in the same region.

The clustering validity index (CVI) is an index used to
evaluate the quality of the clustering scheme (here, the
partition scheme), and there are many definitions of CVI.
Among them, the four definitions of Global Silhouette In-
dex(GSI), Davis-Bouldin Index(DBI), Dunn’s Index(DI)
and C Index(CI) have clear and relatively simple physical
meanings, which are introduced as follows.

2.5.1 Global Silhouette Index (GSI)

GSI = 1
L

∑L
j=1 S(Cj)

S(Cj) =
1
Kj

∑kj

i=1 S(bi)

S(bi) =
y(bi)−x(bi)

max{x(bi),y(bi)}

x(bi) =
1

KJ

∑
bi,b∈cj

d(bi, bl)

y(bi) = minj ̸=j∈{1,2,L,Lj}(
1
kj

∑bi∈Cj

bi∈Cj
d(bi, bj))

(21)

Among them, x(bi) represents the average distance be-
tween the i-th node bi in the partition Cj and other nodes
in the same region. S(bi) is called the ”Silhouette Width”
of , and is used to represent the ”Confidence Index” that
bi belongs to cjṠ(bi). is close to 1, indicating that bi has
been assigned to the correct partition. S(bi) is close to
0, indicating that bi can also be classified into adjacent
partitions; When S(bi) is close to -1, it means that bi is
classified into the wrong partition. L is the number of
partitions, and the GSI indicator is the average Silhou-
ette width of the entire partition scheme. The larger the
GSI, the better the partitioning scheme.

2.5.2 Davis-Bouldin Index (DBI)

DBI = 1
L

∑L
i=1 minj ̸=i∈{1,2,L,L}Di,j

Dij =
y(Ci,Cj)

x(Ci)+x(Cj)

x(Ci) =
1
ki

∑
bl∈Ci

d(bl, oi)

(22)

Among them, x(Ci) represents the average distance be-
tween all nodes in partition Ci and the central node of
the partition; y(Ci, Cj) represents the distance between
the central nodes of partitions Ci and Cj . The larger the
DBI, the more compact the nodes in the same partition,
and the more scattered the centers of different partitions,
that is, the better the clustering results.

2.5.3 Dunni Index (DI)

Among them, Dmin represents the minimum distance be-
tween two nodes belonging to different partitions, and
Dmax represents the maximum distance between two

nodes belonging to the same partition. The larger the
DI, the better the clustering result.

DI = Dmin/Dmax

Dmin = minbl∈Cc,b12∈Cj ,i̸=j∈{1,2,L,Lj}d(bl1, bl2

Dmax = maxbl,h2∈Ci,i∈{1,2,⊥,L}d(bl1, bl2)

(23)

2.5.4 C Index (CI)

Among them, S represents the sum of the distances be-
tween all nodes in the same area of the L partitions; there
are Nd such distances in total, and Smin and Smax respec-
tively represent the sum of the Nd minimum and maxi-
mum distances among the distances between all Nb nodes
in the entire power grid Nb ∗ (Nb − 1)/2total. Likewise,
the larger the CI, the better the clustering result.

minF =

L∑
j=1

∑
bi∈Cj

d2(bi, oj) (24)

Among them, the meaning of each symbol is the same
as the previous one, which is reiterated as follows: L is
the number of partitions, bi is the i-th node in partition
cj , oj , is the central node of partition Cj , and d(bj , oj)
represents the electrical distance between bi and oj .

3 Distributed Parallel Algorithm
for Finite Element Multi-
computer System Considering
Network Security Performance
Evaluation

The function of the microcomputer measurement and con-
trol protection is to collect the power information of the
line and monitor the running status of the system in real
time. When a fault is detected, it immediately performs a
protection operation to trip the circuit breaker, or quickly
uploads the fault information to the upper computer to
achieve fault location, and executes the control commands
sent by the upper computer. The system block diagram of
the microcomputer measurement and control protection
device designed in this paper is shown in Figure 10. In
order to verify the correctness of the distributed parallel
algorithm, input a 100V, 50Hz square wave to analyze the
distributed parallel algorithm, and use the DA module to
output the detection results of the fundamental wave in-
stantaneous value. At the same time, the FFT function
of the oscilloscope is used to detect the effective value of
the fundamental wave of the input signal and compare
it with the calculation result of the distributed parallel
algorithm, as shown in Figure 11.

Figure 11(a) shows the waveform of the instantaneous
value of the fundamental wave calculated by the input
square wave and the distributed parallel algorithm. The
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Figure 10: System structure of microcomputer protection
device

Figure 11: Experimental results of distributed parallel
algorithm for detecting square waves

oscilloscope shows that the effective value of the funda-
mental wave is 301.4mV (attenuated by 300 times). (b)
is the result of square wave analysis using the oscilloscope
FFT function, and the effective value of the fundamental
wave is 300.8V. The two are approximately equal within
the allowable error range, indicating that the distributed
parallel algorithm correctly detects the fundamental wave
of the input signal.

Sinusoidal signals with a voltage of 100V and frequen-
cies of 50Hz, 49.5Hz, and 50.5Hz are input, and the DA
module is used to output the fundamental RMS calcula-
tion result of the distributed parallel algorithm. The ex-
perimental waveform is shown in Figure 12. When using
the further method, the system poles are outside the unit
circle. Obviously, the RMS calculation result of the dis-
tributed parallel algorithm gradually diverges from 100V
at this time, and finally is limited because it exceeds the
range of DA representation. During simulation, the limit
is limited because it exceeds the fixed-point representa-
tion range of Q15, and the limit value here is smaller than
that during simulation. The divergence mode is different
at different frequencies, but the overall increase is grad-
ually increased, and the distributed parallel algorithm is
unstable.

Table 1: The security improvement of the distributed al-
gorithm for the finite element multi-computer system

No. Safety No Safety No Safety
1 91.117 11 89.725 21 86.174
2 87.075 12 88.076 22 89.049
3 87.538 13 90.386 23 85.512
4 84.366 14 90.339 24 91.662
5 88.596 15 89.399 25 89.533
6 91.908 16 85.001 26 88.239
7 88.716 17 88.991 27 87.546
8 87.759 18 85.247 28 89.188
9 86.625 19 91.337 29 87.604
10 91.994 20 86.513 30 90.129

Through the above research, the effectiveness of the
distributed parallel algorithm proposed in this paper is
verified. On this basis, the effect of the distributed algo-
rithm in the security improvement of the finite element
multi-computer system is carried out, and 30 sets of data
are tested, and the results shown in Table 1 below are
obtained. To further verify the effectiveness of the model
proposed in this paper, the same experimental method
was used for simulation. The model was compared with
the method proposed in Reference [10], and their algo-
rithm performance and network security were compared.
The comparison results are shown in Table 2 and Table 3
below

It can be seen from the above research that the dis-
tributed parallel algorithm proposed in this paper has a
certain promotion effect on the security improvement of
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(a) 20ms/grid

(b) 49.6Hz

(c) 50Hz

Figure 12: The experimental results of the distributed
parallel algorithm to calculate the fundamental wave
RMS at different frequencies

Table 2: Comparison of Algorithm Performance

The Proposed Method Reference [10]
1 84.72 79.41
2 85.67 79.27
3 83.94 79.04
4 85.61 81.63
5 83.85 82.20
6 84.47 79.24
7 81.70 78.39
8 88.99 78.38
9 83.54 82.19
10 81.98 75.07
11 86.18 75.56
12 84.24 82.99
13 82.23 81.18
14 82.88 81.10
15 83.85 81.59

Table 3: Network security comparison

The Proposed Method Reference [10]
1 93.93 81.68
2 93.45 80.96
3 91.49 78.00
4 87.56 76.85
5 93.04 80.57
6 90.16 82.07
7 87.24 75.86
8 91.08 77.80
9 92.32 78.74
10 92.09 75.58
11 90.50 79.60
12 93.58 78.60
13 87.41 81.00
14 91.36 78.17
15 91.63 82.58
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the finite element multi-computer system.

4 Conclusions

In order to test the safety communication program of
the computerized automatic inter-station blocking sys-
tem, a computerized automatic inter-station blocking sys-
tem safety communication simulation subsystem is de-
signed to analyze the inter-station communication mes-
sages and simulate the inter-station communication fault
setting. The microcomputer monitoring system can grasp
the working status and changing trend of the signal equip-
ment, which is the technical basis for the implementa-
tion of the status repair of the signal equipment, and
provides a scientific basis for the maintenance decision.
The computer monitoring system uses computers and in-
formation acquisition machines to detect various signal
devices in real time. This paper proposes a distributed
parallel algorithm for finite element multi-computer sys-
tem considering network security performance evaluation,
and combines the experimental analysis to verify the al-
gorithm effect. The experimental analysis shows that the
distributed parallel algorithm proposed in this paper is
effective, and it verifies that the distributed parallel al-
gorithm proposed in this paper has a certain promotion
effect on the security improvement of the finite element
multi-computer system.

The subsequent research work is to combine DE with
interior point method, complement each other’s strengths
and weaknesses, and construct a universal and effective
hybrid algorithm suitable for solving reactive power opti-
mization problems.
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