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Abstract

With the wide application of cloud computing, the out-
sourcing service model for data or computing is more
and more accepted by the industry. Because asymmetric
searchable encryption is difficult to deal with the prob-
lem of ciphertext sorting, the existing research on multi-
keyword ciphertext sorting search mainly adopts symmet-
ric searchable encryption mechanism, the core problem of
which is the data structure, construction algorithm, and
search algorithm of the secure, searchable index. There-
fore, a new multi-keyword ciphertext sorting search based
on the conformation graph convolution model and Trans-
former network is constructed in this paper. First, the
Transformer network uses the bottleneck features of input
samples to generate the bottleneck features of pseudo-
abnormal data, thereby adding abnormal data informa-
tion to the training set. Then, the model constructs a
multi-modal feature learning and fusion graph convolu-
tional network to obtain contextual features of each piece
of information. The security and performance analysis
show that the proposed scheme is safe and feasible un-
der the known ciphertext model. Simulation results show
that the proposed scheme can realize result verification
and fair payment at an acceptable cost.

Keywords: Conformation Graph Convolution; Feature
Learning; Multi-Keyword Ciphertext Sorting Search;
Transformer Network

1 Introduction

With the rapid development of cloud computing, more
and more users migrate large amounts of data to the cloud

platform to save local storage costs. At the same time,
the cloud platform also provides instant services for re-
mote storage and computing, which is convenient for users
to access and use data anytime and anywhere. However,
since users have lost control of the data, how to ensure
data privacy security has become a key issue. In order
to protect the privacy of sensitive data, the data needs
to be encrypted before users upload it to the Cloud Ser-
vice Provider (CSP) [8]. However, data encryption makes
plaintext based keyword retrieval technology impossible
to use. The proposed searchable encryption technology
can not only realize the retrieval of encrypted data, but
also ensure the privacy and security of data.

In searchable encryption, it is often assumed that CSP
is honest and curious entities. In practice, however, in
order to save computing resources while obtaining ser-
vice fees, CSP may dishonestly perform search opera-
tions and send incorrect or incomplete search results to
users [17, 30]. In the pay-before-use model, even if the
above dishonesty occurs, the user must first pay the ser-
vice fee to the CSP. In the use-before-pay-later model,
there may be cases where dishonest users receive the cor-
rect results and refuse to pay the service fee. In the pay-
before-use model, the value of the Data provided by the
data owner to the CSP needs to be taken into account
in the transaction, that is, the data user should pay the
message fee for the data provided to the data owner when
conducting a transaction [5]. To address these equity is-
sues, traditional solutions often rely on a trusted third
party. However, because the third party does not have
the ability to directly verify the correctness and integrity
of the search results, when there is a transaction dispute,
the third party needs to spend a lot of time to solve the
dispute, the fair payment cannot be directly guaranteed,
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and the dishonest behavior generated in the transaction
process will not be punished. On the other hand, when
third-party organizations, CSP and users interact with
each other, users’ personal privacy information on third-
party organizations is also at risk of being leaked.

From the above analysis, we can see that an effective
method is needed to solve the fair payment problem in tra-
ditional searchable encryption schemes. With the advent
of Bitcoin [20], blockchain as its underlying technology
can provide support for solving this problem. Blockchain
has the characteristics of decentralization and immutabil-
ity, which can be well combined with cloud computing;
Smart contracts on blockchains [9, 24] can be written di-
rectly into code and executed automatically, outside the
control of any centralized authority. Thus, blockchains
and smart contracts are suitable for performing verifica-
tion operations and enabling fair payments in searchable
cryptographic schemes.

In the process of combining blockchain smart con-
tracts with searchable encryption schemes, people use
blockchain smart contracts to perform verification of
search results and achieve fair payment. In addition, some
schemes use smart contracts to replace CSP to perform
search operations. In the execution process, blockchain
smart contracts need to carry out multiple transaction
transactions, store indexes that take up more space and
perform complex search operations, which has low scala-
bility, high cost and large time consumption. And the cost
of fees and time increases as the complexity of the opera-
tions performed by smart contracts increases. Therefore,
it is necessary to consider reducing the complexity of the
operations performed by smart contracts on the basis of
ensuring the realization of result verification and fair pay-
ment to reduce the overhead of time and expense costs,
improve efficiency, and expand the function of the scheme
to be more user-friendly [16,18,31].

In addition, in practical applications, the schemes that
only support single keyword retrieval often can not meet
the needs of users. For example, in order to obtain
more accurate search results, users typically enter multi-
ple keywords when searching and want to return the first
k documents that are most relevant to the entered key-
words [2,32]. Therefore, it is necessary to consider design-
ing a searchable encryption scheme with richer retrieval
functions on the basis of combining blockchain technol-
ogy to ensure the realization of result verification and fair
payment.

In order to reduce the time and cost of realizing re-
sult verification and fair payment, our work goal in this
paper is that this scheme combines the powerful and ef-
ficient retrieval ability of CSP with the advantages of
blockchain smart contract to automatically execute con-
tract contents, and realizes the sequential retrieval of ci-
phertext, the verification of search results, and the fair
payment among data owners, CSP and data users.

2 Related Works

Searchable encryption technology is a kind of password
primitive that allows users to search ciphertext data. It
uses the powerful computing resources of cloud server for
keyword search, and its core idea is that users have the
ability to search for keywords in ciphertext domain. Mi-
hailescu et al. [14] proposed the idea of searchable en-
cryption for the first time to solve the problem of search-
ing encrypted data on the cloud platform. Subsequently,
searchable encryption under cloud storage technology be-
came a research hotspot. In recent years, many efforts
have been made to enrich the functions of searchable en-
cryption, and schemes such as multi-keyword search [22],
dynamic encryption search [27], fuzzy keyword search [4]
and verifiable encryption search [11] have been proposed
successively. These schemes usually assume that the cloud
server will honestly perform the task, however, the cloud
server is often not completely trustworthy, it may save
computing resources or defrauds the service fee, after re-
ceiving the service fee to return incorrect or incomplete
results; at the same time, even if the user receives the
correct search results, if the user claims that the search
results are incorrect, it may maliciously refuse to pay the
service fee. The above situation leads to service-payment
inequity, resulting in distrust between users and cloud
servers. In order to solve the above problems, traditional
solutions usually consider supervision and arbitration by
a trusted third party.

Since its inception, blockchain has received a lot of at-
tention from academia and industry for its ability to en-
able fair payments without the introduction of third-party
institutions. Therefore, there are active attempts to com-
bine blockchain with searchable encryption technology to
solve the problems of traditional solutions. Niu et al. [15]
proposed a trustworthy keyword search scheme based on
cloud storage, which used bitcoin blockchain technology
and hash function to achieve fair payment of search costs
without a third party. The scheme established a secure
index based on digital signature, which guaranteed the
correctness of the retrieval results at the client side and
verified the validity of the encrypted data at the server
side. However, in the process of verifying the correctness
of the result, the scheme needed a lot of signature verifica-
tion calculation, and the user cost was high. Gao et al. [7]
designed a fair symmetric searchable encryption scheme
based on the Bitcoin blockchain, which automatically ver-
ified the search results through the blockchain to en-
sure the fairness of transactions between users and cloud
servers. However, the scheme needed to execute six trans-
actions each time to obtain the search results, and the
verification of the search results was realized through the
Bitcoin script. The transaction cycle was too long, result-
ing in high time cost. All the schemes in references [26,29]
were searched by cloud servers, and the search results
were verified based on the Bitcoin blockchain to achieve
fair payment between multiple parties. However, because
Bitcoin smart contracts were not Turing-complete, their
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functions were limited, the transaction process was com-
plex, the transaction cycle was long, and the efficiency
was not high. Ali et al. [1] implemented dynamic and ef-
ficient keyword search in a distributed storage network,
used smart contracts to record encrypted search logs on
the Ethereum blockchain, and designed a protocol to han-
dle disputes and issue commissions for fair search between
clients and servers. The scheme was a retrieval operation
performed by contracted service nodes in a distributed
storage network, with searchable indexes and metadata of
search results anchored to the blockchain as evidence. Ar-
bitration nodes on the arbitrator shard in the distributed
storage network checked the correctness of the search re-
sults and realized fair payment based on the Ethereum
smart contract. When a data user applies for arbitration,
each arbitration node needed to re-execute the search al-
gorithm independently and determine whether the judg-
ment request issued by the client (i.e. the stop pay-
ment request) was valid based on the re-generated search
results. These individual arbitration results were then
pooled into the arbitration smart contract to make a final
decision. If more than 2/3 of the nodes in the arbitrator
shard accepted the judgment, the time-limited payment
was suspended. As we can see, this arbitration process
would waste a lot of computing resources.

Li et al. [13] proposed a blockchain-based searchable
encryption scheme that supported complex logical expres-
sion queries, which used Ethereum smart contracts to en-
sure the correctness of the search results and could achieve
fair payment without any verification mechanism. Guo et
al. [11] proposed a blockchain-based distributed storage
system that supported fine-grained access control. The
system used Ethereum smart contracts to realize keyword
search function in ciphertext state, which solved the prob-
lem that the cloud server in the traditional cloud storage
system should not be able to return all search results or
return wrong results. Su et al. [21] designed an attribute-
based search encryption scheme based on blockchain and
supporting verification. The scheme designed search con-
tracts and verification contracts based on Ethereum smart
contracts, and realized fair payment supporting multi-
keyword search without requiring additional local veri-
fication. Wang et al. [23] and Bi et al. [3] were all en-
crypted index and search results stored by blockchain,
and search operations were performed and fair payment
was achieved based on Ethereum smart contracts. How-
ever, the storage capacity of the blockchain was limited by
the nodes with the smallest storage space, and complex
encrypted indexes needed to be fragmented before they
could be stored into blockchain transactions, and these
transactions could be uploaded one by one, which would
consume a lot of time. In addition, the smart contract
would consume a certain amount of costs when perform-
ing operations. In the scheme, the search operation and
verification operation of high complexity were performed
by the smart contract, which required a large amount
of calculation when executing, and would also lead to
increased costs. Therefore, the above schemes have the

problems of low scalability, high time cost and high cost.
In addition, they only support single keyword search, and
do not consider the correlation ranking of search results,
which is not flexible in function and not user-friendly.

Therefore, this paper proposes a new multi-keyword
ciphertext sorting search based on conformation graph
convolution model and Transformer network. Using the
cloud server’s efficient retrieval ability and the automatic
execution of Ethereum smart contracts, the cloud server
stores the encrypted index tree and lookup table; The
simultaneous execution of the search algorithm can effec-
tively reduce the complexity of the smart contract execu-
tion operation, thus reducing the time cost and expense
costs consumed; The verification process of the results
achieved by the Ethereum smart contract not only ensures
the correctness and integrity of the search results, but also
completes the fair payment between the data owner, the
cloud server and the data user, and can effectively reduce
the cost and improve the verification efficiency. In addi-
tion, this paper uses balanced binary tree as the index,
and realizes the dynamic update of multi-keyword search
and the ranking of search results on the basis of ensuring
the efficiency of search, which improves the flexibility and
user friendliness of the scheme.

3 Data Training Based on Trans-
former Network

Transformer network is composed of feed-forward neural
network. Its purpose is to find another feature space Zt

that is far away from the feature space Z corresponding
to the input sample, and transform the bottleneck feature
z ∈ Z of the input sample into pseudo-anomaly bottleneck
feature zt ∈ Zt. The Transformer network is defined as
fT (·) : Z → Zt, then:

zt = fT (z). (1)

From formula (1), we can get the pseudo-abnormal bot-
tleneck feature zt in the feature space which is far away
from the bottleneck feature z of normal data. Therefore,
zt is regarded as a bottleneck feature with abnormal data.
The model adds abnormal data to the training set by get-
ting zt.

By minimizing the reconstruction error of sample x,
the model enables encoder E1 to obtain better bottleneck
characteristics, and thus obtains better reconstructed
samples by decoder D1, which is expressed as follows:

min
θE ,θD

||x− x̂||22. (2)

Where x̂ is the reconstructed sample. θE , θD are the
parameter sets of encoder and decoder.

In order to make The Transformer network obtains a
feature space Zt that is far away from the normal data
feature space Z, and generates a pseudo-abnormal bot-
tleneck feature with abnormal data information. The
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Transformer network is trained by maximizing the error
between the bottleneck feature z of the input sample and
the bottleneck feature zt transformed by the Transformer
network. It is expressed as follows:

max
θT

||z − zt||22. (3)

Where θT is the parameter set of Transformer network.
Furthermore, in order to enable the decoder to map

the bottleneck feature with abnormal data information
to normal data rather than itself as much as possible, the
model causes the decoder D2 to map the transformed bot-
tleneck feature zt to x̂t by minimizing the error between
x̂ and x̂t, making bx̂t as similar as possible to the normal
data. It is expressed as follows:

min
θE ,θD

||x̂− x̂t||22. (4)

In order to further improve the reconstruction error of
abnormal data, the model enables encoder E3 to obtain
bottleneck feature ẑt from x̂t by minimizing the error be-
tween zt and ẑt, so that ẑt is as similar as possible to
bottleneck feature zt of normal data, which is expressed
as follows:

min
θE ,θD

||ẑ − ẑt||22. (5)

Comprehensively considering equations (2)-(5), the
model training objective of the method in this paper is
to minimize the loss function:

min
θE ,θD,θT

1

N
(||x− x̂||22

+ α||x− x̂||22
+ β||ẑ − ẑt||22
+ γ||z − zt||22)

(6)

Where N is the number of training samples. α, β, γ are
the weights of each loss function. Encoders E1, E2, and
E3 use the same network structure and share parameters.
Decoder D1 and D2 use the same network structure and
share parameters.

Assuming that the given test sample is normal data,
the encoder maps it to the bottleneck feature of the nor-
mal data, and then the decoder maps it back to the nor-
mal data, giving the normal data a small reconstruction
error. Assuming that the given test sample is abnormal
data, the encoder maps it to the bottleneck feature of
the abnormal data, and the decoder decodes the bottle-
neck feature with abnormal data information into normal
data as much as possible instead of reconstructing itself,
so that the abnormal data can obtain a large reconstruc-
tion error. Therefore, the transformer method can use the
reconstruction error of samples as the anomaly score to
classify samples.

Since the encoder used in the training phase has the
same structure and shared parameters, the decoder also
has the same structure and shared parameters. Therefore,

the test phase only needs to use any set of trained en-
coders and decoders to form a new model and classify the
test samples. Given a test sample xtest, the reconstruc-
tion sample x̂test of xtest is obtained by the new model,
the reconstruction error of xtest is calculated, and the re-
construction error is used as the anomaly score S(xtest)
to classify xtest, which is expressed as follows:

S(xtest) = ||xtest − x̂test||22. (7)

The training process based on Transformer network is
shown in Algorithm 1.

Algorithm 1 Transformer training

1: Input: training set X = xi
N
i=1.

2: Output: encoder fE(·) and decoder fD(·).
3: Initialize parameter sets θE , θD, θT of encoder fE(·),

decoder fD(·) and Transformer network fT (·).
4: for i = 1 to N do
5: Through equation (2), the training sample xi is cal-

culated and the bottleneck feature z is obtained after
encoding.

6: Equation (3) is used to calculate the bottleneck fea-
ture zt of z after Transformer network transformation.

7: The decoded samples x̂ and x̂t of z and zt are obtained
by equation (3).

8: The bottleneck features ẑ and ẑt of x̂ and x̂t after
re-encoding are calculated by equation (2).

9: The bottleneck features ẑ and ẑt of x̂ and x̂t after
re-encoding are calculated by equation (3).

10: The parameter sets θE , θD, θT are updated by equa-
tion (7) and stochastic gradient descent.

11: End

3.1 Graph-based Feature Learning

Each discourse in the data set is taken as a graph node,
and the graph G = (v, ε) is constructed, where v(|v| = N)
represents the discourse node. ε ⊂ v×v is an edge between
nodes.

Two nodes can be connected by different edges, rep-
resenting multiple relationships of the three modal fea-
tures. In this paper, the weights of nodes ui and edges
between uj are calculated according to the following cir-
cumstances.

� Consider the feature transfer of the same mode be-
tween two nodes. Since the same modal features of
two nodes are in the same semantic space, the fea-
ture transfer can be carried out regardless of whether
the nodes come from the same conversation. Weight
reuse Angle similarity measurement of edges between
two nodes.

aij = 1−
arccos(sim(x

mod(0)
i , x

mod(0)
j ))

π
. (8)
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Where sim(·) is the cosine similarity function.

x
mod(0)
i , x

mod(0)
j respectively represent the initial fea-

tures of some same mode of the i and j discourse,
mod ⊆ a, t, v.

� Considering the feature transfer of different modes
between two nodes, two cases can be divided accord-
ing to whether the two nodes come from a conversa-
tion:

(a) If two nodes come from different conversations,
the different modal features are not passed, in which
case the weight below is 0. This is because although
linear transformations are carried out in the initial
feature extraction process of the three modes, the
features of the different modes can be considered ba-
sically aligned in the semantic space. However, dif-
ferent dialogue scenes and dialogue content are very
different, which enlarges the gap between different
modes, so this paper thinks that the feature transfer
should not be carried out in this case.

(b) If two nodes come from the same dialogue, the dif-
ferent modal features are also relevant due to the con-
sistent topic and content of the dialogue, and feature
transfer is required. The weight of the edge between
two nodes is also measured by angular similarity:

aij = 1−
arccos(sim(x

mod′(0)
i , x

mod′′(0)
j ))

π
. (9)

Where x
mod′(0)
i , x

mod′′(0)
j represent the initial fea-

tures of different modes of discourse i and j respec-
tively, mod′,mod′′ ⊆ a, t, v, mod′ ̸= mod′′.

The adjacency matrix is constructed according to the
weight calculation method of the edges between the
nodes. For a certain modal feature of a node, three
kinds of adjacency matrices can be constructed to
transfer and learn the feature.

Taking the feature learning of speech mode a of a
node as an example, considering the relationship be-
tween speech mode a and its own speech mode a, text
mode t and image mode v, three kinds of graph ad-
jacency matrices can be constructed, and the feature
matrix Xa(0) can be updated.

In addition, for the feature learning of the text mode
t of nodes, three kinds of graph adjacency matrices
Att, Ata and Atv are constructed. For the feature
learning of image mode v of nodes, three kinds of
graph adjacency matrices Avv, Ava and Avt are con-
structed.

This paper takes the feature learning of node speech
mode a as an example to illustrate the feature learning
process of different modes. The three graph adjacency
matrices Aaa, Aat and Aav are convolution with the initial
data feature Xa(0) of the node by multi-layer GCN, and
the updated three data features Aaa(l), Aat(l) and Aav(l)

are obtained by using four-layer GCN for encoding. The
specific process is as follows.

For the graph G = (v, ε), the Laplacian matrix formula
for renormalization is as follows:

L = D̃−0.5ÃD̃−0.5. (10)

L = (D + I)−0.5((Amod′mod′′
) + I)(D + I)−0.5. (11)

Where D represents the degree matrix. I stands for
identity matrix. L stands for the renormalized Tullapras
matrix of G. mod′ = a, mod” ⊆ a, t, v. The iterative rep-
resentation of graph convolutional networks with different
layers is:

Xmod(l+1) =σ(((1− α)LXmod(l) + αXmod(0)

(1− βl)I + β(l)W (l))).
(12)

Where Xmod(0) ∈ RN×d0 is the initial feature of a cer-
tain mode of the graph node, which is Xa(0) for multi-
mode feature learning. σ is the activation function.

W (l)∈Rdl−1×dl is a learnable weight matrix. In order to
solve the problem of excessive smoothing and gradient
disappearance caused by the introduction of multilayer
graph convolution, the initial feature Xmod(0) is added to
the high level as residual, and I is added to the weight
matrix W (l). α and β(l) are two hyperparameters. This
article sets β(l) = log(η/l + 1), where η is also a hy-
perparameter. Using DeepGCN with l layers, it can get
Xmod(l+1).

For feature learning of data modes, Xmod(0) = Xa(0),
there are three kinds of adjacency matrices for feature
learning, then Xmod(l+1) corresponds to three kinds of
features Xaa(l+1), Xat(l+1), Xav(l+1) obtained from the
feature learning of three kinds of adjacency matrices. The
three features are spliced together to obtain the data
modal feature Xa(l+1) after feature learning.

Xa(l+1) = Xaa(l+1) ⊕Xat(l+1) ⊕Xav(l+1). (13)

Here ⊕ is concatenation operation.
The vector in row i of the above eigenmatrix is the

data feature x
a(l+1)
i corresponding to the convolution of a

node ui graph. For the feature learning of the text modes
and image modes of nodes, the above multi-level Deep-
GCN encoding is also used to obtain three convolution
features of the text modes. After the features are splic-
ing, Xt(l+1) is obtained. Three convolution features of the
image modes are obtained, and Xt(l+1) is obtained after
the features are spliced.

Xv(l+1) = Xva(l+1) ⊕Xvv(l+1) ⊕Xvt(l+1). (14)

Xt(l+1) = Xta(l+1) ⊕Xtv(l+1) ⊕Xtt(l+1). (15)

Finally, the three modal features are combined to ob-
tain the total feature matrix X l+1 after convolutional
learning.

X(l+1) = Xa(l+1) ⊕Xt(l+1) ⊕Xv(l+1). (16)
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4 Performance Analysis

The scheme in this paper uses Python to implement the
searchable encryption algorithm, in which the pseudo-
random function is simulated by HMAC-MD5, and
the MAC function is simulated by HMAC-SHA256.
Ethereum’s simulation experiments are conducted on the
Ethereum VirtualMachine (EVM), where an Ethereum
smart contract is built using the Solidity language.
The computer hardware is configured as Inter Core i5
7300HQ2. 50GHz processor, 16GB RAM, 512GB SSD,
and Ubuntu18.04LTS operating system [19].

4.1 Performance Analysis of Key Algo-
rithms

The computational overhead of GenIndex algorithm in
DO index generation phase includes the construction of
encrypted index tree and lookup table. The computa-
tional overhead of the Search algorithm in the CSP re-
trieval stage includes the retrieval of the encrypted index
tree and the positioning of the lookup table. The com-
putational overhead of GenIndex and Search is simulated
below. The data set used in the experiment contains 9810
documents in 20 categories, and 5000 documents are se-
lected as the test data in this paper.

In order to observe the relationship between the com-
putation cost of GenIndex performed by DO and Search
performed by CSP and the number of documents, the
number of documents was set to 500-5000(step size 500)
in experiment 1. The experimental results are shown in
Figure 1. As can be seen from Figure 1(a), the GenIndex
time basically increases linearly as the number of docu-
ments increases. In particular, when the number of test
documents is 500 and 5000, the GenIndex time is 221.656s
and 2012.545s, respectively. It should be noted that this
operation can be performed in the offline state, and the
time cost is acceptable.

As shown in Figure 1(b), it can be seen that the Search
time basically increases logarithmically with the increase
in the number of documents. Under the current number of
experimental documents, the Search time is all less than
1s, and the time cost is acceptable. In particular, when
the number of test documents is 500 and 5000, the Search
time is 7.6ms and 50.5ms, respectively.

4.2 Computation Cost Comparison

The calculation cost of index, search and verification
is compared between the proposed scheme and relevant
comparison schemes, and the results are shown in Ta-
ble 2. Where E0 and E1 represent exponential operations
on two different multiplicative cyclic groups, respectively.
MM stands for modular multiplication. H stands for hash
operation. F stands for pseudo-random function opera-
tion. V represents MAC function operation. L represents
the operation that builds each internal node. X repre-
sents the dot product between n-dimensional vectors. E

and D indicate the encryption and decryption operations,
respectively. M stands for modulo operation. SIG in-
dicates the signature algorithm, which includes two pro-
cesses: signature and verification. × indicates that it does
not participate in this operation. g indicates the number
of records of the conditional expression. IA represents
the subscript of the gate access policy. Y indicates the
number of leaf nodes in the tree access policy. j indicates
the number of returned ciphertext files. a represents the
number of copies into which the document identifier that
satisfies the conditional expression is divided. b represents
the number of predicted steps by the data user. t is the
number of keywords in W . n is the size of the keyword
dictionary DW . Z is the number of records in the lookup
table. θ is the number of documents containing the query
keyword. In the real world, θ is much smaller than the
document set base m.

In the stage of index generation, the scheme of ref-
erence [28] requires one pseudo-random function oper-
ation, one hash operation and one signature algorithm
operation on the keyword dictionary and the document
collection containing the keywords. The reference [12]
requires three pseudo-random function operations, one
encryption operation, and one hashing operation on the
keyword dictionary and the document collection contain-
ing the keywords. The scheme of reference [33] requires
one hashing operation on the ID of the document and
the set of added tags, one encryption operation on the
plaintext document set, and one pseudo-random func-
tion operation on the keyword dictionary. The data
owner of the scheme in reference [25] needs to perform
a time-consuming modular multiplication operations and
2(a+1)g pseudo-random function operations. Data own-
ers of the references [6, 10] all need to carry out time-
consuming exponential and modular multiplication oper-
ations. Meanwhile, the reference [6] scheme needs to carry
out two pseudo-random function operations on each key-
word, and the reference [10] scheme needs to carry out
one pseudo-random function operation. In this paper,
the balanced binary tree is used as the index, and the
retrieval efficiency is high. The construction of internal
nodes requires m − 1 times, the encryption of each in-
ternal node requires one symmetric encryption operation
for each bit of its vector, and each leaf node vector is en-
crypted by the secure K-nearest neighbor algorithm, and
the multiplication of n×n matrix and n-dimensional vec-
tor needs to be performed twice. Constructing a lookup
table that matches the encrypted index tree requires Z
pseudo-random function operations and Z MAC function
operations.

In the search stage, reference [33] conducts O(Z) times
of comparison between the published list and the ab-
stract index, and then conducts m times of hash opera-
tion search. The scheme in reference [25] requires 6 time-
consuming modular multiplication operations and 26
pseudo-random function operations. The references [6,10]
generate a lookup table of key-value pairs as an index,
with a search efficiency of O(Z). References [10, 33] all
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Figure 1: The relationship between the number of GenIndex and Search documents and the computational overhead

Table 1: Computing cost comparative analysis of searchable encryption schemes

Schemes Index generation phase Search phase Verification stage
[28] nθ(F +H + SIG) m(H + SIG) m(H + SIG)
[12] nθ(3F +H + E) 2D + 4H +O(Z) 4H
[33] 2mH +mE + nF mH + 2O(Z) (j +m)H
[25] 2(a+ 1)gF + aMM 2bF + bMM ×
[6] 2E0 + E1 + 2nF O(Z) ×
[10] MM + (2Y + 1)E0 + E1 + nF O(Z) j!H

Proposed (m− 1)L+ 2nmX + n(m− 1)E tθ(lbm− 1)D + 2θX V
+ZF + ZV +θM +O(Z)

store encrypted indexes and perform search algorithms
on the blockchain, resulting in high blockchain overhead,
both occupying storage space and low efficiency. How-
ever, both the scheme of reference [12,28] and the scheme
of this paper use CSP to search, and CSP stores cipher-
text documents and encrypted indexes, which can reduce
the blockchain overhead and improve the retrieval effi-
ciency. In this scheme, the internal node is decrypted for
tθ(lbm − 1) times. In the worst case, the dot product
operation between two n-dimensional vectors needs to be
performed for 20 times and the modulo operation for θ
times. The corresponding proof is located in the lookup
table according to the token of DU, and O(Z) comparison
operations are required.

In the stage of verifying the correctness of the results,
reference [28] removes the audit institution, but requires
users to perform m hashing operations and m signature
algorithm operations locally. As the number of documents
increases, the verification time increases. The scheme in
reference [12] only needs to carry out 4 hashing opera-
tions, but the process needs to involve 6 transactions on
the Bitcoin script, so the verification time is long and the
efficiency is low. The scheme of reference [33] requires
each arbitration node on the arbitrator fragment in the
distributed storage platform to perform j hashing oper-
ations on the set of added tags obtained by the client,
and then re-perform the search operation to perform m
hashing operations to verify the search results. The pro-
posal in reference [10] and the proposal in this paper use

smart contracts to verify search results, and the proposal
in reference [10] requires j! For secondary hashing opera-
tion, the scheme in this paper only needs to perform one
MAC function operation to determine whether the value
after MAC function operation is correct and complete the
verification.

In summary, compared with other schemes with verifi-
cation function, the proposed scheme has the lowest com-
putational cost in the verification phase. This is because
this scheme uses CSP to store ciphertext documents, en-
crypt indexes, and perform search algorithms, while smart
contracts only need to perform verification and fair pay-
ment operations, which makes its computation cost low.
However, this also leads to the increase of CSP storage
overhead and computing overhead. However, from the
analysis of computing overhead in Search phase and the
experimental results of search algorithm, it can be seen
that the computing overhead in search phase of CSP is
acceptable.

In order to explore the relationship between the num-
ber of different documents and the retrieval time, we con-
ducted an experiment. The results are shown in Table ??.
It can be seen that the retrieval time of reference [12] basi-
cally increases linearly with the increase of the number of
documents. The retrieval time of reference [25] is slightly
lower than that of reference [33]. However, the retrieval
time of this proposed scheme is the fastest due to other
schemes. In this scheme, the retrieval time is almost con-
stant when the number of documents increases.
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Table 2: Retrieval time comparison of different schemes/s

Scheme 1000 2000 3000 4000 5000 6000
Reference [28] 0.19 0.38 0.57 0.78 1.12 1.28
Reference [12] 0.15 0.22 0.26 0.35 0.42 0.48
Reference [33] 0.12 0.18 0.22 0.29 0.35 0.39
Reference [25] 0.11 0.16 0.21 0.26 0.31 0.36
Reference [6] 0.10 0.10 0.10 0.10 0.10 0.10
Reference [10] 0.03 0.03 0.03 0.03 0.03 0.03

Proposed 0.02 0.02 0.02 0.02 0.02 0.02

5 Conclusion

This paper proposes a new multi-keyword ciphertext
sorting search based on conformation graph convolution
model and Transformer network, which supports verifi-
cation and fair payment, and realizes the verification of
search results, the fair payment between three parties and
the multi-keyword sorting retrieval of ciphertext. In order
to realize the verifiability and fair payment of the search
results, and reduce the time and cost, the scheme is de-
signed by the cloud server to store the encrypted index
tree and lookup table, and perform the search operation.
The verification and fair payment of the search results are
completed by the Ethereum smart contract, which effec-
tively reduces the complexity of the smart contract exe-
cution operation, reduces the time and expense, and im-
proves the verification efficiency. In addition, the scheme
uses balanced binary tree as the index, which ensures
the retrieval efficiency and realizes the functions of multi-
keyword retrieval, ranking of search results and dynamic
update, which improves the flexibility and user friendli-
ness of the scheme. Finally, the safety and performance
of the scheme are analyzed, and the simulation experi-
ment is carried out. Performance analysis and experimen-
tal results show that the proposed scheme is feasible and
practical. The results of functional comparison show that
compared with the existing blockchain-based searchable
encryption schemes, the proposed scheme is more com-
prehensive in terms of functions. In addition, the verifi-
cation process of the scheme in this paper is carried out
for all the search results, and there is room for further
optimization. Future research on verification strategies
for specific transactions to better meet user needs while
reducing time and expense costs.
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