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Abstract

With the proliferation of Things connected to the In-
ternet (IoT), network vulnerabilities to Attacks known
as distributed denial of service (DDoS) have escalated.
Conventional DDoS detection methods often falter in the
multifaceted IoT landscape. Addressing this, our re-
search introduces a novel hybrid deep learning model,
termed CNN-LSTM-GRU, which synergistically inte-
grates (CNN) Convolutional Neural Networks,(LSTM)
Long Short-Term Memory, and (GRU) Gated Recurrent
Units. Early findings indicate a marked enhancement
in detection precision and a reduction in false alarms
when juxtaposed with existing methodologies. This paper
champions a cutting-edge, versatile deep learning strat-
egy utilizing the CNN-LSTM-GRU fusion to adeptly dis-
cern varied network threats. Our methodology harnesses
feature clusters from UNSW-NB15 and BOT-IoT Flow
datasets, encompassing protocols like DNS, FTP, HTTP,
MQTT, and TCP. Based on metrics like accuracy, recall,
precision, and F1-score, performance evaluation reveals
that our hybrid deep learning model boasts a 98.45% de-
tection rate against IoT-centric threats. Additionally, a
comparative analysis underscores the superiority of our
model against other leading detection frameworks.

Keywords: CNN; DDOS; Deep Learning; GRU; LSTM;
Network Attacks

1 Introduction

At the beginning of the digital age, the Internet of Things
(IoT) ushered in a new era in terms of how people connect
to and make use of technology. The Internet of Things

has made it possible for objects to communicate with one
another, share information with one another, and collab-
orate in real time. This level of connection was previously
inconceivable. Today, the effect of the Internet of Things
can be found virtually everywhere [16]. DDoS attacks
aim to disrupt services by overwhelming target systems
with packets beyond their processing capacity. To am-
plify these attacks, culprits utilize ”zombie” computers,
which are essentially devices compromised by malware.
As a result of these attacks, legitimate users often find
their requests unanswered due to the network congestion
caused by the flood of malicious packets. Among the
various DDoS attack types, including the SYN, ICMP,
and UDP floods, and http flood are the most commonly
observed [20]. A flood attack occurs when an attacker
uses the User Datagram Protocol (UDP) to send out a
large number of packets without authorization. which
is a fast data sharing technology [12]. A SYN flood as-
sault is a form of attack that is based on the occupancy
of servers by delivering packets with a spoofed IP ad-
dress to the victim’s servers. This sort of attack takes
advantage of a vulnerability in the triple handshake the
Transmission Control Protocol (TCP) protocol.An Inter-
net Control Message Protocol (ICMP ) flood attack is an
attack in which an excessive number of pings are sent to
the computer of the target by taking advantage of sending
ICMP packets, which are the messaging protocol for reg-
ulating network traffic, waiting without for any response.
This type of attack is known as a DoS attack [4]. An
HTTP flood attack is a kind of cyberattack that prop-
agates fake request headers to the targeted websites via
zombie machines, hence causing service disruptions. The
server’s resources may be exhausted by this kind of at-
tack. Both automated factories and smart cities fall un-
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der this category. Something along the lines of this old
proverb states, ”With great power comes great responsi-
bility.” Distributed denial of service attacks have become
a common danger due to fraudsters’ increased access to a
wider audience as a result of the widespread use of Inter-
net of Things devices [27].

A disruptive denial-of-service attack, or DDoS attack,
requires an excessive amount of traffic to be directed to-
wards the targeted computer system, network, or online
service [25]. The main goal is to deplete the target’s re-
sources to the extent that it becomes unusable and real
users are denied access. The target’s security will be com-
promised in order to do this. In the complex web of the
Internet of Things, a successful distributed denial of ser-
vice attack can have catastrophic consequences. For in-
stance, picture a world where vital resources like water
and electricity supplies, hospital medical equipment, and
power systems are all under threat. Such disasters could
have a cascading impact that endangers people’s lives,
destroys economies, and erodes confidence in digital in-
frastructure [5].

For a very long time, the cybersecurity community re-
lied on conventional DDoS detection methods to protect
the integrity of their systems. The mainstays of this field
of study have been both signature-based strategies, which
rely on previously identified patterns of known assaults,
and anomaly-based methods, which look for significant
deviations from norms [19]. However, the limitations of
these strategies have been brought to light by the diversity
and sheer volume of Internet of Things devices, as well as
the dynamic nature of DDoS attacks. Never before has
there been a moment when a more trustworthy, adapt-
able, and intelligent detecting system was not urgently
needed.

One branch of machine learning called deep learning
has shown itself to be highly skilled at finding subtle pat-
terns in large amounts of data. It is the following stage
of the procedure. The detection of distributed denial of
service assaults in the Internet of Things may be revolu-
tionized by deep learning models, which take their cues
from the neural networks found in the human brain [14].
IoT traffic is unique in that it uses many different proto-
cols, has a wide range of data speeds, and exhibits a wide
range of device behaviors. Because of this, handling all of
these characteristics of the traffic requires a customized
solution.

We present a novel deep learning architecture created
specifically for the detection of IoT DDoS in light of these
difficulties. This model combines the features of GRU,
LSTM, and CNN. The three distinct neural network types
that this model successfully combines are as follows: Con-
volutional neural networks, or CNNs, are capable of spot-
ting patterns in Internet of Things (IoT) data and cap-
turing the subtleties of interactions between devices [7].
Their ability to extract spatial properties is widely ac-
knowledged. With their expertise in modeling temporal
sequences, the LSTM network can be used to track how
traffic patterns change over time. These networks could

be able to detect minute irregularities that point to a po-
tential attack.

Last and Thirdly, Gated Recurrent Units (GRUs),
renowned for their efficient learning dynamics and assur-
ance of precise and quick identification, help modify the
model’s performance. These courses are well-known for
their effective learning and have been around for a while.
The main goal of the CNN-LSTM-GRU model is to com-
bine the best features of these architectures to offer a com-
prehensive detection solution. As a result, the model will
be able to identify the intricate patterns and sequences
typical of Internet of Things data. This paper aims to ex-
plore this idea in greater detail by elucidating its method-
ology, experimental setup, results, and long-term con-
sequences for Internet of Things security. With terms
like ”IoT security,” ”deep learning,” ”neural networks,”
”DDoS detection,” and ”hybrid model,” this introduction
sets the reader up for a thorough examination of the novel
CNN-LSTM-GRU technique and its potential to fortify
the defenses of the internet of things (IoT) against DDoS
attacks. The section also uses phrases like ”DDoS de-
tection,” ”IoT security,” and ”hybrid model.”Because of
deep learning, this study suggests a hybrid IoT threat
analysis technique that is robust, dependable, and effi-
cient. Deep neural networks (CNN-LSTM-GRU) were
employed in the proposed hybrid model to detect new
cyber threats and attacks.

The primary contributions of the paper are as follows:

� The paper suggests a unique, flexible, and adaptive
DL-based inquiry methodology that effectively iden-
tifies different threat classes in a conventional net-
work through hybrid (CNN-LSTM-GRU) computa-
tions.

� We discovered that 29 features in the Bot-IoT are
either measurable or equivalent to the features in the
UNSW-NB15 data set after comparing the features in
the two data sets with the attributes in the suggested
system.

� The suggested method has been evaluated using com-
mon performance evaluation metrics, including F1-
score, accuracy, recall, and precision.

� A comparison is also made between the present
model and other hybrid deep learning-driven clas-
sifiers, such as long short-term memory, deep neu-
ral networks, and other earlier research. A thor-
ough evaluation of the suggested method using 10-
fold cross-validation has been conducted.

The remainder of the article, Section 2, addresses ideas
for current literature from previous years.The shortcom-
ings and difficulties with previous research are also listed
in this section. Section 3 presents the approach (i.e.,
datasets, pre-processing, methodologies, and algorithms)
for the proposed hybrid architecture. In Section 4, the
results and assessment of the proposed method are out-
lined, together with a synopsis of the performance evalu-
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ation standards that were applied. Section 5 contains the
paper’s conclusion as well as a plan for future study.

2 Related Work

Advanced research and countermeasures have become
necessary due to the increase of Distributed Denial of
Service (DDoS) assaults, which are distinguished by their
increasing complexity and regularity. Four general types
of DDoS assaults can be distinguished: http flood, ICMP
flood, SYN flood, and UDP flood.

Attackers use the User Datagram Protocol (UDP) to
quickly send out a large number of packets without the
recipient’s permission in a UDP flood attack. The SYN
flood attack, on the other hand, floods the target’s servers
with packets containing forged IP addresses by taking ad-
vantage of a flaw in the Transmission Control Protocol’s
(TCP) triple handshake procedure. ICMP packets, which
are necessary for controlling network traffic, are used in
the ICMP flood attack to bombard the victim’s system
with ping requests without waiting for a response. Fi-
nally, http flood assaults cause disruptions to services by
using zombie devices to send erroneous requests to web-
sites that they target, so using up server resources.

An entropy method known as Shannon entropy has
been used to identify these DDoS attacks. In order to
create the detection model, this approach primarily fo-
cuses on particular attributes, such as the source IP ad-
dress. However, utilizing programs like scapy and hping,
attackers have come up with ways to quickly change the
original IP address. The validity of employing the di-
versity of this property as a detection criterion has been
called into question due to its flexibility.

Numerous investigations in this field have focused on
the source IP address and used the Shannon entropy
method to detect DDoS attacks [3,10]. But attackers uti-
lizing scapy and hping can quickly change this address,
raising doubts about its effectiveness.13] argued that a
crucial component of DDoS detection, the variety of the
originating IP address, might not be a reliable measure.
In [22] Deep learning intrusion detection methods, such
as DNN, CNN, and RNN architectures, have been de-
veloped in the context of Agriculture 4.0. These mod-
els use binary and multiclass classifications to assess net-
work performances. They used the CIC-DDoS2019 and
TON IoT datasets to train their algorithms. In [6,23] un-
veiled a thorough DDoS attack detection system for 5G
and B5G that combines an effective feature extraction
technique with a composite multilayer perceptron. Their
suggested framework demonstrated a low loss of 0.011 and
an astounding accuracy of 99.66%. In [23] presented an
advanced network intrusion detection system (A-NIDS)
that uses an LSTM classifier in conjunction with an im-
proved Onevs-One approach NSL-KDD and CIC-IDS2017
datasets were used to evaluate this system’s efficacy. [9]
presented a brand-new deep learning system that uses a
feed-forward neural network model with embedding layers

for multi-class classification to detect Internet of Things
intrusions. [8] created a hybrid model that combines two
deep learning techniques to detect DDoS attacks. The
autoencoder part of their model was quite good at ex-
tracting features and identifying the most important fea-
ture sets. Their model’s Multi-layer Perceptron Network
segment achieved an F1-score of over 98% while address-
ing performance overhead for various forms of DDoS at-
tacks. [28] assessed the performance of feature selection
methods on modern datasets, providing summaries of
different approaches. Following feature extraction, they
compared the lengths of feature selection and training on
the same dataset. [13, 18] presented a DL model based
on LSTM that may identify DDoS assaults in the SDN
control layer with a 98.88% accuracy on the ISCX 2012
and IDS CTU-13 Botnet datasets. [11] presented a hybrid
CNN-based intrusion detection technique that combines
a GRU model with a CNN. The GRU module was se-
lected because it can retrieve important information from
previously collected data by using memory cells and cap-
turing long-dependence properties. [2] developed a 96%
accurate Bidirectional LSTM-based framework for IoT-
botnet packet detection. CNN and RNN were used to
analyze network traffic flow with 99.3% accuracy [1]. [17]
benefited from website content and metadata by using
a deep learning-based LSTM to detect bots with a 98%
accuracy rate. [24] used a variety of deep learning (DL)
methods, including CNN, RNN, and LSTM algorithms,
to identify domain names independently of data context.
The suggested method produced a 90% detection accu-
racy. This thorough analysis study emphasizes how DDoS
detection methods are constantly changing and how at-
tempts are being made to increase their effectiveness.

3 Methodology

In this section, we introduce the architecture of our pro-
posed hybrid DL model, as illustrated in Figure 1. These
models involve a series of crucial steps: first, In order to
identify comparable features between the UNSW-NB15
and Bot-IoT datasets, a feature comparison is performed.
This is followed by feature selection, data pre-processing,
refinement, and finally, the training of the model using a
hybrid approach that combines CNN, LSTM, and GRU
deep learning techniques.

Feature Comparison: Within our system, we com-
pared features from both datasets. From the Bot-
IoT dataset, 29 traits were identified by our study.
either matched or could be equated to those in the
UNSW-NB15 dataset.

Feature Selection: For our system, we categorized fea-
tures from the BOT-IoT and UNSW-NB15 datasets
into clusters based on flow, DNS/FTP/HTTP,
MQTT, and TCP. A significant number of these fea-
tures were grouped into the flow and TCP clusters, as
detailed in Table 1. This clustering was informed by
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a thorough analysis of each feature’s description as
provided by the original authors. Our goal was to re-
tain a minimal set of features that still encompassed
both the application and transport layers. The appli-
cation layer is primarily represented by flow features,
while the transport layer is dominated by the TCP
protocol. By focusing on these clusters, we optimized
the scenarios to retain the maximum packet informa-
tion, which in turn considerably decreased the time
spent computing during the learning stage.

Data Preprocessing: Here, we have delve into the var-
ious data preprocessing stages:

1) Data Type Resolution: Certain features in
our model, such as ‘saddr’, ‘daddr’, and ‘proto’,
are categorical and need conversion to a format
suitable for algorithms. Specifically, ‘saddr’ and
‘daddr’ represent source and destination IP ad-
dresses, while ‘proto’ indicates the flow’s proto-
col type. We gave each of these IP addresses a
number.

In the UNSW-NB15 dataset, there are 49 IP ad-
dresses, and the Bot-IoT dataset contains 301.
When merging the datasets, We used 350 in-
stead of the IP addresses’ unique, randomly gen-
erated integers. This not only prevents overfit-
ting but also retains the significance of IP ad-
dresses in training and validation datasets, espe-
cially for features that rely on them. Similarly,
the ‘proto’ feature was converted to an integer
type.

2) Handling of Missing Port Numbers : In
the complete Bot-IoT dataset, packets using the
ARP protocol lack source and destination port
numbers. This omission is expected. As noted
by Koroniotis et al. in [20], ARP port numbers
(used by 5% of the Bot-IoT dataset) were as-
signed the value -1. We adopted this approach
for our model, assigning this value to the port
number in the entire dataset where the ARP
protocol appeared.

3) Z-scale Normalization: Normalization en-
sures that data across different features have a
similar distribution, allowing the model to as-
sign comparable importance to each feature. If
we consider a feature subspace with N rows and
M columns, represented as X = RN ×M, z-scale
normalization can be applied in the following
manner:

� Hybrid CNN-LSTM-GRU After pro-
cessing, the input data is directed to
the training phase. Subsequently, we
conducted tests using DNN-LSTM, CNN-
LSTM, CNN-BiLSTM, and our newly pro-
posed CNN-LSTM-GRU. The promising
outcomes from the CNN-LSTM inspired us
to design a hybrid model that combines

Figure 1: Proposed hybrid CNN-LSTM-GRU architec-
ture

Figure 2: Simple convolution and pooling layer architec-
ture

the strengths of CNNs, LSTM, and GRU.
This innovative approach yielded superior
results. The structure of this hybrid model
can be viewed in the training step of Fig-
ure 1.

CNNs are usually used to handle two-dimensional data
and are primarily developed for image classification. But
time series analysis, which works with one-dimensional
data, has also proven useful. The weight-sharing idea is a
fundamental component of CNNs and provides improved
performance for nonlinear tasks. Figure 2 shows the com-
plex operation of the convolution and pooling layers. Fig-
ure 2 shows how input data points such as x1 through x6
are converted into feature maps f1 through f4 by apply-
ing convolution. These feature maps are further refined
by a pooling layer after the convolutional layer, further
abstracting them for usage in conjunction with memory
cells and hidden layers.
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RNNs, however, are not without their difficulties. The
exploding and vanishing gradient problem afflicts them.
This issue could lead to the gradient for long-term tem-
poral components becoming exponentially quicker than
for short-term ones., especially with expanding gradients.
GRU and LSTM are the two most common forms of
RNNs. RNNs have backward connections, which can oc-
casionally negatively impact model accuracy, in contrast
to CNNs. LSTMs, however, deal with these drawbacks.
They are an example of a sophisticated RNN architecture
designed with long-range temporal feature dependencies
in mind. Looking closer, we can see that the LSTM is
made up of cell blocks. These blocks switch between cell
and hidden states, and memory blocks use gates to hold
onto state information. The three gates of input, forget,
and output define an LSTM cell. A GRU, on the other
hand, just has two: the update (Z) and reset (Y) gates.
The reset gate combines the input sequence of the next
cell with the memory of the previous one, while the up-
date gate decides how much of the previous cell’s memory
is still active. LSTMs are well known for their ability to
assess long series and retain knowledge across datasets.
According to [26], they outperform a lot of other deep
learning algorithms in terms of test completion speed. To
gain a deeper understanding of the LSTM cell, consider
that it consists of two states (cell and hidden) and three
gates (input, forget, and output). Below are the mathe-
matical expressions for these LSTM gates.

ft = σ(Wf ∗ [ht−1, xt] + bf ).

After deciding to keep the data, the next step is to update
the cell’s state, which is done by use of an input gate, it:

it = σ(Wi ∗ [ht−1, xt] + bi).

The function than, which is a hyperbolic tangent, pro-
duces a vector of new potential values, ct:

ct = tanh (Wc.[ht−1, xt] + bc).

Multiplying the current candidate value by the previous
value and ft yields the new value under consideration.
The equation is further complicated by the addition of
it* ct is added to the equation.

ct = ft ∗ ct−1 + it ∗ ct

The final result is a filtered representation of the cell state,
denoted byot .

ot = σ(Wo ∗ [ht − 1, xt] + bo)

ht = ot ∗ tanh(ct)

The basic LSTM cell accepts organized data as input,
and additionally, the input layer is linked to hidden layers.
The size of the output layer is determined by the quantity
of classes that must be classified. But LSTM is a little
different in a few respects. To start, whereas the GRU
cell has two gates, LSTM has three. Second, the input

and forget gates in the LSTM are combined to create the
update gate, and the reset gate for the hidden state is
applied immediately.

A popular paradigm for deep learning algorithms is
GRU. GRU is thought to train models 3.6% quicker than
other deep learning algorithms, making it the fastest
learning model [15]. The cell state is swapped out for
a concealed state for data transfer in the modified GRU
design. A reset gate and an update gate are the two
gates in the GRU model. By managing the data flow
through the model with these two gates, the model may
refine the output. Information can be retained in a longer
sample sequence using a gated recurrent model.The up-
dated gate functions as an input and forget gate for the
LSTM. Therefore, the updated gate chooses which data
to erase and keep in certain cells. When and what are
forgotten are decided by the reset gate. The GRU learns
more quickly than the LSTM because it uses fewer tensor
operations. The GRU equations that examine the values
of two gates and the state of the cell using the GRU al-
gorithm are defined below. Figure 3 displays the general
architecture of the RNN, LSTM, and GRU.

zt = σ(Wz.[ht−1, xt]) (1)

Input is multiplied by weight in Equation (1) to determine
the update gate at time step t.

rt = σ(Wr.[ht−1, xt]) (2)

Equation (2) depicts the computation at the reset gate,
where the input is multiplied by weight by the update
gate at time step t.

h̃t = tanh(W.[rt ∗ ht−1, xt]) (3)

The current memory is shown in Equation (3) when input
is multiplied by weight.

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t (4)

Equation (4) depicts the final memory of the time step in
which the update gate is multiplied element by element.

A CNN (Convolutional Neural Network) is a sort of
model of deep learning that is designed to perform par-
ticularly well when processing structured grid data, such
as pictures. CNNs automatically learn hierarchical char-
acteristics from the data that is fed into them, and they
do this by utilizing layers such as convolutional, pooling,
and fully connected [15, 21]. They begin by identifying
simple patterns and then progress to recognizing more
complicated structures; as a result, they play an essen-
tial role in activities such as the classification of images,
the detection of objects, and the identification of faces.
CNNs have revolutionized computer vision applications
because of their ability to learn spatial characteristics in
an adaptable manner and reduce the requirement for fea-
ture extraction manuals.

In the proposed framework Figures 1 and 4, employ
the LSTM layer for prioritizing sequential modeling over
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Figure 3: Standard architecture of RNN, LSTM and GRU

spatial feature extraction. A GRU learns a sequence ef-
fectively after using CNN features for sequence represen-
tation. After the input data has been adjusted, the CNN
layers are utilized to extract spatial characteristics, which
are then fed into GRU. In this research, we employed three
CNN layers with a kernel size of three and a Relu activa-
tion function. The first, second, and third layers’ filters
were 1 × 32, 1 × 64, and 1 × 128 correspondingly. The
spatial features are extracted, and then they are fed into
GRU layers. Temporal features are modeled by a GRU
layer, and IDS prediction is done by a dense layer. The
datasets are divided into two parts: 80% and 20%, respec-
tively, for training and testing. Input Layer: Depending
on your specific task, the input data can be sequences
(e.g., text or time series) or images.

LSTM Layers: The input data is directly fed into
LSTM layer as the first step. These LSTM layers
are responsible for capturing sequential dependencies
and temporal patterns in the data [21].

CNN Layers: Extract relevant features from the se-
quences generated by the LSTM layers. Flatten or
Global Max Pooling Layer: After the CNN layers,
you can flatten the output or use global max pooling
to convert the 2D feature maps into a 1D vector.

GRU Layers: Optionally, after the CNN layers, add
GRU layer to further model sequential information.
This can be especially useful if there are complex
temporal dependencies that the LSTM layers may
not capture adequately.

Output Layers: Add appropriate output layers, such as
dense layers for sequence tasks.

Output: The final output of the model is used for mak-
ing IDS predictions

Figure 4: Graphical representation of CNN-LSTM-GRU
model
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4 Result and Discussion

We conducted a thorough evaluation of our proposed
intrusion detection method using standard performance
metrics such as accuracy, precision, recall, F1-score, and
more. These metrics are derived from the confusion
matrix using mathematical computations. Additionally,
we’ve illustrated the AU-ROC curves to visually repre-
sent the relationship between positive and negative rates.
Essential parameters like true positive (TP), false posi-
tive (FP), true negative (TN), and false negative (FN)
are also extracted from the confusion matrix. Here’s a
concise overview and mathematical foundation of these
performance metrics:

1) Confusion Matrix: This 2D matrix showcases the
relationship between actual and predicted values.
True rates reflect the classifier’s overall correct pre-
dictions, whereas negative rates highlight incorrect
predictions.

2) Accuracy: A primary metric, accuracy gauges the
classifier’s overall performance. It captures the pro-
portion of samples correctly classified, both positives
and negatives. Its formula is:

Accuracy =
TP + TN

TP + TN + FP + FN
(5)

3) Precision: Precision quantifies the proportion of
true positive detections to the total positive detec-
tions. Its formula is:

Precision =
TP

TP + FP
(6)

4) Recall: Recall, on the other hand, is the ratio of the
true positive rate to the sum of the true positive and
false negative rates. Its formula is:

Recall =
TP

TP + FN
(7)

5) F-measure:Representing the harmonic mean of re-
call and precision, the F1-score’s formula is:

F1− score =
2 ∗ TP

2 ∗ TP + FP + FN
(8)

6) AU-ROC: This metric illustrates the classifier’s di-
agnostic capability graphically. The curve plots the
true positive rate against the false positive rate across
varying thresholds.

P (X1 > X0 ) = P (X1 −X0 > 0) (9)

Its formula involves X1, the random variable denot-
ing the rate for random positive samples, and X0, the
continuous random variable representing the rate for
randomly chosen negative samples.

AU −ROC =

∫ 1

0

TPR(FPR)d(FPR) (10)

Figure 5: Confusion matrix for multi-classification de-
rived from various deep learning methods

AU −ROC =

∫ 1

0

TPR(FPR1(x))dx (11)

The outcomes of our evaluation are tabulated in Table 1.
A glance reveals the superior performance of our CNN-
LSTM-GRU model relative to other methods. Specifi-
cally, the DNN-LSTM algorithm lags behind other deep
learning models, with the standard CNN achieving an ac-
curacy of 90.62%. Remarkably, the fusion of CNN with
LSTM surpasses all other algorithms, achieving an im-
pressive accuracy of 98.45%. This underscores the po-
tency of our hybrid CNN-LSTM-GRU model in intrusion
detection. Additionally, the hybrid CNN-LSTM model
boasts superior precision and recall compared to its coun-
terparts. Yet, when considering the F1-score across three
classes, the CNN-LSTM-GRU model emerges as the clear
frontrunner.

Furthermore, we present the efficacy of our suggested
approach in classifying both regular and malicious data,
specifically DOS and DDoS attacks. Figure 1showcases
the confusion matrix (CM) derived from the testing phase
for various deep-learning strategies. Every instance in
this test set is categorized as either regular or mali-
cious activity. Notably, our advanced CNN-LSTM-GRU
model demonstrates superior precision in accurately iden-
tifying malicious events. Our CNN-LSTM-GRU model
performed well in experiments, with F1-scores between
0.9766 and 0.9811. Table 2 shows the model’s high preci-
sion and recall metrics, which indicate strong predictive
dependability and demonstrate its ability to effectively
identify and define dataset cases.”

Figure 5 shows the confusion matrix for multi-
classification derived from various deep learning meth-
ods. To delve deeper into the performance of our ad-
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Table 1: Comparison of different models

Model Accuracy Precision Recall F1-Score
DNN-LSTM 0.9062 0.9087 0.9062 0.9066
CNN-LSTM 0.9745 0.9745 0.9745 0.9745
CNN-BiLSTM 0.9820 0.9820 0.9820 0.9819

CNN-LSTM-GRU 0.9845 0.9846 0.9845 0.9845

Table 2: Metrics for Models 1-10
Metrics Model 1 2 3 4 5 6 7 8 9 10

Accuracy DNN-LSTM 0.7697 0.7617 0.7742 0.7725 0.7685 0.672 0.7684 0.7661 0.7581 0.7026
CNN-LSTM 0.9771 0.9748 0.9662 0.9668 0.9148 0.972 0.9817 0.9251 0.9651 0.8982

CNN-BiLSTM 0.9657 0.9782 0.972 0.9634 0.9742 0.9634 0.9834 0.9748 0.9645 0.9285
CNN-LSTM-GRU 0.9765 0.9782 0.9714 0.9857 0.9748 0.9851 0.9788 0.9765 0.9799 0.9811

Precision DNN-LSTM 0.8666 0.6958 0.8490 0.7875 0.6348 0.6712 0.8354 0.7312 0.8175 0.809
CNN-LSTM 0.9777 0.9749 0.9662 0.9668 0.9354 0.9719 0.9818 0.9330 0.9651 0.9266

CNN-BiLSTM 0.9658 0.9785 0.9719 0.9634 0.9759 0.9635 0.9835 0.9760 0.9659 0.9372
CNN-LSTM-GRU 0.9767 0.9784 0.9714 0.9858 0.9748 0.9856 0.9788 0.9773 0.9803 0.9811

Recall DNN-LSTM 0.7697 0.7617 0.7742 0.7725 0.7685 0.672 0.7684 0.7661 0.7581 0.7026
CNN-LSTM 0.9771 0.9748 0.9662 0.9668 0.9148 0.972 0.9817 0.9251 0.9651 0.8982

CNN-BiLSTM 0.9657 0.9782 0.972 0.9634 0.9742 0.9634 0.9834 0.9748 0.9645 0.9285
CNN-LSTM-GRU 0.9765 0.9782 0.9714 0.9857 0.9748 0.9851 0.9788 0.9765 0.9799 0.9811

F1-score DNN-LSTM 0.6864 0.6873 0.6974 0.7002 0.6838 0.5751 0.7514 0.6922 0.7409 0.6367
CNN-LSTM 0.9772 0.9748 0.9662 0.9668 0.9149 0.9719 0.9817 0.9255 0.9651 0.8978

CNN-BiLSTM 0.9657 0.9783 0.9719 0.9634 0.9743 0.9634 0.9834 0.9749 0.9646 0.9289
CNN-LSTM-GRU 0.9766 0.9783 0.9714 0.9857 0.9748 0.9851 0.9788 0.9766 0.9800 0.9811

Table 3: FDR, FNR, FOR and FPR values of DNN-LSTM, CNN-LSTM, CNN-BiLSTM and CNN-LSTM-GRU

Metrics DNN-LSTM CNN-LSTM CNN-BiLSTM CNN-LSTM-GRU
FDR 0.1221 0.0473 0.0346 0.0187
FNR 0.1902 0.0341 0.0230 0.0313
FOR 0.2251 0.0453 0.0305 0.040
FPR 0.1468 0.0625 0.0457 0.024

vanced CNN-LSTM-GRU model, we employ the receiver
operating characteristics (ROC) curve, depicted in Fig-
ure 6. This curve elucidates the relationship between
true-positive and false-positive rates, with the area under
the curve (AUC) serving as an indicator of the model’s
proficiency. Impressively, our CNN-LSTM model boasts
the highest AUC at 0.972. This is closely followed by the
CNN-BiLSTM and CNN-LSTM-GRU algorithms, regis-
tering AUC values of 0.965 and 0.951, respectively. On
the other end of the spectrum, the DNN-LSTM lags be-
hind, recording the lowest AUC at 0.831, suggesting its
subpar efficacy in detecting network anomalies.

We have also determined values for FNR, FPR, FDR,
and FOR, comparing our proposed methods with exist-
ing algorithms, as detailed in Figure 7. Table 3 reveals
occasional misclassification of benign class samples. Ad-
ditionally, our proposed method’s TNR, MCC, and NPV
metrics are depicted in Figure 8 and Table 4. With opti-
mal values ranging between 90 and 95 for TNR, MCC, and
NPV, it underscores the classifier’s robust performance,

making it apt for deployment in IIoT systems and net-
works for intrusion detection. Furthermore, Figure 9 il-
lustrates the processing speed of our proposed method
in comparison to other contemporary classifiers. Specifi-
cally, the CNN-LSTM processed 1000 samples in a mere
300 microseconds during testing. When we extended the
experiment to various models, it provided insights into the
performance dynamics of different deep learning classi-
fiers. Notably, our CNN-LSTM-GRU algorithm outshines
its counterparts in terms of time efficiency. The graph
suggests that while the CNN-LSTM-GRU does have a
slight trade-off, it remains competitive in testing time
compared to recent algorithms.

Comparison of Techniques with Existing Techniques
For a thorough assessment of our proposed method, we
juxtaposed our results with those of benchmarked exist-
ing techniques. Table 5 provides a detailed comparative
analysis, highlighting how our envisioned approach stacks
up against leading-edge IoT intrusion detection systems
tailored for industrial IoT.
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Table 4: TNR, MCC, and NPV values of DNN-LSTM, CNN-LSTM, CNN-BiLSTM, and CNN-LSTM-GRU

Metrics DNN-LSTM CNN-LSTM CNN-BiLSTM CNN-LSTM-GRU
TNR 0.8531 0.9374 0.9542 0.9759
MCC 0.6578 0.9052 0.9329 0.9427
NPV 0.7748 0.9546 0.9694 0.9697

Table 5: Comparison of Algorithms
Work Algorithms Accuracy Precision Recall F1-score
ours CNN-LSTM-GRU 98.45% 98.46% 98.45% 98.45%
[24] Cu-ConvLSTM2D 97.74% 98.11% 98.22% 98.22%
[24] Hybrid(CNN-LSTM) 97.29% 97.25% 97.50% 97.29%

Figure 6: (ROC) curve elucidates the relationship be-
tween true-positive and false-positive rates

Figure 7: TNR, MCC and NPV values of DNN-LSTM,
CNN-LSTM, CNN-BiLSTM and CNN-LSTM-GRU

Figure 8: FDR, FNR, FOR and FPR values of
DNN-LSTM, CNN-LSTM, CNN-BiLSTM and CNN-
LSTMGRU

Figure 9: Testing Time of DNN-LSTM, CNN-LSTM,
CNN-BiLSTM and CNN-LSTM-GRU
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5 Conclusion

In this modern era of smart devices, the increased in-
terconnectedness has inadvertently prepared the way for
major cybersecurity concerns, particularly Distributed
Denial of Service (DDoS) assaults. These kinds of at-
tacks can take down a whole network by overwhelming
it with requests for services. We used important mea-
sures such as accuracy, recall, precision, and F1-score in
order to evaluate the adapted version of our solution that
we had provided for this shifting environment. The hy-
brid deep learning solution that we presented, which inte-
grated the strengths of CNN, LSTM, and GRU, displayed
an impressive 98.45% detection rate when put to the test
against IoT-centric issues. Beyond its comparative supe-
riority to other leading detection procedures, our method-
ology highlights the potential of integrated architectures
in strengthening threat detection in our interconnected
digital world. This marks a pivotal contribution to our
research and is one of the most important takeaways from
it.
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Abstract

Secure multi-party computation is an important cryptog-
raphy research direction and a hotspot in international
cryptography. Because vectors can describe many prac-
tical problems, studying the vector secret computation is
of great theoretical and practical significance. Currently,
most vector secret computation problems are studied on
the integer set. There is little research on the vector prob-
lem of rational numbers. This paper focuses on the se-
cure multi-party computation of vectors over the rational
number field, including vector dot product, vector equal-
ity, and superiority. A secure and efficient computation
protocol is designed, expanding the vector secure compu-
tation application scope. The security analysis and effi-
ciency analysis of the protocol in this paper shows that
the protocol in this paper has apparent advantages over
existing protocols in terms of security and efficiency. Fi-
nally, new vector and computational geometry problems
are solved using the designed protocol.

Keywords: Cryptography; Secure Multi-Party Computing;
Vector Advantage

1 Introduction

The rapid development of information technology has
brought mankind into the information society. The use of
the Internet to obtain information, exchange information,
and conduct joint computing has become a very impor-
tant feature of the information society. Accordingly, the
information security problem is becoming increasingly se-
vere, making information security a research hotspot in
information science. Information sharing integrates in-
formation acquisition, transmission, processing, and uti-
lization, and people pay special attention to information
security in information sharing. Secure Multiparty Com-
puting (SMC) is a key technology to realize private infor-

mation sharing and is a research hotspot in the interna-
tional cryptography field. In 1982, Yao Qizhi [2] proposed
the secure multiparty computing problem for two partic-
ipants. In 1988, Ben and Goldwasser [1] introduced the
secure multiparty computing problem for multiple partic-
ipants and conducted in-depth research on it.

Secure multiparty computing is about a group of par-
ticipants who do not trust each other to perform collab-
orative computing to protect their private data. SMC
should ensure the privacy of each participant’s input data
and the calculation results’ correctness. Cramer [15], an
internationally famous computer scientist and cryptog-
rapher, pointed out that if any function can be calcu-
lated confidentially, Computing science has a new power-
ful tool. Goldreichet al. [4, 8] laid the theoretical founda-
tion for secure multiparty computing. They proved that
all secure multiparty computing problems are theoreti-
cally solvable and proposed a universal solution. However,
due to efficiency, It is impractical to apply general solu-
tions to a specific secure multiparty computing problem.
It is a way to solve practical problems by studying spe-
cific solutions according to specific problems’ characteris-
tics. In recent years, many cryptography researchers have
constantly proposed new secure multiparty computing
problems with practical application prospects and stud-
ied their solutions, which has promoted the development
of secure multiparty computing research. At present, the
main research issues are a comparison of confidential in-
formation [16, 17], Confidential data mining [7, 11, 18],
confidential geometric calculation [5, 10, 14], confidential
database query [13], confidential auction [3], etc.

At present, the vector dot product problem is the most
widely studied Literature [12] designed a vector dot prod-
uct protocol based on an ideal preprocessing process, but
the implementation of the preprocessing phase requires a
third-party participant; Literature [6] designed a vector
dot product protocol for computing in a multi-key cloud
environment, which has high computational complexity;
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Literature [9] designed two dot product protocols based
on the third-party server and the invertible matrix. In
the protocol based on the invertible matrix, each partici-
pant will disclose n/2 linear relations of its n-dimensional
vector (when the vector dimension or data range is small,
the protocol has certain security risks), and the calcula-
tion of the inverse matrix is required, resulting in high
computing costs; Literature [6] designed a point prod-
uct protocol based on polynomial sharing. Because the
protocol needs to employ a semi-honest third party, the
protocol is vulnerable to collusion attacks; Literature [13]
designed an even dimension dot product protocol based
on literature [3]. The contributions of this paper are as
follows:

1) A simple and efficient vector dot product protocol
is designed based on basic algebra knowledge, and
vector equality and vector dominance secrecy deter-
mination protocol is designed on this basis.

2) The protocol designed in this paper only needs a ba-
sic arithmetic operation and does not use any public
key encryption scheme, so it has high computational
efficiency. Simulation examples are used to prove
that the protocol is secure under the semi-honest
model. Theoretical analysis and experimental results
show that the proposed protocol has higher security
and computational efficiency than the existing pro-
tocols.

3) The protocol in this paper applies to the calculation
of rational number vectors and has broad applicabil-
ity. Examples are given to illustrate the design idea
of this protocol and to design and construct safe and
efficient solutions for more extensive vector compu-
tation and other practical application problems.

2 Related Work

This section introduces some basic concepts and notations
related to this paper. The content of this part is basically
taken from literature [8].

Bidirectional calculation: A bidirectional calculation
is a random process of mapping any given in-
put pair to an output pair, expressed as f :
(x, y) → (f1(x, y), f2(x, y)). That is, for each in-
put pair (x, y), the output pair is a random variable
(f1(x, y), f2(x, y)). Let’s call this f = (f1, f2).

Semi-honest model: The so-called semi-honest partic-
ipants refer to those participants who faithfully per-
form the agreement in accordance with the require-
ments of the agreement during the implementation
process, but they may record all the information
collected during the implementation of the agree-
ment and try to calculate the input of other par-
ticipants based on the recorded information after the

implementation of the agreement. If all the partic-
ipants are semi-honest participants, such a compu-
tational model is called a semi-honest model. Semi-
honest participants do not perform active attacks on
agreements, so semi-honest models are also known as
honest-but-curious models or passive models. This
article assumes that all participants are semi-honest.

Suppose the two parties involved in the calculation are
P1 and P2. Let f = (f1, f2) be a probabilistic polyno-
mial time function, representing a two-party protocol for
computing function F . When the input of Pi(i = 1, 2) is
xi, the sequence of information obtained by Pi during the
implementation of the protocol π is denoted as:

viewπ
i (x1, x2) = (xi, r

i,mi
1, · · · , fi(x1, x2))

Where ri represents the random number generated by
Pi, mi

j represents the jth message received by Pi, and
fi(x1, y2) represents the output result obtained by Pi.

Definition 1. (Protocol security under semi-honest
model): For the above function f and protocol π, if there
are probabilistic polynomial time algorithms S1 and S2, so
that

{S1(x1, f1(x1, x2))}x1,x2
≡c {viewπ

1 (x1, x2)}x1,x2

{S2(x1, f1(x1, x2))}x1,x2
≡c {viewπ

2 (x1, x2)}x1,x2

If the above two expressions are true, it is said that
the agreement π has calculated function f confidentially,
where the function f is a composite function that depends
on the protocol π. It means that the calculation is indis-
tinguishable.

To prove that a two-party secure computing protocol
is secure, simulators S1 and S2 that satisfy the above two
formulae must be constructed. In the execution of the
protocol, if a participant does not get any output, it is
agreed that the output of the participant is an empty
string λ.

3 Efficient Vector Dot Product
Secure Computing Protocol

Definition 2. Suppose that two participants, Alice and
Bob, have private n dimensional vectors X = (x1, · · · , xn)
and Y = (y1, · · · , yn) respectively, and they wish to co-
operate in secretly computing the dot product of the two
vectors XY = x1y1 + · · ·+ xnyn if the output result is X
and Y , the protocol is called vector dot product protocol.
If, at the end of the agreement, one party gets S ̸= 0 and
the other party gets sX · Y or X · Y + S, we call such an
agreement a shared vector dot product coagreement.

At present, the main problem existing in the vector dot
product (or shared dot product) problem is that the pro-
tocols based on public key encryption scheme have good
security but high complexity, while most of the protocols
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that avoid using public key encryption system have differ-
ent degrees of information leakage. Below we first apply
the basic algebra knowledge and certain design skills to
design an efficient and safe vector dot product (sharing)
protocol. In the following context, a vector is called a
rational number vector if all its components are rational.

We first construct an efficient secret computing proto-
col for shared vector dot product and prove its security.
Protocol 1. Shared vector dot product confidential com-
puting protocol.

Input: Alice inputs the rational number vector X =
(x1, · · · , xn), Bob inputs the rational number vector
Y = (y1, · · · , yn).

Output: Alice outputs S,Bob outputs F (X,Y ) = sX ·Y .

Step:

1) Alice decomposes vector X = (x1, · · · , xn) in
the following way: Randomly selects rational
number ai and rational number vector X =
(xi1 , · · · , xin)(i ∈ [1, t] = {1, · · · , t}, 2 ≤ t ≤
n + 1), such that X = a1X1 + · · · + atXt and
a1 + · · · + at ̸= 0. Alice sends the vector
X1, · · · , Xt to Bob.

2) Bob randomly selects numbers or vectors:

a. Bob randomly selects rational number
bj and rational number vector Yj =
(yj1 , · · · , yjn)(j = 1, 2), so that Y = b1Y1 +
b2Y2.

b. Bob selects non-zero random rational num-
ber k1, k2, r1, r2, and calculates

z11 = k1X1Y1 + r1, · · · , z1t = k1XtY1 + r1

z21 = k2X1Y2 + r2, · · · , z2t = k2XtY2 + r2

Send (z11, z1t) and (z21, z2t) to Alice.

3) Alice calculates

z1 = s(a1z11 + · · ·+ atz1t)

z2 = s(a1z21 + · · ·+ atz2t)

Where s = 1
a1+···+at

. And sends z1, z2 to Bob.

4) Bob calculates

z = b1
(z1 − r1)

k1
+ b2

(z2 − r2)

k2

5) Alice sends s, Bob sends z.

Correctness of Protocol 1. We just have to prove that
z = sX · Y true.

According to the operation properties of the inner
product, for any rational number vector X and Y , and
for any decomposition of X and Y :

X = a1X1 + · · ·+ atXt

Y = b1Y1 + b2Y2

The following equation holds:

z1 = s(a1z11 + · · ·+ atz1t) = sk1X · Y1 + r1

z2 = s(a1z21 + · · ·+ atz2t) = sk2X · Y2 + r2

So

z = b1
(z1 − r1)

k1
+ b2

(z2 − r2)

k2
= b1(sX · Y1) + b2(sX · Y2)

= sX · (b1Y1 + b2Y2)

= sX · Y

Therefore, Agreement 1 is correct.
Security of Protocol 1. To analyze the security of
Protocol 1, it is necessary to examine the security of each
participant’s private vector during the protocol execution
and analyze in detail the potential information that may
be inferred after the protocol execution.

Firstly, the security of Alice vector is considered. Alice
secretly factorizes X into X = a1X1 + · · · + atXt, Dur-
ing the implementation of the whole protocol, Bob gets
the X1, · · · , Xt and z1, z2 sent to him by Alice. Bob can
obtain the corresponding equations according to the de-
composition formula X = a1X1 + · · ·+ atXt,

x1 = a1x11 + · · ·+ atxt1

· · ·
xn = a1x1n + · · ·+ atxtn

(1)

When t < n, a linear relation between t + 1 components
of X vector can be obtained from the simultaneous elim-
ination of a1, · · · , at in Equation (1).

When t = n (or t = n + 1), the n equations of Sys-
tem (1) contain 2n (or 2n+ 1) unknowns x1, · · · , xn and
a1, · · · , at. It can be seen from the solving process of the
linear system that, It is necessary for n + 1 (or n + 2)
equations to be simultaneous to eliminate the secret data
a1, · · · , at and obtain a linear relation between n + 1 (or
n + 2) components of the X vector. So when t = n (or
t = n + 1), Bob can’t get any information about Alice
vector X according to Equation (1).

For Bob, according to z1 = sk1X ·Y1 + r1, z2 = sk2X ·
Y2 + r2, there are:{

z1−r1
k1

= sX · Y1 = s(x1y11 + · · ·+ xny1n
z2−r2
k2

= sX · Y2 = s(x1y21 + · · ·+ xny2n
(2)

Since the two equations in System (2) contain n + 1 un-
knowns, Bob can obtain by simultaneous equations:

x1y11 + · · ·+ xny1n
x1y21 + · · ·+ xny2n

= l (3)

So x1(y11 − ly21) + · · ·+ xn(y1n − ly2n) = 0.
Further, when Equations (1) and (2) are combined,

Bob can obtain a linear relation about a1, · · · , at at:

a1[x11(y11 − ly21 + · · ·+ x1n(y1n − ly2n)] + · · ·
+at[xt1(yt1 − ly21 + · · ·+ xtn(y1n − ly2n)] = 0 (4)
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Equation (4) and Equation (1) are combined to ob-
tain an n+ 1 equations with x1, · · · , xt and a1, · · · , at as
unknowns. Therefore, when t < n, Bob is squared by
Equation (4) Group (1) n+1 equations are simultaneous,
and linear relations between t components of X vector
can be obtained at most. When t = n (or t = n + 1),
Bob can only get To a linear relation (3) about vector X.
In summary, Alice vector X is safe, and the security of
vector X is proportional to t value.

Now consider the security of Bob vectors. In the ex-
ecution of the protocol, Alice only gets the information
sent by Bob (z11 , · · · , z1t) and (z21 , · · · , z2t), namely:{

z11 = k1(x11y11 + · · ·+ x1ny1n) + r1

z1t = k1(xt1yt1 + · · ·+ xtny1n) + r1
(5)

and {
z21 = k2(x11y21 + · · ·+ x1ny2n) + r2

z2t = k2(xt1y21 + · · ·+ xtny2n) + r2
(6)

When t = n, Alice assumes that the matrix A =
(X1, · · · , Xn) has an invertible matrix A−1, by calculating

(z11, · · · , z1n)A−1 = k1Y1 + r1(1, · · · , 1)A−1

(z21, · · · , z2n)A−1 = k2Y2 + r2(1, · · · , 1)A−1

Get

Y =
b1
k1

(k1 · Y1) +
b2
k2

(k2 · Y1) (7)

=
b1
k1

[(z11, · · · , z1n)A−1 − r1(1, · · · , 1)A−1]

+
b2
k2

[(z21, · · · , z2n)A−1 − r2(1, · · · , 1)A−1]

Where r1, r2,
b1
k1
, and b2

k2
are private data of Bob, Equa-

tion (7) contains n equations and n + 4 unknowns, so
Alice cannot determine Bob vector Y according to Equa-
tion (7). However, when n > 4, Alice can obtain the
linear relationship between the four components of vector
Y .

When t < n (or t = n + 1), first of all, there is no
reversible matrix in matrix A = (X1, · · · , Xt), then the
relation (7) does not exist, and there is no way to elimi-
nate Bob’s private random number r1, r2,

b1
k1
, and b2

k2
, so

Alice cannot get Bob Vector Y . Secondly, the system (5)
(or (6)) has t equations, but contains n + 2 unknowns,
y11 , · · · , y1n and k1, t1 (or y21 , · · · , y2n and k2, t2). Since
n + 2 > t and all the unknowns are rational numbers,
So even though Alice With infinite computing power, it
is also impossible to directly obtain vector Y1 (or Y2) by
solving Equation (5) or Equation (6), and thus cannot ob-
tain vector Y . but Equation (5) can obtain the following
relation (8).

Equation (8) is a linear system of equations with t −
2 equations and y11 , · · · , y1n as the unknown quantity.
Because t − 2 < n, Alice Linear relations of any n −
t + 3 components of vector Y1 can be obtained at most

(similarly, Linear relations of any n − t + 3 components
of vector Y2 can be obtained by Alice at most). Further,
it can be seen from Y = b1Y1 + b2Y2 that Alice needs to
combine vector Y1 and Y2 to solve vector Y . However,
Alice only knows the independent linear relation of each
self-component of vector Y1 and Y2, and does not know
the value of random number b1 and b2, so it cannot solve
them simultaneously, so it cannot obtain any information
of vector Y . To sum up, when t < n (or t = n+ 1), Alice
can not get the information of Bob vector Y , and vector
Y is safe.{

z13−z11
( z12 − z11 = (x31−x11y11+···+(x3n−x1ny1n

(x21−x11y11+···+(x2n−x1ny1n

z1t−z11
( z12 − z11 = (xt1−x11y11+···+(xtn−x1ny1n

(x21−x11y11+···+(x2n−x1ny1n

(8)

According to the above analysis, when t < n, Bob vector
Y is safe, Bob can get the relations between t components
of vector X at most; When t = n, Alice can get the
relationship between 4 components of vector Y at most,
while Bob can only get one relation (3) about vector X.
When t = n + 1, Bob vector Y is safe and Bob can only
get one relation (3) about vector X. Therefore, when
t = n + 1, Protocol 1 has the best security, and there is
only a slight difference compared with the protocol under
the ideal model: Bob can get a linear relation of Alice
vector X.

The security of Protocol 1 has the following theorem.

Theorem 1. Shared vector dot product Protocol 1 is se-
cure.

Proof. The following is a rigorous proof of theorem 1 using
a simulation example, that is, a simulator S1 (or S2) needs
to be constructed for both equations to be true. S1 is
constructed first. After receiving input (X, s), S1 runs as
follows:

1) S1 firstly randomly selects the rational number vec-
tor Y ′ = (y′1, · · · , y′n), and randomly selects the ratio-
nal number b′i and the rational number vector Y ′

j =
(y′j1, · · · , y′jn) (j = 1, 2), so that Y ′ = b′1Y

′
1 + b′2Y

′
2 .

2) S1 Randomly select non-zero random rational num-
bers k′1, k

′
2, r

′
1, r

′
2, and calculate

z′11 = k′1X1 · Y ′
1 + r′1,

. . .

z′1t = k′1Xt · Y ′
1 + r′1

z′21 = k′2X1 · Y ′
2 + r′2,

. . .

z′2t = k′2Xt · Y ′
2 + r′2

Because in the execution of the agreement,

view′
1(X,Y ) = (X, (z11, · · · , z1t), (z21, · · · , z2t), s)

While the information sequence generated by S1 in
the simulation process is

S1(X, f1(X,Y )) = (X, (z′11, · · · , z′1t), (z′21, · · · , z′2t), s)
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Because of rational numbers bj , k1, k2, r1, r2 and ra-
tional number vector Yj = (yj1, · · · , yjn)(j = 1, 2)
are chosen by Bob at random, for Alice, has

bj ≡c b′j

Yj ≡c Y ′
j

k1 ≡c k′1

k2 ≡c k′2,

r1 ≡c r′1,

r2 ≡c r′2

Therefore (z11, · · · , z1t) ≡c (z′11, · · · , z′2t),
(z21, · · · , z2t) ≡c (z′21, · · · , z′2t) so

{S1(X, f1(X,Y ))}xu,yi∈Q ≡c {viewπ
1 (X,Y )}xi,yi∈Q

After receiving input (Y, f2(X,Y ) = F (X,Y )), run
S2 as following:

First of all, S2 chooses any rational number vector
x′ = (x′

1, · · · , x′
n), and choose rational numbers a′i

and rational number vector X ′
i = (x′

i1, · · · , x′
in)(i ∈

[1, t] = {1, cdots, t}, 2 ≤ t ≤ n+ 1) at random. Mak-
ing F (X ′, Y ) = F (X,Y ), X ′ = a′1X

′
1 + · · · + a′tX

′
t

and a′1 + · · ·+ a′t ̸= 0. S2 calculates

z′11 = k′1X1 · Y ′
1 + r′1,

. . .

z′1t = k′1Xt · Y ′
1 + r′1

z′21 = k′2X1 · Y ′
2 + r′2,

. . .

z′2t = k′2Xt · Y ′
2 + r′2

and

z′1 = s′(a′1z
′
11 + · · ·+ a′tz

′
1t),

z′2 = s′(a′1z
′
21 + · · ·+ a′tz

′
2t)

Wherein s′ = 1
a′
1+···+a′

t

3) S2 calculates

z′ = b1
z′1 − r1

k1
+ b2

z′2 − r2
k2

Due to the implementation of the agreement,

viewπ
2 (X,Y ) = (Y, (X1, · · · , Xt), (z1, z2), F (X,Y )).

And the sequence of information S2 generated during
the simulation is

S2(Y, f2(X,Y )) = (Y, (X ′
1, · · · , X ′

t), (z
′
1, z

′
2), F (X ′, Y )).

First ,becaues of a random number that ai(i ∈
[1, t]) picks for Alice, so, a′i ≡c ai, s′i ≡c s,
therefore (X ′

1, · · · , X ′
t) ≡c (X1, · · · , Xt), (z

′
1, z

′
2) ≡c

(z1, z2). Because F (X ′, Y ) = F (X,Y ), so
{S2(Y, f2(X,Y ))}xi,yi∈Q ≡c {viewπ

2 (X,Y )}xi,yi∈Q.

Annotation 1. Assumption t = n + 1, if Alice takes
s = 1, in Protocol 1, in other words a1 + · · · at = 1, the
protocol output is F (X,Y ) = X · Y , Protocol 1 becomes a
dot product protocol. At this point, at this point, the data
z1, z2 that Bob received from Alice no longer contains the
unknown number s, Bob can get at most two relationships:

z1 − r1
k1

= X · Y1

= x1y11 + · · ·+ xny1n,
z2 − r2

k2
= X · Y2

= x1y21 + · · ·+ xny2n

And if Equation (1) and a1 + · · · + at = 1 are set to-
gether, no information about vector X can be obtained,
so Alice vector X is still safe. In this process, the data
z11, · · · , z1t) and z21, · · · , z2t) that Alice received from Bob
did not change, so the security of vector Y was not af-
fected.

Annotation 2. Because of the idea of vector decomposi-
tion, the vectors of participants in Protocol 1 need to be
decomposed into at least two random vectors, so it can be
known that the vector dot product problem of dimension
n ≥ 3 can be solved directly by using Protocol 1 in this
paper. For the vector dot product problem of dimension
n = 2, Protocol 1 is used, Bob still gets only a linear
relation about Alice vector X; Alice can’t get rid of the
random numbers k1, r1 (or k2, r2) based on (z11, z12) (or
z21, z22)), so Alice can’t get any information about vec-
tor Y1, Y2, so she can’t get any information about vector
Y . Therefore, Protocol 1 in this paper is suitable for the
vector dot product problem of n ≥ 2.

If the vector dimension involved in calculation is small
and each component is limited to 0 or 1, Protocol 1 in this
paper cannot safely solve the vector dot product problem.

For example, when n = 3 and xi, yi ∈ {0, 1}, i = 1, 2, 3,
there are only eight possible values of X = (x1, x2, x3).
Bob’s (3) has three unknowns x1, x2, x3, Some values of
(x1, x2, x3) satisfy Equation (3) and some do not, by di-
rectly substituting 0 and1 for tests, thus giving away some
information about vector X. The shared dot product pro-
tocol based on reversible matrix design in literature [3]
also has similar security problems. When the vector di-
mension n is small and the values of the restricted compo-
nents are integers, either party can derive enough private
information of the other party through the n/2 equations
obtained by it.

4 Vector Equality Security Deter-
mination Problem

Alice and Bob have rational number vectors X =
(x1, · · · , xn) and Y = (y1, · · · , yn) respectively, They
want to decide confidentially whether the two vectors X
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and Y are equal. If they are not equal, they should not
disclose any information about the vectors X or Y to each
other.
Calculation principle:
First, prove the following.

Proposition 1. For any two rational vectors X =
(x1, · · · , xn) and Y = (y1, · · · , yn), X = Y only if the
following equation is true:

|X|2 + |Y |2 = 2X · Y. (9)

Among |X|2 = x2
1 + · · ·+ x2

n, |Y |2 = y21 + · · ·+ y2n.

Proof. Because of

X = Y ⇐⇒ |X − Y | = 0

⇐⇒ (x2
1 + · · ·+ x2

n) + (y21 + · · ·+ y2n)− 2(x1y1 + · · ·+ xnyn) = 0

⇐⇒ |X|2 + |Y |2 = 2X · Y

So Proposition 1 is proved.

Proposition 1 is the basic principle of determining
whether the two vectors are equal, that is, the problem of
determining whether the two vectors X and Y are equal
is transformed into the problem of determining whether
Condition (9) is valid. Next, we construct vector equal-
ity confidentiality determination protocol based on Proto-
col 1,Alice and Bob call Protocol 1 (convention T = n+1),
Alice gets the random number s > 2, Bob gets z = sX ·Y ,
Bob calculates u = z−|Y |2 = sX ·Y −|Y |2 and sends u to
Alice; Alice calculates and sends w to Bob. Bob decides
whether w is equal to z = sX · Y . If

w =
s

s− 2
(u− |X|2)

=
s

s− 2
(sX · Y − |X|2 − |Y |2)

=
s

s− 2
((s− 2)X · Y + (2X · Y − |X|2 − |Y |2))

= sX · Y +
s

s− 2
(2X · Y − |X|2 − |Y |2)

= z,

then 2X · Y − |X|2 − |Y |2 = 0, that’s X = Y ;
Otherwise X ̸= Y . Now, for the sake of statement, we
define binary predicates:

P (x, y) =

{
1 if x = y
0 if x ̸= y

Protocol 2:
Vector equality confidentiality determination protocol.

Input: Alice and Bob input rational number vectorsX =
(x1, · · · , xn) and Y = (y1, · · · , yn).

Output: Bob outputs P (X,Y ).

Steps:

1) Using X and Y as input vectors for Protocol 1,
Alice and Bob call Protocol 1, Alice gets a ran-
dom number s > 2, Bob gets z = sX · Y .

2) Bob calculates u = z − |Y |2, and sends u to
Alice.

3) Alice calculates w = s
s−2 (u − |X|2), and sends

w to Bob.

4) Bob outputs y = P (w, z).

Correctness of Protocol 2:
According to the definition of the binary predicate
P (X,Y ), needs to prove w = z ⇐⇒ X = Y . So we
just have to prove that this is true:

w =
s

s− 2
(z − |X|2 − |Y |2).

According to the operation properties of vectors, for any
rational number vector, X and Y , and for any relation
z = sX · Y , the following equation holds:

w =
s

s− 2
(u− |X|2)

=
s

s− 2
(z − |X|2 − |Y |2)

Therefore, Agreement 2 is correct.

Protocol 2 security: In Protocol 2 execution, Proto-
col 1 is called first, Alice gets a secret random number s,
and Bob gets a secret value z = sX · Y .

Let’s first consider the security of the Alice vector. Ac-
cording to the security of Protocol 1, Bob can get a linear
relation of vector X at most in the process of calling Pro-
tocol 1, and receive 2 sent by Alice in the subsequent ex-
ecution of protocol w = s

s−2 (u− |X|2). When the vector
X ̸= Y , Bob gets nothing about vector X from the rela-
tion w = s

s−2 (u− |X|2) (where S is Alice’s private data).
Therefore, the security of Alice vector X in Protocol 2 is
consistent with that in Protocol 1.

Now let’s think about the security of the Bob vector.
In the process of calling Protocol 1, Alice got the linear
relation of any two components of Bob vector Y1 (and
Y2), but could not get the information of vector Y . In the
subsequent execution of Protocol 2, Alice gets the u =
z − |Y |2 sent by Bob. For Alice, y1, · · · , yn are regarded
as an unknown quantity, and only a quadratic relation
about Y can be obtained from the relation u = z − |Y |2.

According to the above analysis, during the implemen-
tation of Protocol 2, Bob can get at most a linear relation
of Alice vector X, and Alice can get at most a quadratic
relation of Bob vector Y . According to the denseness of
rational numbers, even if the participants have infinite
computing power, they cannot get the private vector of
each other. The security of Protocol 2 is similar to that
of Protocol 1.

Regarding the security of Protocol 2, the following
Theorem 2 is only described. The proof of Theorem 2
is similar to that of Theorem 1, so it is omitted.

Theorem 2. Vector equality confidentiality determina-
tion Protocol 2 is secure.
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Table 1: Efficiency analysis and range analysis of the protocols

Calculation Computational Communication Scope of
Literatures Function Complexity (M or B) Data Volume Application

Literature [13] Dot product 25n/2-2 (B) 3n Rational number
Literature [12] advantage 2 (mn+1)logN+n (M) mn+2 positive integer

Agreement herein 1 Dot product 8n+19 (B) 2n+6 Rational number
Agreement herein 3 advantage 6n (B) 4 Rational number

5 Algorithm Analysis

The communication data volume required by the dot
product Protocol 1 in this paper is t (n+2)+2; The point
product protocol in reference [13] requires 3n of commu-
nication data. When t = 2, the communication data of
Protocol 1 in this paper is 2n + 6. With the increase of
vector dimension n, the communication efficiency advan-
tage of Protocol 1 in this paper is more obvious.

When t = 2, the security of Protocol 1. According
to the previous analysis, Bob can get at most a linear
relationship between any t + 1 = 3 components of Alice
vector X, but Alice can’t get any information about Bob
vector Y In reference [13], Alice and Bob can respectively
obtain the values of the relational expressions y2k+1+y2k
and x2k−1 + x2k than between adjacent components of
each other’s private vector.

Therefore, when t = 2 is selected, the security and
efficiency of Protocol 1 in this paper are improved com-
pared with that in literature [13], and it is more suit-
able for solving vector secret computing problems in the
case of big data Moreover, this paper can flexibly select
the number of decompositions according to the security
requirements of the specific vector dot product security
computing problem. Protocol 1 in this paper has higher
flexibility and wide applicability.

Analysis and comparison of vector equality pro-
tocols. Protocol 2 in this paper studies the problem of
determining the equality of two vectors. As far as we
know, there are few literatures that directly study the
problem of vector equality. Protocol 3 in literature [12]
can be used to compare the equality of two vectors Since
the scheme in reference [12] is only applicable to positive
integer vectors, the scope of application is limited, and
unilateral errors may occur, while Protocol 2 in this pa-
per is designed based on shared dot product Protocol 1,
which is more efficient and has a wider scope of applica-
tion.

The amount of communication data required by Pro-
tocol 3 in this paper is 4; The amount of communication
data required by Protocol 2 in reference [6] is mn The
communication load of Protocol 3 in this paper is low.

The detailed protocol efficiency comparison results are
shown in Table 1. In Table 1, the column of calculation
function is the specific content of the listed literature re-
search; In the calculation complexity column, M (or B)

represents the number of modular multiplication (or basic
arithmetic) operations, and the communication complex-
ity is the amount of communication data.

According to Paillier public key encryption system, N
is the product of two large prime numbers, with a gen-
eral length of 1024 bits. We have noticed that in real life,
the vector dimension n generally satisfies n << logN . In
this case, the computational complexity of Protocol 1 in
this paper is lower than that of existing literature, and
the communication complexity is not higher than that
of existing protocols; The computational complexity of
Protocol 3 is far lower than that of the existing litera-
ture, while our protocol is applicable to vector computing
within the range of rational numbers and has wider ap-
plicability. In addition, Protocol 1 and Protocol 3 in this
paper have higher security in the case of rational number
vectors, and the leaked information has little impact on
security.
In the protocol efficiency experiment. The efficiency
of the protocol designed in this paper has been theoret-
ically analyzed and compared with the existing results.
Next, we will conduct further experimental tests, and
compare the execution results of the protocol in this paper
with those of existing protocols with high efficiency. Here,
we will determine the number of vector decompositions in
protocol t = 2.

1) The computer configuration of the experimental plat-
form is as follows:
The operating system is Windows10 Enterprise Edi-
tion, Intel (R) Core (TM) i5-6600 CPU 3.30GHz,
installed memory 8.00GB, 64 bit operating system
The protocols are programmed and implemented on
MyEclipse using Java programming language. It is
agreed that all simulation experiments in this paper
will be conducted under this environment.

2) Experimental results. Since the protocols 1 and 3
in this paper and literature [13] perform basic arith-
metic (exponential) operations, literature [3, 12] ap-
plies Paillier encryption scheme. The following sim-
ulation experiments are conducted in two different
environments.

The experiment sets the large prime number used
in the Paillier encryption algorithm, the bits of p, q
are 256 bits, and the range of confidential data is
uniformly limited to [-100, 100]. The following is
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Table 2: Analysis of simulation result of Protocol 1

Literature [13] Literature [3] Agreement herein 1

Average time consumption of 10000 experiments (ms) 90.308 18926.5 63.092

Table 3: Analysis of simulation result of Protocol 3

Literature [3] Literature [12] Agreement herein 3

Average time consumption of 10000 experiments (ms) 5798.4 4323.8 11.9033

the actual calculation of the protocol in this paper
1 and [3, 13], as well as the protocol in this paper 3
and [10,14]. Each protocol is tested for many times in
different dimensional vectors, and 50 groups of data
are randomly selected from the experimental results
to calculate the average value Since Protocol 1 and
Protocol 3 in this paper take too little time to display
when conducting an experiment, the results can be
obtained by averaging each group of data for 10000
cycles and 100 cycles respectively. The results are
shown in Table 2 and Table 3.

6 Conclusion

In this paper, we mainly study the safe multi-party com-
putation of vectors over rational number field, including
vector dot product, vector equality, vector superiority and
so on. A safe and efficient computing protocol is designed
to extend the application range of vector safe computing.
The security analysis and validity analysis of the protocol
show that the proposed protocol has obvious advantages
in security and validity compared with existing protocols.
Finally, some new vector problems and computational ge-
ometry problems are solved by using the designed proto-
col.

Acknowledgments

This work is supported by 2023 Zhejiang Traditional Chi-
nese Medical Science and Technology Program (Fund No.
2023ZF010). This article has been funded by the fifth
research project of vocational education and teaching re-
form in Jiangsu Province. (Project No. ZYB705), and
Jiangsu Province 2022 University Philosophy and Social
Science Research Project. (Project No. 2022SJYB1608).

References

[1] F. Benhamouda, S. Halevi, T. Halevi, “Support-
ing Private Data on Hyperledger Fabric with Se-
cure Multiparty Computation,” in IEEE Interna-

tional Conference on Cloud Engineering (IC2E’18),
pp. 357-363, 2018.

[2] L. Chao, B. Dha, C. Xh, et al., “Blockchain-based
system for secure outsourcing of bilinear pairings,”
Information Sciences, vol. 527, pp. 590-601, 2020.

[3] P. K. Fong, J. H. Weber-Jahnke, “Privacy preserv-
ing decision tree learning using unrealized data sets,”
IEEE Transactions on Knowledge and Data Engi-
neering, vol. 24, no. 2, pp. 353-364, 2012.

[4] S. Garg, R. Vashisht, “A Permissioned Blockchain
System for Secure Multiparty Computation,” Jour-
nal of Physics: Conference Series, vol. 1998, no. 1,
2021.

[5] T. Halevi, F. Benhamouda, A. D. Caro, et
al., “Initial Public Offering (IPO) on Permis-
sioned Blockchain Using Secure Multiparty Compu-
tation,” in 2019 IEEE International Conference on
Blockchain (Blockchain), pp. 91-98, 2019.

[6] H. Huang, X. Y. Li, Y. Sun, L. S. Huang, “PPS:
Privacy-preserving strategyproof social-efficient
spectrum auction mechanisms,” IEEE Transactions
on Parallel and Distributed Systems, vol. 26, no. 5,
pp. 1393-1404, 2015.

[7] M. Kantardzic, Data Mining: Concepts, Models,
Methods, and Algorithms, Hoboken, USA: John Wi-
ley & Sons, 2011.

[8] E. Kim, H. S. Lee, J. Park, “Towards Round-Optimal
Secure Multiparty Computations: Multikey FHE
Without a CRS,” Lecture Notes in Computer Sci-
ence, vol 10946, 2018.

[9] M. J. Li, J. S. T. Juan, J. H. C. Tsai, “Practical
electronic auction scheme with strong anonymity and
bidding privacy,” Information Sciences, vol. 181, no.
12, pp. 2576-2586, 2011.

[10] S. D. Li, C. Y. Wu, D. S. Wang, Y. Q. Dai, “Secure
multiparty computation of solid geometric problems
and their applications,” Information Sciences, vol.
282, pp. 401-413, 2014.

[11] Y. P. Li, M. H. Chen, Q. W. Li, W. Zhang, “Enabling
multilevel trust in privacy preserving data mining,”
IEEE Transactions on Knowledge and Data Engi-
neering, vol. 24, no. 9, pp. 1598-1612, 2012.

[12] L. G. Liu, H. Sun, H. L. Jia, Y. Zhang, “CGIM:
classificatory group index method for efficient ranked



International Journal of Network Security, Vol.26, No.3, PP.361-369, May 2024 (DOI: 10.6633/IJNS.202405 26(3).02) 369

search of encrypted cloud data,” Chinese Journal of
Electronics, vol. 47, no. 2, pp. 331-336, 2019.

[13] Y. J. Liu, X. Luo, A. Joneja, C. X. Ma, X. L. Fu,
D. W. Song, “User-adaptive sketch-based 3D CAD
model retrieval,” IEEE Transactions on Automation
Science and Engineering, vol. 10, no. 3, pp. 783-795,
2013.

[14] S. Pentyala, D. Railsback, R. Maia, et al., “Training
Differentially Private Models with Secure Multiparty
Computation,” arXiv preprint, arXiv:2202.02625
2022.

[15] A. Smahi, Q. Xia, H. Xia, N. Sulemana, A. A.
Fateh, J. Gao, X. Du, M. Guizani, “A blockchainized
privacy-preserving support vector machine classifica-
tion on mobile crowd sensed data,” Pervasive and
Mobile Computing, vol. 66, no. 1, 2020.

[16] C. M. Tang, G. H. Shi, Z. A. Yao, “Secure multi-
party computation protocol for sequencing problem,”
Science China Information Sciences, vol. 54, no. 8,
pp. 1654-1662, 2011.

[17] T. Toft, “Sub-linear, secure comparison with two
non-colluding parties,” in Proceedingg of Interna-
tional Conference on Practice and Theory in Public
Key Cryptography Conference on Public Key Cryp-
tography, pp. 174-191, 2011.

[18] X. Yi, F. Y. Rao, E. Bertino, A. Bouguettaya,
“Privacy-preserving association rule mining in cloud

computing,” in Proceedins of the 10th ACM Sym-
posium on Information, Computer and Communica-
tions Security, pp. 439-450, 2015.

Biography

Hui Xia is currently an associate professor in Software
College of Shenyang Normal University. He received re-
ceived the B.S. and M.S. degree from XiDian University,
China in 2003 and 2006, respectively.He has authored or
coauthored more than twenty journal and conference pa-
pers. His current Acknowledgments research interests in-
clude data mining, privacy preserving and network secu-
rity.

Chunhua Wang, lecturer, Master of Engineering. Main
research directions: computer application technology, im-
age processing, pattern recognition, Analysis of algo-
rithms, data mining, data analysis, vocational education.

Weiji Yang works in Zhejiang TCM university, got bach-
elor’s degree of computer and science in 2005, received
double master’s degrees of engineering and medicine in
2009 and 2014 respectively, the main research area is ar-
tificial intelligence, digital medical image processing and
analysis, and smart health care, etc.



International Journal of Network Security, Vol.26, No.3, PP.370-374, May 2024 (DOI: 10.6633/IJNS.202405 26(3).03) 370

Research on the Influence of Cooperative
Interference on the Physical Layer Security

Performance of Wireless Networks in Wireless
Communication

Liyun Xing
(Corresponding author: Liyun Xing)

Chongqing Three Gorges Vocational College, Chongqing 404155, China

Email: xingliy1983@outlook.com

(Received Jan. 18, 2023; Revised and Accepted Oct. 21, 2023; First Online Apr. 25, 2024)

Abstract

Information protection is very important in wireless com-
munication. This paper briefly introduces the wireless
communication model based on cooperative interference
protection and then uses a genetic algorithm (GA) to al-
locate the node transmission power of cooperative inter-
ference. After that, simulation experiments were carried
out in MATLAB software to test the performance of a
wireless communication network with or without coop-
erative interference under different numbers of legitimate
transmitting nodes. The results showed that the integrity
of the information obtained by the eavesdropping nodes
in the wireless network was greatly reduced, the proba-
bility of secure connection in the network and the system
capacity were greatly improved, but the number of nodes
participating in cooperative interference was limited. Too
many interference nodes can not effectively improve the
system capacity and reduce the probability of a secure
connection.

Keywords: Cooperative Interference; Genetic Algorithm;
Physical Layer; Wireless Communication

1 Introduction

Compared with wired communication technology, wireless
communication technology is more free in space deploy-
ment because it is not limited by connecting wires and
other devices [12]. For users of wireless communication
technology, as long as they are within the communication
range, they can receive information without space restric-
tions, which is very convenient. However, compared with
wired communication technology, wireless communication
technology is more tested in communication security [5].
Wireless communication technology uses electromagnetic
waves in a specific frequency band to transmit informa-
tion, and the broadcast characteristics of electromagnetic

waves make the transmitted information directly exposed
to the outside world. As long as it is within the range
of signal coverage, any device can receive the signal, and
there is a possibility of being eavesdropped.

For the problem of wireless communication being
eavesdropped, the encryption algorithm is usually used
to encrypt the information [9], so as to ensure that the
information will not reveal the content even if it is eaves-
dropped. However, the way of information encryption
requires the energy and computing power of communi-
cation nodes, and the existing encryption algorithms are
challenging to satisfy the demands for both low complex-
ity and high security at the same time. In addition to
encrypting information, the physical characteristics of the
wireless channel can also be used to ensure communica-
tion security. Cooperative interference is a communica-
tion security measure that utilizes the physical character-
istics of wireless channels. Its basic principle is to op-
timize the communication quality of legitimate channels
or degrade the communication quality of eavesdropping
channels.

Zeng et al. [15] developed a cross-layer optimiza-
tion framework for the cooperative interference model in
multi-hop networks. Simulation results showed that the
session throughput could be significantly improved (more
than 50%) by using cooperative interference. Ibrahim et
al. [3] studied the selection of relay and jammer in two-
way cooperative networks to improve their physical layer
security. Wang et al. [13] put forward a relay and jammer
selection strategy to improve the security against eaves-
dropping attacks. This paper briefly introduces the wire-
less communication model based on cooperative interfer-
ence protection and then uses a genetic algorithm (GA) to
allocate the node transmission power of cooperative inter-
ference. After that, simulation experiments were carried
out in MATLAB software.
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2 Security Protection of Wireless
Network Based on Cooperative
Interference

The cooperative interference method is one of the phys-
ical protection methods [2]. Its basic principle is that
when the sending node sends information to the receiv-
ing node, other legitimate nodes in the whole wireless
communication area also send interference signals at the
same time, and the interference signals are used to reduce
the quality of the eavesdropping channel without affect-
ing the legitimate channel as much as possible. Figure 1
shows the wireless communication model based on coop-
erative interference protection [10]. When sending node
S sends information to receiving node D, it also broad-
casts the information to the eavesdropping node. At the
same time, other legitimate nodes will also send signals
to the outside, which are considered interference signals
for eavesdropping nodes. The interference signals sent
by other legitimate nodes will also interfere with receiv-
ing node D. Therefore, when using collaborative inter-
ference techniques for wireless communication protection,
it is necessary to allocate the transmission power of the
sending node in a way that maximizes the interference on
eavesdropping nodes and minimizes the interference on
receiving nodes [4].

Figure 1: Wireless communication model based on coop-
erative interference protection

In wireless communication, the received signal-to-noise
ratio (SNR) of any receiving node needs to be higher than
the minimum demodulation threshold γ0 to effectively re-
ceive information. Therefore, in the cooperative inter-
ference protection method, the transmitting node needs
to make its transmission power as small as possible to
reduce the signal coverage under the premise of ensuring
the SNR of the receiving node is higher than γ0 [6]. Other
legitimate nodes used for interference need to increase the
transmission power on the premise that the SNR of their
receiving nodes is not lower than γ0, so as to increase
the interference to the eavesdropping nodes [1]. In this
paper, a GA is used to optimize the transmitting power
amplification coefficient to maximize the secure connec-
tion probability. The process is as follows.

Step 1. The necessary wireless network-related param-

eters are input, including γ0, U (the set of trans-
mitting nodes), D (the set of receiving nodes), D∗

mat

(the adjacency matrix of the distance between trans-
mitting nodes and receiving nodes), and H∗

mat (the
channel gain matrix).

Step 2. The chromosome population required by the GA
is generated. The gene segment in the chromosome
represents the transmitting power amplification coef-
ficient of a legal node, and a chromosome represents a
group of power amplification coefficients, which also
represents a transmission power allocation scheme.
When the chromosome population is randomly gen-
erated, the power amplification coefficient of a legit-
imate node represented by a gene segment must be
an integer multiple of 0.5 and no less than 1, and
it can not exceed the preset maximum value. The
length of the chromosome depends on the number of
legitimate transmitting nodes used for interference.

Step 3. The fitness value of each chromosome in the pop-
ulation is computed. The ultimate goal is to maxi-
mize the safe connection probability, so it is taken as
the fitness value of the chromosome. The formulas
are:

SCPd∗ =

1− exp[
−Dα

u∗eN0|hu∗d∗ |2

Dα
u∗d∗ (N0+

∑N
i=1 Pui

|huid
∗ |2D−α

uid
∗ )
]

×
∏

ui
[

Pui
|hu∗d∗ |2Dα

u∗e

Dα
u∗d∗D

α
u∗e

(N0+
∑N

i=1 Pui
|huid

∗ |2D−α
uid

∗ )
]

Pu∗ ≃ γ0D
α
u∗d∗N0

|hu∗d∗ |2

Pui = Ai
γ0D

α
uidi

N0

|huidi
|2

(1)

where SCPd∗ is the secure connection probability of
sending node u∗ and receiving node d∗ [14], α is the
path loss coefficient [7], Du∗e is the transmission dis-
tance between u∗ and eavesdropping node e, N0 is
Gaussian white noise, |hu∗d∗ |2 is the channel gain
between u∗ and d∗, Du∗d∗ is the transmission dis-
tance between u∗ and d∗, N denotes the number of
legitimate transmitting nodes used for interference,
ui is the i-th legitimate transmitting node used for
interference, di is the corresponding receiving node
of ui, Pui is the transmitting power of ui, |huid∗ |2
is the channel gain between ui and d∗, Duid∗ is the
transmission distance between ui and d∗, |huidi

|2 is
the channel gain between ui and di [8], Duidi

is the
transmission distance between ui and di, and Ai is
the transmitting power amplification coefficient of ui.

Step 4. Whether the GA terminates the optimization is
determined. The termination conditions include: the
number of iterations reaches the preset number or the
population fitness converges to stability. If the termi-
nation condition is reached, the next step is entered.
If not, the genetic operation is performed. Crossover



International Journal of Network Security, Vol.26, No.3, PP.370-374, May 2024 (DOI: 10.6633/IJNS.202405 26(3).03) 372

means exchanging the homogenic fragments of the
two chromosomes based on the crossover probabil-
ity, and mutation means randomly changing the gene
fragments in the chromosome based on the mutation
probability. In this paper, the random change in ac-
cordance with the restrictions is performed on Ai.
After the genetic operation, return to Step 3.

Step 5. After the termination of the GA, the transmit-
ting power of each transmitting node that can max-
imize SCPd∗ is obtained. Whether there is di whose
SNR is smaller than γ0 under this transmitting power
is judged. If not, the transmitting power allocation
result of each transmitting node is output. If it ex-
ists, the sending node with the smallest |huidi |2D−α

uidi

in the set of legitimate sending nodes used for inter-
ference is deleted, the corresponding receiving node
is also deleted, and it returns to Step 2.

3 Simulation Experiment

3.1 Experimental Setup

Simulation experiments were carried out in MATLAB
software [11]. The wireless network parameters used for
the simulation experiments are shown in Table 1, in which
the number of legitimate sending nodes including specific
sending nodes was set to 3, 4, 5, 6, 7, 8, and 9 respectively,
and the corresponding number of receiving nodes was also
the same. The simulation experiments were designed to
test the impact of the number of interfering nodes on the
protection of wireless communication.

The GA was used to adjust the transmitting power,
and the related parameters are as follows. The population
size was 15; the first three chromosomes were duplicated
as the offspring. The crossover probability was 0.5, the
mutation probability was 0.1, and the iteration number
was 100.

According to the above conditions, 5,000 random ex-
periments were carried out on the wireless network for
each number of legitimate sending nodes. In each ex-
periment, a specific sending node sent 1 MB of data to
the corresponding receiving node, and the eavesdropping
node tried to receive it. To improve testing efficiency,
data transmission in the simulation experiment was not
encrypted.

3.2 Test Results

In the random experiments with different numbers of legal
sending nodes, a specific sending node sent 1 MB of data
to the corresponding receiver node, and in each random
experiment, the eavesdropping node eavesdropped on the
sent information. The average integrity of the data ob-
tained by the eavesdropping node with or without cooper-
ative interference is shown in Figure 2. It can be seen that
in the case of no cooperative interference, the average in-
tegrity of the information obtained by the eavesdropping

node was maintained at about 90% with the increase in
the number of legitimate transmitting nodes because the
transmitted information was not encrypted in the experi-
ment. The reason why it failed to reach 100% is that the
eavesdropping node was far away from the transmitting
node in the random experiment, which reduced the SNR
of the eavesdropping node and failed to obtain the trans-
mitted data. In the case of cooperative interference, the
average integrity of the information that can be obtained
by the eavesdropping node was greatly reduced, and it
continued to decrease with the increase in the number of
legitimate sending nodes.

Figure 2: Information integrity of eavesdropping nodes
with or without cooperative interference under different
numbers of legitimate sending nodes

In the random experiments with different numbers of
legitimate sending nodes, the secure connection proba-
bility with or without cooperative interference is shown
in Figure 3. It can be seen that in the case of no co-
operative interference, the secure connection probability
in the simulated wireless network did not change signif-
icantly and basically stayed at about 71%. In the case
of cooperative interference, the secure connection prob-
ability in the simulated wireless network first increased
and then decreasesd with the increase in the number of
legitimate sending nodes. When the number was 6, the
secure connection probability was the largest. The rea-
son is that in the case of no cooperative interference, the
information of the sending node might be obtained by
the eavesdropping node. However, with cooperative in-
terference, the channel of the eavesdropping node was in-
terfered by other nodes, which reduced the probability
of being eavesdropped and improved the probability of
secure connection. With the increase in the number of
legitimate sending nodes, the interference to the eaves-
dropping node increased, and the probability of a secure
connection was also improved. However, when the num-
ber of legitimate transmitting nodes was too large, the in-
terference signals generated by them also interfered with
the normal receiving nodes.

In the random experiments with different numbers of
legitimate transmitter nodes, the system capacity with or
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Table 1: Wireless network simulation parameters

Parameter Setting

Area specification 300 m × 300 m
Number of legitimate sending
nodes

4, 5, 6, 7, 8, 9 {3}

The transmission distance of the
corresponding sending and re-
ceiving nodes

5 m ∼ 15 m

The transmission distance be-
tween the sending node and
other receiving nodes

20 m ∼ 120 m

The transmission distance be-
tween the eavesdropping node
and the specific sending node

10 m ∼ 50 m

Channel gain between nodes Randomly generated, with a mean of 1
α 3
N0 1
Ai Its value ranges from 1 to 6 and is a multiple of 0.5
γ0 5 dB

Figure 3: Secure connection probability under different
numbers of legitimate sending nodes with or without co-
operative interference

without cooperative jamming is shown in Figure 4. The
system capacity refers to the transmission rate of wireless
communication in a unit frequency band. It can be seen
that with the increase in the number of legitimate trans-
mitting nodes, the system capacity in the wireless network
without cooperative interference almost did not change.
However, the system capacity in the wireless network with
cooperative interference first increased and then tended to
be stable. The reason is that in the case of no coopera-
tive interference, because eavesdropping nodes stole and
interfered with the transmitted information, the system
capacity failed to increase after the addition of legitimate
transmitting nodes. When there was a cooperative in-
terference, the eavesdropping node was affected, and the
probability of a secure connection between the sending

node and the receiving node increased, leading to an in-
creased amount of information that could be transmit-
ted, so the system capacity increased. However, when the
number of legitimate transmitting nodes was too large,
the interference signal affected the receiving node, caus-
ing the interference node to fail in correctly demodulating
information.

Figure 4: System capacity with and without cooperative
interference for different numbers of legitimate transmit-
ting nodes

4 Conclusion

This paper used a GA to allocate the node transmit-
ting power under cooperative interference and then car-
ried out simulation experiments in MATLAB software.
In the experiment, the performance of a wireless com-
munication network with or without cooperative interfer-
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ence under different numbers of legitimate transmitting
nodes was tested. With the increase in the number of
legitimate sending nodes, the integrity of information ob-
tained by the eavesdropping nodes in the network with-
out cooperative interference was almost unchanged, and
the integrity of information in the network with coopera-
tive interference was not only smaller but also decreased
gradually. With the increase in the number of legitimate
sending nodes, the secure connection probability of the
network without cooperative interference was almost un-
changed, while the secure connection probability of the
network with cooperative interference first increased and
then decreased. It was the highest when the number of
sending nodes was 6. With the increase in the number
of legitimate sending nodes, the system capacity of the
network without cooperative interference remained un-
changed, and the system capacity of the network with
cooperative interference gradually increased and tended
to be flat after the number reached 6.
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Abstract

With the digitalization and intelligence development
of new power systems, many IoT intelligent devices with
different rates, diverse types, and protocols continue to
be connected. It poses a severe challenge to obtaining
effective traffic features of terminal devices and achiev-
ing accurate intrusion detection. Existing anomaly de-
tection methods are facing severe challenges in this re-
gard. This paper proposes an unsupervised anomaly de-
tection model called MDAA (Multidimensional Attention
Autoencoder). First, the damping incremental statistical
information algorithm is utilized to perform multidimen-
sional feature extraction on the original traffic packet to
enhance the information expression of samples. Mean-
while, the random forest is combined with the traditional
attention model to reasonably allocate attention weights
for different information so that the latent vectors gen-
erated by the encoder can fully express the traffic fea-
tures of terminal devices, further enhancing the recon-
struction ability of the decoder and improving the unsu-
pervised anomaly detection accuracy of the system. Fi-
nally, experiments were conducted on real IoT datasets.
The results demonstrate that compared with the tradi-
tional method and the current mainstream unsupervised
model, the detection accuracy of the proposed model is
greatly improved, the maximum precision reaches 95.88%,
and compared with the current mainstream unsupervised
models, the proposed model has better comprehensive
performance.

Keywords: Anomaly Detection; Internet of Things;
MDAA

1 Introduction

With the transformation and upgrading of traditional
power systems to new power systems, as well as the con-
tinuous advancement of digitalization and intelligent con-
struction, a large number of IoT terminals sensing, trans-
mission, and control devices are connected to the net-
work, leading to an increasing number of grid assets and
increasingly complex device topology structures. Due
to the openness of new power systems, many IoT de-
vices are connected to the Internet, resulting in contin-
uously increasing physical threats and network-to-attack
risks, which bring new difficulties for the electricity grid’s
safe and steady operation. Attackers can cause network
congestion and paralysis by sending malicious packets,
exploiting known vulnerabilities, constructing botnets,
launching DDoS, APT attacks, etc. [28]. For example, in
2015, the Russian hacker group ”SandWorm” launched a
malicious attack on the Ukrainian national power grid,
causing a large-scale blackout in Ukraine and drawing
high attention and vigilance from home and abroad on
the security of power systems and their infrastructure net-
works. Therefore, it is necessary to build a new power sys-
tem security defense system, enhance its resilience, elas-
ticity, and self-healing ability, and ensure its security and
controllability [29].

For new power systems transitioning to digitalization
and intelligence, the large number of IoT terminals means
the harm caused by attacks will be greatly magnified.
Therefore, anomaly detection for terminal flow in new
power systems is extremely important. Anomaly detec-
tion effectively detects network intrusion by analyzing
data patterns that do not conform to expected behaviors.
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Network traffics anomaly detection [16] collects network
traffic information on operational networks and analyzes
it to determine any attack behavior in the network [23].
Its algorithm requires obtaining traffic features and com-
bining them to detect different network attack behaviors.
However, in new power systems, many terminal devices
have different rates, diverse types, large network traffic,
and different data formats, making it a highly challeng-
ing task to obtain effective traffic features for terminal
devices.

Machine learning-based intrusion detection techniques
have made significant progress in recent years [3,5,11,24,
26]. The most popular method, which is data-driven, is to
use a neural network for traffic detection [9]; after experts
collect traffic data, abnormal traffic is marked. The dif-
ference between normal and attack traffic is learned and
classified via the algorithm model, based on which new
traffic is detected.

Therefore, an unsupervised learning model that does
not require marked abnormal data samples for training,
and only uses an algorithm to fit the model to the detec-
tion results of the input sample data was selected for use
in this study [14].

Traditional unsupervised models, such as the autoen-
coder (AE), use the reconstruction errors of normal and
abnormal samples to judge abnormalities [2]. With the
increase in the volume and complexity of device data, en-
coders have limited ability to learn features; therefore,
extracting the effective features of original data has be-
come an important challenge. Furthermore, a fixed latent
vector also limits the decoder’s ability to do its job, partly
due to the inability to express the important features of
the input sample in the latent vector. The impact of
anomaly detection will be significantly reduced in these
circumstances. This research suggests an unsupervised
anomaly detection model for terminal traffic based on an
attention mechanism and AE in light of the current issues.
The proposed model consists of two main components:
feature extraction and anomaly detection, and does not
require labeled anomalous data samples for training but
rather matches the detection results of the model with
input sample data using an algorithm. Experiments were
conducted on a real-world IoT traffic dataset collected by
Ayyoob et al. [1], demonstrating the proposed model’s
advanced performance and applicability.

The contributions of this paper are as follows:

1) A feature extraction scheme that can fully extract
the features of the original traffic data packet and ef-
fectively express the sample information is proposed.

2) A novel attention mechanism-based unsupervised
anomaly detection approach is developed, combining
the random forest with the conventional attention
model.

3) The proposed MDAA (Multidimensional Attention
Autoencoder) was tested on multiple real IoT
datasets. The results of the experiment prove that

the speed of feature extraction was faster, and the
anomaly detection effect was better (the precision
reached 95.88%) than those of other methods.

The rest of this essay is structured as follows. The re-
lated work and theoretical foundation of this research are
described in Section 2. The MDAA model is introduced in
Section 3, along with its structural layout. The effective-
ness of the suggested strategy is experimentally verified
in Section 4. Finally, Section 5 offers the principal con-
clusions, key discoveries, and future research directions.

2 Related Work

2.1 Unsupervised Learning

While deep learning has many advantages in anomaly
detection, the model cannot be trained well with massive
labeled traffic.; therefore, substantial research has been
carried out on unsupervised learning [6]. Yisroel et al. [17]
proposed an unsupervised learning model called Kitsune,
which uses damped incremental statistics to quickly ex-
tract time series of data and detect real-time anomalous
traffic from dynamic data streams using the KitNet core
algorithm [30].

The AE is an algorithm for unsupervised learning that
aims to construct a mapping relationship between the
potential space vector z and the original (input) sample
space variable x; the encoder and decoder make up the
structure, illustrated in Figure 1.

The encoders function is to compress the vectors in the
input feature space into the latent feature space to get the
latent vector z. In the encoding step, the high dimensional
data is mapped into low dimensional data to decrease the
amount of data. To achieve the reproduction of the input
data, the decoder returns the representation of the latent
layer feature space to the original input space. For any
input , the latent vector z can be obtained by the encoding
function. The encoding function can be expressed as:

z = f(x) = s(W1x+ p) (1)

where s is the activation function, and W1 denotes the
weight matrix between the input and latent layers, and p
is the bias term.

The decoding function used in the decoder stage is de-
fined as follows.

x′ = g(z) = σ(W2z + q) (2)

where W2 is the weight matrix for decoding and q is
the bias term.

The goal of the AE is to make the reconstruction error
between x and x

′
as small as possible, and its objective

function is defined as follows.

L(x, x
′
) = ∥x− x′∥2 = ∥x− σ(W2(s(W1x+ p)) + q)∥2 (3)

At present, AEs are widely used for anomaly detection.
Xie et al. [27] designed a model called MHMA. It uses
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Figure 1: The structure diagram of the traditional autoencoder

the encoding function to retrieve the most relevant items
in the memory and aggregates them before passing them
to the decoder for reconstruction. However, when nor-
mal and abnormal samples are very similar, there are still
some instances in the model that cannot be fully distin-
guished. Dong et al. [7] developed a model called MemAE,
which uses the encoding function as a query to retrieve the
most relevant items in the memory, and these items are
then aggregated and passed to the decoder. But the de-
tection accuracy of the method suffers when the images in
the dataset have more complex content and show greater
intra-class variance over multiple classes. Swee et al. [15]
used adversarial AEs to convert high-dimensional multi-
modal data to low-dimensional single-mode potential dis-
tribution data with clear tail probabilities, simultaneously
optimized the parameters for deep AEs and mixed mod-
els in an end-to-end manner, and used an independent
estimation network to promote the update of the param-
eters; the resulting model can better deal with complex
real-world traffic data. And this method only uses a plain
multivariate Gaussian prior with a fixed mean and covari-
ance for the experiments. Bo et al. [31] designed a deep
AE Gaussian mixture model, which uses an end-to-end
approach to jointly optimize the parameters of the deep
AE and the hybrid model, and employs an independent
estimation network to promote the parameter learning
of the hybrid model to reduce reconstruction error. But
the average precision and recall of this method compared
to the baseline method needs to be further improved.
The current challenge is designing an AE to extract ef-
fective features, obtain a reasonable reconstruction loss,
and make the reconstructed data distribution close to the
real traffic data [21]. To address these problems, this pa-
per introduces the attention mechanism, which will be
further explained in Section 2.2.

2.2 Attention Mechanism

The attention mechanism enables a deep network
model to suppress other areas of less significance and pay

greater attention to a particular small area of interest to
the user [20]. Attention models have seen significant use
recently in several deep learning applications, including
image processing [10], speech recognition [8], and natu-
ral language processing [18], among others. Long input
sequences make it difficult to retain all the relevant infor-
mation (due to the large amount of information and fixed
length). The attention mechanism model introduces at-
tention weights and gives the decoder access to the en-
coded input sequence. Learning the attention weights
is the responsibility of the network structure’s attention
module, which is also in charge of creating a new vec-
tor that the decoder utilizes as input. The vector is the
weighted sum of the encoder’s latent states and related
attention weights. As shown in Equation (4).

x̃j =

T∑
j=i

aijhj (4)

The traditional weighted summation method cannot
effectively score the importance of the original sample
features. Therefore, the calculation method of the at-
tention weight is improved in this article. The random
forest model is combined with the attention layer to im-
prove the sensitivity of the encoder to important features;
as a result, the hidden vector can reasonably express the
important information of the original sample.

3 MDAA Anomaly Detection
Model

This paper uses the most typical volumetric attack
sample [22] as the main positive sample. Firstly, fea-
tures are extracted from the original data, and an im-
proved attention mechanism is introduced to enhance
the latent vector representation of important features,
thereby strengthening the decoder’s ability to reconstruct
the original sample.
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Figure 2: Overview of the MDAA

The structural design of the proposed model is intro-
duced in this section, and the overall concept of the model
is shown in Figure 2. Only normal data are utilized to
train the model during the training phase. It should be
noted that the input data are not the original traffic data
but the data output by the designed feature extraction
module. Therefore, additional convolutional layers are
optional to extract high-level features, reducing convolu-
tion operations and the model training time. To achieve
the adaptive extraction of the dimensional importance of
each moment, increase the expressiveness of the encoder,
and strengthen the decoder’s capacity to reconstruct hid-
den vectors, a mechanism for attention is included in the
encoder period, and the calculation method of the atten-
tion weights is modified. Finally, the 3sigma principle [4]
is used to process the reconstruction error of the input
sample. A large reconstruction error means that the input
sample is anomalous since it deviates from the expected
data distribution; otherwise, it is a normal sample.

3.1 Improved Feature Extraction Scheme

First, given an unbounded data stream X =
{x1, x2, x3, · · · }, the mean, standard deviation, and de-
viation of the data stream X are updated incrementally
by maintaining tuples IS := (N,S, SS) , in which N , S,
and SS respectively represent the number, linear sum,
and sum of squares of instances at that time. Specifically,
the update process for the insertion of xi into the IS is
IS ← (N + 1, S + xi, SS + x2

i ) .

Table 1 reports a list of statistics calculated using the

damped incremental statistics algorithm [1]. The statis-
tics that contain one and two incremental statistics are
called one-dimensional and two-dimensional statistics. To
extract the current behavior of the data stream, the old
instance must be forgotten. The decay function can be
expressed as follows:

dλ(t) = 2−λt (5)

where λ is the decay factor and t is the time elapsed
from the inflow of data stream xi to the last observed
time. The tuple of the damped incremental statistics is
defined as ISi,λ := (w, S, SS,RPij , Tlast) , where w is
the number of current instances,Tlast is the last updated
timestamp of the tuple ISi,λ , and RPij is the residual
product between data stream I and data stream J. Algo-
rithm 1 describes how a new value is updated with xcur

at time tcur.
When a packet arrives, 110 traffic statistics of the

packet are extracted, including the source MAC and IP
address from the packet (represented as SrcMAC-IP), the
source IP from the packet (represented as SrcIP), the
channel sent between the source IP and the destination
IP of the packet, and the socket sent between the source
TCP/UDP socket and the destination TCP/UDP socket
of the packet. Table 2 reports the 22 features extracted
from a time window. This feature extraction module ex-
tracts the same features from five-time windows, resulting
in 110 features. In addition, the feature mapping module
after the feature extraction module in Kitsune is removed;
therefore, the 110 features obtained after the feature ex-
traction module are used as the input data for subsequent
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anomaly detection.

Algorithm 1 The algorithm for inserting a new value
into a damped incremental statistic.

1: γ ← dλ(tcur − tlast) Computer decay factor
2: ISi,λ ← (γw, γS, γSS, γRP , Tcur) Process decay
3: ISi,λ ← (w + 1, S + xcur, SS + x2

i , RPij + rirj , Tcur)
Insert value

4: return ISi,λ;

3.2 Unsupervised Model Based on an Im-
proved Attention Mechanism

Figure 3 depicts the precise configuration of the unsu-
pervised model that this paper proposes.

An attention mechanism is introduced in the proposed
model. It assigns higher weights to important features by
scoring the importance of the features of input samples,
thereby allowing the encoder to retain important informa-
tion during the encoding process. In short, for each input
xt, a different attention weight βk

t is assigned to each fea-
ture, and the attention weight measures the importance
of the k-th feature of the sample at time t. Determining
how to find a reasonable value that can fully represent the
importance of features is particularly important. In this
regard, the random forest model [25] is combined with an
attention mechanism for the first time, thereby improving
the traditional calculation method of weighted summation
and the rationality of βk

t . Random forest is an ensem-
ble learning method that selects more valuable feature
attributes by calculating the Gini coefficient. Then this
paper uses multiple CART decision trees to complete the
classification task. In the proposed method, the Gini in-
dex calculates the characteristic contribution, also known
as the Gini impurity.

GI =

K∑
k=1

pk(1− pk) = 1−
K∑

k=1

pk
2 (6)

Sjm = GIm −GIi −GIr (7)

where GIi and GIr denote the Gini indices for the two
new nodes after branching.

Assuming that there is a total of n decision trees within
the random forest and for feature xj the importance score
is given by Equation (8). The generated significance
scores are all finally normalized.

Sj =

n∑
i=1

Sij (8)

Sj =
Sj∑m
i=1Sj

(9)

Where Sj is the importance score of the j-th feature
based on the importance of features obtained by the ran-
dom forest.

Inspired by Yao [19], a fixed attention model, such as
the multi-layer perceptron, is adopted, and the attention
weights are further calculated as follows:

ekt = vTe tanh(Wδt−1 + Uxk) (10)

φk
t =

exp(ekt )∑n
i=1exp(e

i
t)

(11)

Where vTe , W , and U are the learned parameters, and
φk
t is the attention weight of the importance of the k-th

feature at time t. In an effort to guarantee that the total
attention weights equal 1, the softmax function is then
applied to ekt . The final attention weight in this study is
obtained via the combination of the random forest and
attention model:

βk
t = a

(φk
t )

(φk
t + Sk

T )
+ b

(Sk
t )

(φk
t + Sk

t )
(12)

where a and b are hyperparameters set based on expe-
rience. In this way, the input sequence x can be updated
to x̃ via Equation (13), and the updated value of x̃ is used
as the input of the encoder.

x̃ = (β1
t x

1
t , β

2
t x

2
t , β

3
t x

3
t , ......, β

k
t x

k
t ) (13)

This attention mechanism effectively combines the ad-
vantages of both the random forest and attention mech-
anism, and it can assign higher weights to the important
features of the input samples. Therefore, more important
features can be preserved in the hidden vector, which is
helpful for the decoder to reconstruct the sample.

4 Experimental Study

The configuration of the experimental hardware was
an i5-9400H CPU with 16G memory and an NVIDIA
GTX1660Ti graphics card with 6G video memory. The
overall implementation framework of the model was the
Keras framework [12], and the Adam optimizer [13] with
a learning rate of 0.001 was used to optimize the model.

4.1 Dataset

1) Commonly used IoT device datasets:

These datasets originally consisted of real IoT data
collected by Ayyoob et al. [1], who collected data
packets from the test platform, including both be-
nign and attack traffic. In this study, the original
traffic collected was re-divided into four representa-
tive datasets according to the type of volumetric at-
tack. The Samsung Camera and Netatmo Camera
datasets contain only TCP flooding attack data, the
WeMo Switch dataset contains only ping of death
attack data, and the Chrome Cast dataset contains
only simple service discovery protocol (SSDP) attack
data.
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Table 1: List of incremental statistics that can be calculated from streams Si and Sj

Type Statistic Notation Calculation

1D

Weight w w
Mean µXi

S/w

Standard σXi

√
|SS/w − (S/w)2|

Deviation ηXi
xi − S/w

2D
Magnitude MXi,Xj

√
µ2
Xi

+ µ2
Xj

Radius RXi,Xj

√
(σ2

Xi
)2 + (σ2

Xj
)2

Person PXi,Xj

RPij

(wi+wj)σXi
σXj

Table 2: Statistical features extracted from each time window λ when a packet arrives

Statistics Aggregated by Number of features
µi, σi, ηi SrcMAC-IP, Channel, Socket 9

Mi,j , RXi,Xj
, PXi,Xj

Channel, Socket 6
wi SrcMAC-IP, SrcIP, Channel, Socke 4

wi, µi, σi Channel 3

Figure 3: The structure of MDAA
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2) Multiple attack data:

The Multiple attack dataset was constructed based
on the traffic capture of IP webcam devices deployed
in laboratory environments by Yisroel et al. [17]. It
includes data on a variety of attacks, including OS
scan, fuzzing, video injection, APR MitM, active
wiretap, SSDP flood, SYN Dos, SSL renegotiation,
and Mirai attacks.

3) CIC-IDS-2017:

The CIC-IDS-2017 dataset is an intrusion detection
dataset released by the Information Security Ex-
cellence Center (ISCX) of the University of New
Brunswick (UNB) in 2017. It contains benign and
up-to-date common attack data collected over a pe-
riod of five days.

Detailed information about the datasets is reported in
Table 3.

Table 3: Statistics of the datasets

Dataset Instances Anomaly ratio

Samsung camera 235531 0.15
WeMo switch 241015 0.05
Chrome-cast 256200 0.2

Netatmo camera 222015 0.1
Multiple attack data 27000 0.3

CIC-IDS-2017 90000 0.2

4.2 Metrics

In this paper, the samples with attack traffic are re-
ferred to as positive samples, while the normal samples are
referred to as negative samples. The anomaly detection
performance of the proposed model was evaluated based
on the precision, recall, and F1 score. Accuracy and recall
are used to evaluate the quality of results, while F1 score is
used to comprehensively reflect the overall metrics. This
work mainly focuses on device data, and focus was placed
on whether the false alarm rate could be effectively re-
duced while detecting real negative samples. Therefore,
the F1 indicator was mainly used to measure the perfor-
mance of the proposed anomaly detection method.

4.3 Result

Experiment 1: Comparison of anomaly detection
performance on typical datasets

This experiment validates the performance of the
model using three single-attack datasets and two multiple-
attack datasets. Only negative samples are used in train-
ing process, and the training set and validation set are
divided in a ratio of about 8:2. The validation set was
used to adjust the hyperparameters of the model and pre-
liminarily evaluate the ability of the model. The ratio of

abnormal samples to normal samples in the test set was
approximately 1:1.

In the experiment, the fully connected neural network
was used as the basic structure of the encoder and de-
coder. In the outlier detection stage, the reconstructed
mean absolute errors (MAEs) of the normal and abnor-
mal samples, namely the mean value of the absolute errors
between the observed and true values, were compared.
The 3sigma principle was used to handle the outliers and
finally determine the abnormal samples. The proposed
MDAA model was compared with the classical and most
advanced algorithms used in the unsupervised learning
field, and the results are reported in Table 4.

As can be seen from Table 4, the proposed MDAA
model achieved good performance on the six datasets,
which demonstrates that MDAA can exhibit superior
detection performance in the face of both a single attack
and multiple attacks. It is also worth noting that
CIC-IDS-2017 does not contain data from IoT devices,
but MDAA still achieved outstanding results on this
dataset, indicating that MDAA has good generalization
performance in different types of traffic data detection,
and therefore has certain applicability.

Experiment 2: The effectiveness of the feature ex-
traction scheme

The Samsung Camera dataset was used for this exper-
iment. The experimental results are shown in Table 5.It
can be seen that the model achieves the best accuracy,
F1 score, and recall when the number of features is 110.
Therefore, under certain conditions, the increase of the
number of features will provide increasingly effective in-
formation for the model, and will help the model to make
accurate judgments. Moreover, it can be concluded that
in the proposed feature extraction scheme, reducing the
time overhead will inevitably result in the loss of model
performance. Therefore, under the condition of ensur-
ing similar accuracy, the time overhead can be reduced
by compressing the number of features. After the num-
ber of features yields the optimal situation, it must be
considered how the proposed feature extraction scheme is
superior to other models.

In Table 6, Kitsune represents the physical sign
extraction scheme in the NIDS proposed by Yisroel et
al. [17], which extracts features from the original data
and ultimately obtains 115 features. In Kitsune*, the
feature extraction module in Kitsune was replaced with
the proposed feature extraction scheme, and 110 features
are included. It can be seen that Kitsune* achieved the
highest precision on all four data sets and the highest
recall and F1 values on two datasets, which demonstrates
that the proposed feature extraction scheme has a
significant effect on most real IoT traffic. In addition, the
proposed feature extraction scheme was found to reduce
the time consumption, which means that although 110
features were extracted, the calculation of the model was
simpler and the computational time was reduced.
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Table 4: Anomaly detection results on six datasets

Method
Samsung Camera WeMo Switch

Pre Recall F1 Pre Recall F1
OC-SVM 0.8239 0.6642 0.7128 0.5187 0.4357 0.4705

AE 0.7292 0.8161 0.7215 0.3935 0.4645 0.4303
DCN 0.7363 0.7477 0.7021 0.5230 0.4987 0.4734

DAGMM 0.5565 0.7821 0.7152 0.2759 0.4024 0.4327
TadGAN 0.6221 0.5327 0.5756 0.1762 0.2421 0.1988
Kitsune 0.9261 0.9922 0.7204 0.4188 0.5863 0.4902
MDAA 0.9422 0.8151 0.8361 0.6421 0.7452 0.6972

Method
Chrome-Cast Netatmo Camera

Pre Recall F1 Pre Recall F1
OC-SVM 0.8424 0.9793 0.9099 0.7119 0.8058 0.7592

AE 0.7836 0.9211 0.8186 0.7422 0.8231 0.7662
DCN 0.7329 0.8943 0.8187 0.7182 0.7891 0.7452

DAGMM 0.7980 0.7726 0.8673 0.5903 0.8952 0.7127
TadGAN 0.6482 0.5988 0.6467 0.6744 0.6987 0.6222
Kitsune 0.6141 0.8575 0.8215 0.6916 0.9418 0.7901
MDAA 0.9186 0.9543 0.9362 0.9080 0.8522 0.8638

Method
CIC-IDS-2017 Multiple attack data

Pre Recall F1 Pre Recall F1
OC-SVM 0.5122 0.6782 0.5901 0.6792 0.7782 0.7292

AE 0.4278 0.6922 0.5481 0.6683 0.7801 0.7431
DCN 0.6002 0.7133 0.6233 0.6776 0.7172 0.6654

DAGMM 0.8297 0.8441 0.8699 0.6322 0.6871 0.7089
TadGAN 0.4772 0.6021 0.5042 0.4322 0.4982 0.4790
Kitsune 0.5956 0.8839 0.7116 0.7083 0.7104 0.7185
MDAA 0.9588 0.9462 0.9589 0.7979 0.9921 0.8844

Table 5: Features comparison

Features Pre Recall F1 Time
132 0.922 0.772 0.780 271.1s
110 0.942 0.815 0.836 273.5s
88 0.893 0.749 0.752 271.5s
66 0.662 0.723 0.673 251.5s
44 0.677 0.737 0.693 256.5s
22 0.682 0.733 0.682 237.1s

Experiment 3:Comparison of reconstruction ef-
fects

Unsupervised AE-based models largely rely on the re-
construction errors of samples to judge anomalies. There-
fore, whether the reconstruction errors of normal and ab-
normal samples can be effectively distinguished is an im-
portant standard by which to measure the performance
of the model. To verify the effectiveness of the attention
mechanism, the improved attention was compared with
unmodified attention, and the same hyperparameter con-
figuration was used for training and testing on the same
dataset. Finally, the reconstruction error was calculated,
and the results are shown in Figure 4.

Where (a) and (b) are trained based on Multiple attack
data and (c) and (d) are trained based on CIC-IDS-2017.
And Figures (a) and (c) represent the reconstruction error
of the normal model, and Figures (b) and (d) represent
the reconstruction error of the model after adding the im-
proved attention mechanism. In Figure 4, blue dots and
orange triangles respectively represent the reconstruction
errors of normal and abnormal samples. The graphs on
the left present the reconstruction error results of the orig-
inal model, while the graphs on the right present the
model reconstruction error results after the addition of
the improved attention mechanism. It can be found that
the concentration of blue dots in the right image is higher
than that in the left image, and the coincidence degree
of the blue dots and orange triangles in the right image
is low. Therefore, the normal sample yielded a lower re-
construction error, and the abnormal sample yielded a
higher reconstruction error. This demonstrates that the
proposed model can perform satisfactory reconstruction
for most of the data of normal samples. It also means
that the improved attention mechanism can fully extract
the key information of normal samples in the training
stage, thereby effectively helping the AE reconstruct nor-
mal samples. It is worth noting that MDAA is an unsu-
pervised model and uses only normal samples for training.
Therefore, in the test stage, any attack sample is consid-
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Table 6: Comparison of feature extraction schemes

Dataset Method Pre Rec F1 Time
Kitsune 0.926 0.992 0.720 842.149s

Samsung Camera
Kitsune* 0.941 0.943 0.737 272.412s
Kitsune 0.408 0.486 0.444 845.848s

WeMo Switch
Kitsune* 0.495 0.668 0.699 286.602s
Kitsune 0.711 0.684 0.712 1034.367s

Multiple attack data
Kitsune* 0.736 0.742 0.701 332.367s

Figure 4: The comparison of the reconstruction error

ered an unknown attack.

5 Conclusions and Future Work

Regarding some of the issues currently present in
anomaly detection of traffic in IoT terminal devices, this
paper proposed an AE-based anomaly detection method
called MDAA, for which an improved feature extrac-
tion scheme and a novel attention mechanism were con-
structed. Via the improved feature extraction scheme,
the effective features of original traffic data can be ob-
tained to the greatest extent, and the sample informa-
tion can be fully expressed. Moreover, the random forest
was combined with the traditional attention model for the
first time, which optimizes the calculation method and en-
hances the rationality of the attention weights. The latent
vector generated by the encoder can effectively express

the importance of the features, and further improves the
reconstruction ability of the decoder. Moreover, the pro-
posed model yields obvious differences between the recon-
struction errors of normal and abnormal samples. Exper-
iments were conducted on data collected for different IoT
devices, and the experimental results demonstrate that
the proposed model exhibits a certain degree of versatility
while improving the anomaly detection effect. However,
the model results in similar reconstruction errors when the
normal samples are very similar to the abnormal samples.
Therefore, it is easy to incorrectly classify the abnormal
samples. Moreover, in the dataset containing the ping of
death attack data, although the model achieved the best
results by comparison, the overall results were not ideal.
Therefore, in future work, more fine-grained learning of
samples will be implemented to overcome this problem.

In the new power system, there are a large number of
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IoT terminals. In order to improve the digital transforma-
tion of the new power system and enhance the demand for
terminal security of electronic devices, anomaly detection
methods can be applied to IoT terminals such as substa-
tion monitoring cameras and smart circuit breakers for
routine self-inspection. Proactive defense measures can
then be taken, transforming from ”remedial action after
the fact” to ”prevention and control beforehand”. Apply-
ing deep learning to network security in the new power
system will better support network information security,
ensure the safe and efficient operation of the new power
system, and provide strong support for the long-term de-
velopment of the power industry.
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Abstract

The Large Language Model (LLM) has demonstrated
significant capabilities in intelligent robotics and Au-
tonomous Driving(AD). Compared to traditional end-
to-end models, decision reasoning in the form of lan-
guage exhibits enhanced generalization and interpretabil-
ity. To harness the inferential decision-making capabili-
ties of large models more effectively, we propose a genera-
tive intelligent agent capable of translating various sensor
signals into language descriptions, thereby utilizing Lan-
guage Models (LMs) for decision-making. Furthermore,
to address the practical deployment challenges of large
models, we fine-tuned a GPT-2 model on an intelligent
traffic corpus. The fine-tuned model performs competi-
tively with LLMs in the domain of traffic decision-making.
This approach can potentially deploy LMs directly on
computationally constrained in-vehicle platforms to re-
duce communication latency. We evaluated the proposed
method on a simulated dataset, and the results indi-
cate that the pure language decision model surpasses the
vector-based and fusion models. Moreover, our method
exhibits significantly higher efficiency than LLMs.

Keywords: Autonomous Driving; Fine-tuning; Generative
Agent; Intelligent Decision Systems; Natural Language
Generation

1 Introduction

The success of LLMs has led to development of numerous
industries. Tasks that were previously exclusive to human
intervention, such as medical consultations [20], program-
ming [22], and writing [26], have demonstrated the po-

tential for accomplishment by LLMs. Recently, there has
been a notable surge in research exploring the integration
of LLMs into decision-making contexts [3, 8]. In contrast
to conventional end-to-end models, employing language-
based decision reasoning offers heightened generalization
and interpretability [9, 10].

A significant challenge facing modern AD systems is
their limited interpretability, which hampers the analysis
of accidents. This issue originates from the ’black-box’ na-
ture of neural networks, making it difficult for researchers
to identify the specific reasons behind these networks’ de-
cisions. Although there have been efforts to improve in-
terpretability, current research has yet to fully overcome
the challenges posed by real-world driving scenarios.

Different from conventional end-to-end neural networks
or multi-stage intelligent decision systems, LLMs exhibit
robust chain-reasoning capabilities. Crucially, their rea-
soning processes can be expressed in natural language,
providing a heightened level of interpretability. Initial
success has been observed in approaches that amalga-
mate LLMs with traditional neural networks [1, 4], of-
fering promising prospects for addressing interpretability
concerns in AD and intelligent decision systems.

However, prevailing fusion methodologies still exhibit
partial reliance on vector representations, constraining
the full realization of model interpretability. Moreover,
their decision-making relies on textual reasoning provided
by LLMs, presenting numerous limitations during practi-
cal deployment, such as real-time issues and privacy con-
cerns [25]. LLMs, characterized by a multitude of param-
eters and substantial computational demands, cannot be
directly deployed on in-vehicle platforms or edge nodes.
Instead, they necessitate invocation through remote com-
munication. Nevertheless, this approach imposes rigorous
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requirements on network communication, with even slight
network delays potentially rendering the system incapable
of timely response—rendering it unsuitable for real-time
scenarios with stringent demands, such as AD.

In order to address these two challenges, we propose
a novel LM-based intelligent decision system. Firstly, we
employ a generative agent to take over the feature extrac-
tion task. This generative agent is capable of transform-
ing various sensor signals into language tokens. While
these language tokens may lack the semantic richness
of natural language, they are suitable for conducting
question-and-answer interactions with LMs. Simultane-
ously, the generative agent has the capacity to inductively
capture historical states, extracting more detailed state
descriptions through LMs, thereby further enhancing the
interpretability of the model.

Secondly, we substitute the large LM with a GPT-2
model fine-tuned on a textual driving dataset. The fine-
tuned model is tailored to the specific application domain,
enabling it to achieve comparable performance with a re-
duced parameter count. Benefiting from the reduction in
both parameters count and computational demands, our
model can be directly deployed on in-vehicle platforms
and edge nodes, effectively resolving the issue of commu-
nication latency.

Our contributions can be summarized as follows:

1) We introduce a novel intelligent decision system ex-
clusively based on language models. Employing a
generative agent, we manage and preserve the op-
erational state and historical information of vehi-
cles, leveraging language models for inference and
decision-making. This architecture maximizes inter-
pretability, facilitating the performance assessment
and accident investigation of the system.

2) We substitute the LLM with a fine-tuned GPT-2 as
the core model. Compared to LLMs, the fine-tuned
model accomplishes decision-making tasks in specific
domains with fewer parameters, enabling the core
model’s direct deployment on in-vehicle platforms,
fundamentally resolving the issue of network latency.

3) We evaluate the proposed approach on a simulated
dataset, with results demonstrating that our method
slightly lags behind fusion methods in terms of per-
formance but significantly outperforms them in terms
of inference speed.

The remaining sections of this paper are organized as
follows: Section 2 provides a comprehensive review of the
application research of large language models in the do-
mains of intelligent decision-making and AD. Section 3
presents a detailed description of the proposed methodol-
ogy. Section 4 showcases our experimental approach and
evaluation results. Finally, we conclude our work in Sec-
tion 5.

2 Related Work

Due to the rapid development of deep learning, au-
tonomous systems have achieved significant success in
recent years [11]. Many autonomous systems are based
on end-to-end models to bring about more performance
improvements [21]. However, interpretability has been
a challenge in deep learning, particularly for end-to-end
models [7, 12], posing significant difficulties in accident
analysis. In the field of AD, understanding the specific
reasons behind intelligent decisions is crucial. It helps es-
tablish trust between humans and artificial intelligence,
promotes human-AI collaboration, and ensures driving
safety [23].

In response to this issue, many scholars have conducted
research on the interpretability of neural networks, pro-
viding explanations for the intrinsic decisions of deep
learning from various perspectives. Ribeiro et al. [17]
proposed a method to explain the predictions of classifica-
tion models. Selvaraju et al. [18] achieved interpretability
by gradient-based localization of important regions pre-
dicted by the model. Kim et al. [5] used visual atten-
tion maps to identify regions of interest to explain the
decision-making process of autonomous driving systems.
Although these methods have made some progress, they
require a significant amount of expertise and technology
to implement, making them challenging to popularize in
engineering fields. Rohrbach et al. [6] introduced natu-
ral language into autonomous driving systems, leveraging
the easily understandable nature of natural language to
explain the intelligent decision-making process.

With the success of LLMs in various domains, an in-
creasing focus has been on combining LLMs with neural
networks using vector representations to enhance model
interpretability. Fu et al. [2] constructed a closed-loop
system based on an LLM, demonstrating its capability for
environmental understanding and interaction in AD. Xu
et al. [24] integrated language tokens and visual informa-
tion, using an LLM to predict vehicle control signals. Mao
et al. [10] employed an LLM to generate language descrip-
tions of driving trajectories, providing better prompts for
LLM-based autonomous driving models. Chen et al. [1]
proposed a fusion model that combines vector representa-
tions and language prompts, enabling an understanding
of driving scenarios. Sha et al. [19] guided LLM reasoning
by designing cognitive paths, leveraging LLM as a deci-
sion component for autonomous driving.

Inspired by above researches, we propose a fully LM-
based intelligent decision-making system for AD. We use
a generative agent to record and manage the vehicle’s
state and events, facilitating better queries to the LM. To
deploy the LM on an in-vehicle platform, we fine-tune a
lightweight LM on a text-based driving dataset, replacing
LLM as the core of intelligent decision-making.
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3 Method

In this paper, we propose a novel framework solely based
on an LM, which shown in Figure 1. The generative
agent transforms sensor data into language tokens and
stores them in a memory stream. It selects appropriate
memories to pose questions to the LM. The LM functions
as the cognitive center of the system, providing relevant
responses based on the inquiries posed. Subsequently,
the generative agent executes decisions based on the re-
sponses obtained from the LM. Concurrently, the gener-
ative agent periodically invokes the LM for ”reflection”
to obtain more detailed language descriptions of the ve-
hicle’s state, further enhancing the interpretability of the
system.

3.1 Generative Agent

3.1.1 Functional Modules

The generative agent comprises three modules: a text
generator, a memory stream, and a decision converter, as
illustrated in Figure 2.

Text Generator. In our approach, we take a structured
language generator as the text generator to produce
descriptive texts based on sensor data, which is pro-
posed in [1]. These descriptive texts characterize
the current state of the vehicle and are subsequently
stored in the memory stream. Table 1 shows an ex-
ample of state information represented by vectors,

and the descriptive text generated from it is:

I’m observing 1 car(s) and 3 pedestrian(s).
A moving car; Angle in degrees: 16.19; Distance:
33.96m; Direction of travel: from right to left; My
attention: 100%
A pedestrian; Angle in degrees: -6.58; Distance:
11.98m; Direction of travel: from left to right; Cross-
ing: True; My attention: 100%
A pedestrian; Angle in degrees: -27.19; Distance:
7.66m; Direction of travel: same direction as me;
Crossing: False; My attention: 1%
A pedestrian; Angle in degrees: 54.13; Distance:
10.44m; Direction of travel: opposite direction from
me; Crossing: False; My attention: 0%
The distance to the closest intersection is 22.35m
There is no traffic light(s).
My car -0.12m from the lane center and 0.77 degrees
left off center.
My current speed is 7.07 mph
Steering wheel is 2.93% right.
I need to go straight for at least 60.34m.

Memory Stream. The memory stream is a pivotal
module within the generative agent, responsible for
recording and managing all states and reasoning out-
comes of the vehicle during its operation. The mem-
ory stream consists of three sections: the status page
and the reflection page. The status page logs the
state records of the vehicle at each moment dur-
ing operation, along with corresponding decisions.
Meanwhile, the reflection page records more specific
descriptions derived from the vehicle state reasoning
and higher-level conclusions.

Decision Converter. The decision converter extracts
necessary operational information from the responses
provided by the LM and translates it into vehicle con-
trol signals. In this paper, due to imposed constraints
on the format of LM responses, control parameter
extraction is implemented using regular expressions.
When the intelligent decision system is not autho-
rized to assume direct control over the vehicle, the
decision converter merely issues alerts to the driver,
foregoing the conversion of LM decisions into control
signals.

3.1.2 Decision Making Process

The core task of generative agents lies in managing and
updating the memory stream, as well as posing questions
to the LM based on the content of the memory stream
to obtain decision advice. The complete process includes
four steps: evaluation, retrieval, decision, and reflection.

Evaluation. Each time the generative agent acquires a
description of the observed states, it assesses the im-
portance of each record within it. In this step, the
agent calls the LM, distinguishing the significance of
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Table 1: Vector representation of observation states

Ego States Pedestrian States Route States Vehicle States
[−2.0240, 0.6324, · · · ] [[1.0000, 1.4813, · · · ], [[0.2354,−0.0119, · · · ], [[1.0000, 1.0000, · · · ],

[1.0000, 1.6613, · · · ], [0.4354,−0.0114, · · · ], [1.0000, 1.0000, · · · ],
. . . ] . . . ] . . . ]

events by assigning higher scores to those deemed im-
portant by the LM. We follow the method proposed
in [13], directly questioning the LM and requesting
its evaluation. An example prompt is as follows:

On the scale of 1 to 10, where 1 is purely inessential
in driving and 10 is extremely important in driving,
rate the likely significance of the following piece of
memory.
Memory: The traffic light turned red
Rating: <fill in>

Subsequently, the LM provides an importance score
of 8 for this event, and this score, along with the cor-
responding event description, is recorded in the state
section of the memory stream. The agent also records
the time of each observational state, and this infor-
mation is utilized in the subsequent retrieval phase.

Retrieval. After recording each state, the generative
agent conducts retrieval of state information to select
the most appropriate events for the current decision.
This is achieved by computing the retrieval score S
of each record:

S = αSr + βSi (1)

where Sr represents recency, with the proximity to
the retrieval time increasing Sr. Si represents im-
portance, where more important event has a greater
Si. α and β are the coefficients for Sr and Si, re-
spectively. The calculation methods for Sr and Si

are defined in Equation (2) and Equation (3):

Sr =
1

1 + d× t
(2)

Si =
R

10
(3)

where d is the decay rate and t is the from the ob-
served event to the time of retrieval, R is the impor-
tance score provided by LM.

In this paper, we employ the Top-p method to select
records with high retrieval scores. The generative
agent initially sorts records based on their retrieval
scores and subsequently selects a subset of records
in descending order where the cumulative retrieval
score is greater than or equal to the set threshold p.

Decision. After retrieval, the generative agent organizes
the selected subset of records and queries the LM.
An example prompt is as follows:

Three seconds ago, My car is passing an intersection.
My actions are:
Throttle (Accelerator) pedal: 40%
Brake pedal: 0%
Steering: Maintain current direction (0% turn)
Now a pedestrian is crossing the road from left to
right; Angle in degrees: 5.43; Distance: 28.22m; Di-
rection of travel: from left to right; My attention:
15%
My car is passing an intersection.
There is no traffic lights.
My current speed is 9.56 mph.
Steering wheel is 3.91% left.
The next I need to turn around in 29.43m.
Please act as a professional driver and help me de-
cide what to do in the given situation. The decision
consists of three items: the throttle percentage, the
brake percentage, and the percentage of left or right
turn Angle. (For example: Here are my actions:
- Accelerator pedal 81%
- Brake pedal 0%
- Going to steer 1% to the left.)

Subsequently, the LM provides suggested decisions
and their rationale, and this information is recorded
in the memory stream. Due to this prompt being
generated by a non-intelligent program rather than a
language model, there may be some grammatical er-
rors in it. Fortunately, most language models exhibit
robustness, and their judgment is not significantly
affected by these minor grammar errors.

Reflection. After decision, the generative agent requests
the LM to summarize the current driving state and
provide a more detailed description to check whether
the LM truly comprehends the driving process. An
example prompt is as follows:

Three seconds ago, My car is passing an intersection.
My actions are:
Throttle (Accelerator) pedal: 40%
Brake pedal: 0%
Steering: Maintain current direction (0% turn)
Now I’m observing 1 cars and 2 pedestrians.
A moving car; Angle in degrees: -17.38; Distance:
37.92m; Direction of travel: from left to right; My
attention: 82%
A pedestrian; Angle in degrees: -27.82; Distance:
6.25m; Direction of travel: same direction as me;
Crossing: False; My attention: 100%
A pedestrian; Angle in degrees: -31.59; Distance:
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24.59m; Direction of travel: same direction as me;
Crossing: False; My attention: 48%
My car is passing an intersection.
There is no traffic lights.
My current speed is 9.56 mph.
Steering wheel is 3.91% left.
The next I need to turn around in 29.43m.
Here are my actions:
Throttle (Accelerator) pedal: 20%
Brake pedal: 0%
Steering: Increase to 8% to the left
Summarize the current driving scenario

Subsequently, the LM provides a summary about the
current driving state:

Your car is still passing an intersection with no traf-
fic lights, and your current speed is 9.56 mph. The
steering wheel is turned 3.91% to the left. The next
action you’ve planned is:
Throttle (Accelerator) pedal: 20%
Brake pedal: 0%
Steering: Increase to 8% to the left.
You anticipate the need to turn around in the next
29.43 meters.

These question-answer sessions will be recorded in
the reflective page of the memory stream for analysis
and accident investigation purposes.

3.2 Lightweight Language Model

Previous works utilized LLMs as the decision core for AD
due to their powerful reasoning capabilities [2, 19]. How-
ever, the high computational demands of LLMs necessi-
tate remote communication with the AD agent, resulting
in significant communication delays and challenging real-
time requirements for AD. In this subsection, we propose
a lightweight approach by fine-tuning a specialized small
language model for AD. This model can be directly de-
ployed on in-vehicle platforms, fundamentally addressing
the issue of communication delays.

Fine-tuning is a commonly used method to specialize
a model, where new datasets are used to further optimize
parameters based on a pre-trained model, enabling the
model to perform effectively on new tasks. We utilized
GPT2-small as the pre-trained model, which has under-
gone extensive training on a large-scale corpus. Building
upon the LLM-Driver Dataset provided by Chen et al. [1],
we supplemented it with some question-answer pairs gen-
erated by ChatGPT-3.5, creating a fine-tuning dataset.
We then conducted full-parameter fine-tuning of GPT-2
using this dataset.

4 Experiments

4.1 Experimental Setup

In this subsection, we provide details of the setup, in-
cluding the experimental platforms, dataset and training

hyper-parameters.

4.1.1 Experimental Platform

In this work, we trained and evaluated the models on a
high-performance server and conducted efficiency assess-
ments on a mobile device. The purpose of this setup is to
simulate the operating conditions of in-vehicle platforms
as closely as possible during efficiency assessments. We
provide the details for both devices.

1) High-performance server:
OS: Ubuntu 18.04
Intel(R) Core(TM) i7-10700F CPU @ 2.90GHz
RAM: 64GB
GPU: NVIDIA GeForce RTX 3090
VRAM: 24GB

2) Mobile device:
OS: Windows 11 Professional
CPU: Intel(R) Core(TM) i9-13900HX @ 2.20 GHz
RAM: 16GB
GPU: NVIDIA GeForce RTX 4060M
VRAM: 8GB

4.1.2 Dataset and Training

The dataset we utilized primarily originates from LLM-
Driver Dataset provided by Chen et al. [1], encompass-
ing language descriptions for 10k driving scenarios and
corresponding 160k question-answer dialogues. As the
proposed generative agent requires additional informa-
tion, we augmented the training set with 1k question-
answer dialogues generated by Chat-GPT3.5, collectively
forming a fine-tuning dataset for this work. We evaluate
the proposed method using the test set from LLM-Driver
Dataset, comprising language descriptions and question-
answer dialogues for 1k driving scenarios.

We conducted a 20-epoch full-parameter fine-tuning of
GPT-2 on the fine-tuning dataset to enable it to answer
various questions related to driving scenarios. The fine-
tuning utilized the Adam optimizer with an initial learn-
ing rate of 5e− 5 and a batch size of 12.

4.2 Performance Evaluation

We employed Perceiver BC [14], LLM-Driver [1], RWKV-
7B [15] and ChatGPT-3.5 as baseline models. Perceiver
BC is a comprehensive model capable of handling mul-
tiple data types. In this paper, we used Perceiver BC
to receive observation vector data as input and directly
predict control parameters. LLM-Driver is an integrated
model that combines features from vector representations
and language prompts for prediction. Additionally, we
constructed two pure LM baselines, which utilizes the gen-
erative agent to invoke RWKV-7B and ChatGPT-3.5 for
prediction.
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Performance evaluation is conducted from two perspec-
tives. On one hand, we assess the control parameter er-
rors given by the models. On the other hand, we evaluate
the models’ question-answering capabilities. For the for-
mer, we employ the normalized mean absolute error met-
ric, evaluating acceleration/brake pressure error E1 and
steering wheel angle error E2 separately. For the latter,
we use ChatGPT-3.5 to evaluate the models’ responses, a
method gradually applied to open-ended text generation
tasks [1, 16].

Table 2: The result of performance evaluation

E1 E2 GPT Grading
Perceiver-BC 0.2062 0.1048 -
LLM-Driver 0.1016 0.0115 7.82
RWKV-7B 0.1432 0.0268 6.16

ChatGPT-3.5 0.0592 0.0021 9.26
Ours 0.0644 0.0027 8.42

The evaluation results are shown in Table 2. In all
evaluation metrics, the method using ChatGPT-3.5 is the
best, due to the LLM’s extensive knowledge and powerful
reasoning capabilities. The performance of our model is
only slightly inferior to that of the LLM. However, our
model has significantly fewer parameters than LLMs, giv-
ing it an advantage in practical deployment.

4.3 Efficiency Evaluation

To validate the practicability of our proposed model on in-
vehicle platforms, we conducted an efficiency assessment
of the proposed method on mobile devices and compared
it with the approach using RWKV-7B and ChatGPT-3.5.
Considering that the method of invoking ChatGPT-3.5
involves remote communication in practical deployment,
we also include the communication latency in our assess-
ment. The experimental results shown in Table 3 indicate
that our solution achieves high generation speeds on mo-
bile devices, meeting the real-time requirements of AD.

Table 3: Comparison of text generation speed between
the proposed method and ChatGPT-3.5 (Including com-
munication delays)

Method Generation Speed(Tokens/s)
RWKV-7B 6.1

ChatGPT-3.5 13.9
Ours 98141.2

5 Conclusions

In summary, our research introduces a pioneering ap-
proach to intelligent decision-making in the domain of
AD by integrating the LM into the generative agent. This
integration not only enhances the interpretability of deci-
sion reasoning but also effectively manages and preserves
critical information about the operational state and his-
torical context of vehicles. A key aspect of our work in-
volves addressing the challenges associated with the prac-
tical deployment of LLMs, such as their computational de-
mands and communication latency issues. To overcome
these challenges, we present a fine-tuned GPT-2 model
specifically tailored to the AD domain. The fine-tuned
model not only achieves competitive performance but also
operates with a reduced parameter count, enabling its di-
rect deployment on in-vehicle platforms and edge nodes.
This resolution significantly alleviates the concerns re-
lated to network latency, making our approach suitable for
real-time scenarios with stringent demands, such as AD.
The utilization of the fine-tuned LM in decision-making
processes, as demonstrated in experimental results, offers
a unique advantage over compared fusion models, provid-
ing superior performance and interpretability.
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Abstract

From a legal perspective, there are still many shortcom-
ings in managing sudden online public opinion, which
needs to be reliably monitored. In this paper, based
on public opinion big data and taking Weibo as an ex-
ample, a classification method of text sentiment orien-
tation based on bidirectional long short-term memory
(BiLSTM)-attention was proposed, and then indicators
such as public opinion hotness were used as monitoring
indicators. The correlation value was obtained through
gray correlation analysis (GRA). The k-means cluster-
ing algorithm was used to grade the risk degree of pub-
lic opinion. The improved sparrow search algorithm-
back-propagation neural network (ISSA-BPNN) method
was developed to monitor sudden online public opinion.
The experimental analysis found that the method based
on BiLSTM-attention realized accurate classification of
text sentiment tendency, and the F1 value reached 0.836,
0.789, and 0.812, which was better than support vector
machine and other methods. The method based on ISSA-
BPNN also realized accurate judgment of the risk level of
sudden online public opinion, and the monitoring accu-
racy rate of 20 events reached 95%. The results prove
the reliability of the proposed sudden online public opin-
ion monitoring method, which can support legal manage-
ment.

Keywords: Big Data; Emergency; Monitoring and Man-
agement; Online Public Opinion

1 Introduction

Under the background of big data, as Internet technology
advances rapidly [17], an increasing number of netizens
can freely share their views on social events, and the in-
tense information interaction can easily lead to the emer-
gence of sudden online public opinion [3]. Online public
opinion information refers to the views and discussions of

netizens on events and topics published on the Internet,
with fast dissemination speed, wide range, and complex
and diverse content. Discussions of emergencies, when
containing many negative emotions, will hurt the society
and continue to deteriorate, and if not managed and in-
tervened promptly, it may lead to deeper crises, affecting
the stable development of the society. At present, there is
a lack of special legal regulations on sudden online public
opinion, and political and legal organs are less capable
of responding to accountability arising from public opin-
ion. Coupled with the lack of legal awareness of netizens,
when faced with sudden online public opinion, they may
disseminate it randomly without identifying it, leading to
indiscriminate fermentation of public opinion, and there
is no clear law to characterize such behavior.

To realize the management of public opinion in the
legal perspetive, legislative efforts are still needed, and
therefore, it is particularly important to monitor the
sudden online public opinion through the means of big
data [10]. Barachi et al. [2] developed a complex sen-
timent analysis framework to monitor people’s attitudes
towards climate change in online social media and found
that the method achieved a recognition rate of 88.41%.
Xie et al. [14] designed a model based on the bald ea-
gle algorithm-optimized radial basis function neural net-
work for forecasting online opinion and found through ex-
periments that the method had stable prediction effects.
Wang et al. [13] put forward an approach to monitor the
drift of opinion leaders in microblog posts. Through the
analysis of actual data, they found that the method re-
vealed the drift of opinion leaders and effectively moni-
tored public opinion crises.

Zhang et al. [16] combined machine learning algorithms
and an ontology structure to construct a prediction model
of public opinion warning level for dispute cases, which
realized public opinion warning for medical dispute cases
and improved judicial credibility. This paper designed
a monitoring method for sudden online public opinion by
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classifying the sengtiment orientation of public opinion in-
formation and conducted experiments with actual Weibo
data as an example to validate the designed method.
Some proposals were presented regarding the legal-based
management of sudden online public opinion under the
legal perspective.

2 Monitoring of Sudden Online
Public Opinion Under Big Data

2.1 Sudden Online Public Opinion Data

Weibo, as a widely accessible social platform, has emerged
as a significant avenue for individuals to stay informed
about current affairs and engage with entertainment
news. An increasing number of individuals are utilizing
Weibo as a means to actively participate in discussions
surrounding trending events, expressing their subjective
viewpoints through posts and comments. Such user-
generated information constitutes valuable public opinion
data, which, if left unattended, can potentially give rise
to unforeseen online public opinion events and subsequent
storms.

This paper took Weibo as an example, crawled topic
data through crawler data, performed cleaning and word
segmentation on the data, established monitoring indi-
cators based on the sentiment classification of texts to
monitor the sudden online public opinion.

2.2 Methods for Categorizing Text Sen-
timent Orientation

The purpose of text sentiment orientation classification is
to determine whether the sentiment of the text is posi-
tive or negative and to understand the implicit sentiment
attitude of the speaker. Before classification, it is first
necessary to convert the text into a form that can be un-
derstood by the computer. This paper uses the skip-gram
model in word2vec [1], which can realize the speculation
of multiple words in context based on the current word
w(t). The objective function can be written as:

L =
∑
w∈C

log p(context(w)|w),

where p(context(w)|w) is the conditional probability.
After using the skip-gram model to get a 128-

dimensional word vector, the sentiment classification of
text can be performed. In the selection of classification
approaches, this paper uses the bidirectional long and
short-term memory (BiLSTM) network. The Weibo text
data contains certain temporal relationships, and the use
of LSTM can effectively capture the long-term dependen-
cies in the sequence [6], and the two-directional LSTM
can realize the extraction of the contextual information
of the Weibo text, so BiLSTM is more suitable for the
text sentiment classification task in this paper.

In LSTM, the forgetting gate is used to select informa-
tion that needs to be forgotten, and the output ft is:

ft = σ(Wfxt + Ufh(t− 1) + bf ).

The input gate is used to select information that needs to
be added, and the output it is:

it = σ(Wixt + Uih(t− 1) + bi).

Then, based on ft and it, the new cell state is obtained:

c̃t = tanh(Wcxt + Uch(t− 1) + bc),

ct = it × c̃t + ft × c(t− 1).

The output gate is used to select information that needs
to be output:

ot = σ(Woxt + Uoh(t− 1) + bo)

ht = ot × tanh(ct)

The parameters involved in LSTM and their meanings
are given in Table 1.

Table 1: LSTM parameters

Parameter Hidden meaning

ht−1 The hidden state of the previous moment
xt The input at time t
ft The output of the forgetting gate
σ Sigmoid function
W Weighting matrix
b Bias
it The output of the input gate
c̃t The candidate cell state at time t
ct The cellular state at time t
ot The output of the output gate
ht The output of the hidden layer

The output state of the BiLSTM is ht at time t, in-
cluding outputs in both directions:

−→
ht = LSTM(xt,

−−→
ht−1),

←−
ht = LSTM(xt,

←−−
ht−1),

ht = [
−→
ht ,
←−
ht ].

To further realize the classification of key features, this
paper combines the attention mechanism [12] with BiL-
STM to assign higher weights to words that express richer
emotions. The attention mechanism determines the cor-
responding weight coefficient ai by calculating the simi-
larity between query and key and gets the target attention
value. The process is:

F (Q,K) = Q ·K,

ai = softmax(F (Q,K)),

Attention(Q,K, V ) =

Lx∑
i=1

ai · value,
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where Lx is the length of the key-value pair.
For the output state ht of the BiLSTM layer, it is mul-

tiplied with the corresponding weights to get the final
output of the BiLSTM-attention method:

s =

T∑
t=1

atht.

The output is input to the softmax layer for classification:

yi = softmax(ws+ b),

where w and b are the weight and bias, yi is the prob-
ability distribution that the text belongs to category i.
Finally, the steps of the BiLSTM-attention method are
shown below.

1) The raw data is collected and cleaned, followed by
word segmentation and stop word elimination.

2) A 128-dimensional word vector is obtained by train-
ing using the Skip-gram model.

3) Deep features are extracted using the BiLSTM-
attention method.

4) The softmax classifier is used to get the final classi-
fication result.

2.3 Monitoring of Sudden Online Public
Opinion

Based on the categories of the sentiment orientation of
Weibo text, the monitoring indicator system of sudden
online public opinion was established, as presented in Ta-
ble 2.

Table 2: Indicator system

Primary indica-
tor

Secondary indicator

Public opinion
heat

Topic reading volume

Topic discussion volume
Topic interaction volume
Topic originality volume

The subject of
public opinion

Official response

The sentiment orientation of In-
ternet users

Public opinion
event

Percentage of images propagated

Percentage of videos propagated
Peak propagation speed

According to Table 2, this paper mainly considers as-
pects of public opinion heat and subject, and the specific
interpretation of the indicators is as follows.

Public opinion heat: It refers to the mechanism of
Weibo topics, and the relevant four indicators are
as follows:

1) Topic reading volume: the total number of times
the content under a topic has been read;

2) Topic discussion volume: the total volume of
posts under the topic (including original posts
and reposted posts);

3) Topic interaction volume: the total number of
interactions under the topic, including reposts,
comments, and likes;

4) Topic originality volume: the total number of
original posts under the topic.

Subjects of public opinion: The subjects include offi-
cials and netizens, and the details are as follows:

1) Official response: whether the government offi-
cially responded to the incident, yes = 1, no =
0;

2) Netizens’ sentiment orientation: it refers to the
sentiment orientation of netizens contained in
the text of Weibo posts, which is obtained by
the BiLSTM-attention method.

Public opinion events: The faster an event spreads,
the faster it develops. The more pictures and videos
included in the dissemination of the event, the clearer
the description of the event, and the more it will help
the public understand the truth. The details are:

1) Percentage of images: it is quantified by the pro-
portion of images to original posts;

2) Percentage of videos disseminated: it is quanti-
fied by the proportion of videos to original posts;

3) Peak propagation rate: it refers to the maxi-
mum amount of posts posted per hour.

For all of the above indicators, the entropy weight ap-
proach [4] was used to determine the indicator weights,
and then the risk level of public opinion events was calcu-
lated based on the gray correlation analysis (GRA) [11].
According to the nine indicator values in Table 2, the
indicator matrix is obtained:

X =

 x11 · · · x19

. . . · · · . . .
xn1 · · · xn9


Then, standard data array Xc needs to be determined us-
ing the optimal value of the i-th indicator in the indicator
matrix:

Xc = (xc(1), xc(2), · · · , xc(9)).

xc(1) is the optimal value of the first indicator, and so on.
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The indicator values are normalized to obtain a stan-
dardized matrix X:

X =

 x11 · · · x19

. . . · · · . . .
xn1 · · · xn9


The correlation factor of comparative data arrays Xi and
Xc is calculated:

δi(k) =
mini maxk |Xc(k)−Xi(k)|+ γmini maxk |Xc(k)−Xi(k)|

|Xc(k)−Xi(k)|+ γmini maxk |Xc(k)−Xi(k)|
where γ is the resolution, generally taken as 0.5.
Finally, the correlation is calculated:

φi =

9∑
k=1

wkδi(k),

where wk is the weight.
Using the k-means algorithm [9], the obtained correla-

tion values are divided into different clusters to realize the
grading of public opinion risk. In this paper, the number
of clusters was taken to be 3, and the risk of public opin-
ion was classified as slight level, warning level, and serious
level. Based on the above, sudden online public opinion
was monitored using a back-propagation neural network
(BPNN) [15]. The standard BPNN structure was used,
the input nodes were the nine indicator values in Table 2,
and the output nodes were the three risk levels, which
were expressed as slight level (100), warning level (010),
and serious level (001). Aiming at the sensitivity of BPNN
to the initial parameters, the improved sparrow search al-
gorithm (ISSA) was designed for optimization, as follows:

1) The BPNN parameters were initialized. The sparrow
population were initialized using Cubic chaos map-
ping:

xn+1 = ρxn(1− x2
n),

where ρ is the control parameter. When x0 = 0.3
and ρ = 2.59, it has good chaotic convenience.

2) The position of finder in the population was updated:

M t+1
i,j =

{
M t

i,j · exp(− i
α·itermax

), R < ST

M t
i,j +QL, R ≥ ST

3) The position of follower in the population was up-
dated:

M t+1
i,j =


Q · exp(M t

w −M t
i,j), i > n

2

M t+1
b + |M t

i,j −M t+1
b |
·A+ · L, i ≤ n

2

4) The position of vigilante in the population was up-
dated:

M t+1
i,j =

{
M t

b + β · |M t
i,j −M t

b |, fi > fg

M t
i,j +K · [ |M

t
i,j−Mt

w|
fi−fw+ϵ ] fi = fg

5) They were continuously updated until the maximum
number of iterations was reached, and the optimal
parameters of the BPNN were output.

The parameters involved in the ISSA and their mean-
ings are given in Table 3.

Table 3: ISSA parameters

Parameter Hidden meaning

t The number of iterations
itermax The maximum number of iterations
Mi,j The location of individual sparrows
α A random number in (0,1)
R An early warning value in (0,1)
ST A transfer threshold in (0,1]
Q A random number
L An all-one matrix with multi-

dimensional in one row
Mb The position with the poorest fitness
Mw Current optimal position
A+ A+ = AT (AAT )−1, where A stands for

a matrix with multi-dimensional in one
row

β Step-size control parameter
fi The fitness of the current individual
fg The current global optimal fitness
fw The current global worst fitness
K A random number
ϵ A constant

3 Analysis of Results

3.1 Experimental Setup

The experiments were conducted on the Windows 10 op-
erating system, using the Python programming language.
The learning rate of the BiLSTM-attention method was
taken as 0.001, The batch size was taken as 16, and the
Adam optimization algorithm was adopted. The hidden
layer of BPNN was calcualted based on the empirical for-
mula: p =

√
m+ n + a, where m and n are the quantity

of input and output nodes and a is a constant between
1 and 10. The value of a was determined to be 7 by the
trial-and-error method, and the final BPNN structure was
9-7-3. The training error was taken as 0.00001. As for
the experimental data, some sudden online public opin-
ion events of 2023 were crawled on Weibo as the subject
of analysis through the crawler data, and 100 events were
selected. Table 4 shows some of the raw data.

Taking the data of #Datong issues a report on the in-
vestigation of bullying incidents involving minors# as an
example, 15,241 posts and 32,514 comments were crawled,
which were classified into 18,262 positive data and 29,493
negative data using manual labeling. They were cleaned
as a dataset for text sentiment classification experiments,
and the ratio of data in the training set and test set was
8:2.
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Table 4: Some raw data on public opinion events

Topic Topic Peak
Serial reading discussion propagation
number Event volume volume · · · speed

Y1 #6.1 magnitude earthquake in Xinjiang Shaya# 96.846 million 7,501 · · · 807/hour
Y2 #6 dead, 12 injured in vehicle collision in Jiuquan,

Gansu#
150 million 2,844 · · · 190/hour

Y3 #Vendor of vegetables earning 21 yuan was fined
110,000 yuan#

450 million 26,000 · · · 303/hour

Y4 #Datong issues a report on the investigation of bul-
lying incidents involving minors#

1.4 billion 186,000 · · · 3,261/hour

· · · · · · · · · · · · · · · · · ·
Y100 #Eleven people were killed in a coal mine accident

in Heilongjiang#
71.299 million 3,023 · · · 473/hour

3.2 Sentiment Orientation Classification
Results

Sentiment orientation was classified using the BiLSTM-
attention method. This method was compared with the
following methods:

1) Support vector machine (SVM) [8];

2) BPNN [7];

3) Convolutional neural network (CNN) [5].

The results were compared in Table 5.

Table 5: Comparison of the results of categorization of
sentiment orientation

Recall F1
Accuracy rate value

SVM 0.618 0.714 0.663
BPNN 0.731 0.723 0.727
CNN 0.773 0.732 0.752

BiLSTM-attention 0.836 0.789 0.812

From Table 4, it can be found that the BiLSTM-
attention method had a better performance in classify-
ing the sentiment orientation of Weibo text compared
with the SVM, BPNN, and CNN methods. Specifi-
cally, in terms of accurary, the BiLSTM-attention method
was 0.836, which improved 0.218/0.105/0.063 compared
to the SVM/BPNN/CNN methods respectively. In
terms of recall rate, the BiLSTM-attention method was
0.789, which improved 0.075/0.066/0.057 compared to
the SVM/BPNN/CNN methods. The F1 value of the
BiLSTM-attention method was 0.836, which improved
0.149/0.085/0.060 compared to the SVM/BPNN/CNN
methods. These results proved the effectiveness of the

BiLSTM-attention method in the categorization of sen-
timent orientation in texts, providing subsequent moni-
toring of sudden online public opinion with reliable data
support.

3.3 Results of Monitoring of Sudden On-
line Public Opinion

The weights of the indicators were computed according
to the entropy approach, and the outcomes obtained are
displayed in Table 6.

Table 6: Indicators and weights

Indicator Weight

Topic reading volume 0.056
Topic discussion volume 0.041
Topic interaction volume 0.042
Topic originality volume 0.078
Official response 0.366
Netizens’ sentiment orientation 0.274
Percentage of images disseminated 0.037
Percentage of videos disseminated 0.048
Peak propagation speed 0.058

The correlation of each event was calculated based on
GRA, and some results are displayed in Table 7.

The events in Table 7 were divided into three clusters
using the k-means algorithm and labeled with risk lev-
els. Then, the indicator values and clustering results were
composed into sample data, and the training and testing
sets were divided by 8:2 to analyze the performance of the
ISSA-BPNN method in monitoring sudden online public
opinion, and the outcomes obtained on the testing set are
presented in Table 8.

In Table 8, among the 20 events tested, the monitoring
results of the traditional BPNN for four events were not
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Table 7: Correlation values of sudden online public opin-
ion events

Serial Serial
number Correlation number Correlation

Y1 0.6525 Y11 0.6582
Y2 0.6755 Y12 0.5214
Y3 0.8541 Y13 0.5286
Y4 0.9756 Y14 0.6258
Y5 0.5261 Y15 0.7745
Y6 0.7451 Y16 0.6251
Y7 0.2514 Y17 0.5216
Y8 0.8544 Y18 0.5628
Y9 0.6258 Y19 0.4485
Y10 0.7452 Y20 0.4521

in line with the reality: event Y15, which should be a seri-
ous level, and the BPNN monitoring result was a warning
level; event Y23, which should be a slight level, and the
BPNN monitoring result was a warning level; event Y48,
which should be a slight level, and the BPNN monitor-
ing result was a warning level; event Y91, which should
be a warning level, the BPNN monitoring result was seri-
ous level, and the overall monitoring accuracy was 80%.
In contrast, the ISSA-BPNN method only deviated from
the actual monitoring result on time Y91, which should
be a warning level, and the monitoring result was a se-
rious level, with an overall monitoring accuracy of 95%.
According to the monitoring results, it can be found that
the BPNN optimized by the ISSA had better performance
in monitoring sudden online public opinion, and it could
make more accurate judgments on the risk level of public
opinion according to the established indicators, which can
be further applied in practice.

4 Management of Sudden Online
Public Opinion Under Legal
Perspective

In the current online environment, while online public
opinion uncovers the truth and reveals the contradictions
of reality, it also poses a great challenge to the govern-
ment’s law-based management of sudden online public
opinion. Sudden online public opinion is usually char-
acterized by mobbing, episodic, and eruption. When it
erupts completely, public opinion provides guidelines for
actions in the real world on one hand, while on the other
hand, the guidance from the real world in turn influences
public opinion. Actions taken in response to public opin-
ion can either calm or further fuel its development.

Through the monitoring of sudden online public opin-
ion, it is possible to judge the risk level of the public
opinion at that time based on the analysis of big data,

thus providing certain guidance for the next management
and action. However, in the current legal perspective,
there are still certain deficiencies in the management of
sudden online public opinion. For example, govern ment
information disclosure is lagging, failing to fully safeguard
the citizens’ right to know, and the traditional “blocking,
plugging, and deleting” approach is often used in solv-
ing problems, which may easily lead to the aggravation
of public opinion. Moreover, the absence of specialized
laws, the lack of citizens’ legal awareness, and the lack of
punishment for related acts have led to an unclear bound-
ary between freedom of expression and rumor-mongering
and defamation, and netizens’ lack of ability to identify
rumors and spread them indiscriminately have led to fur-
ther complication of the incident. From a legal perspec-
tive, the following actions can be taken to further realize
the management of sudden online public opinion:

Strengthening legislation: Since 2020, laws and regu-
lations concerning the management and dissemina-
tion of online information content have been regu-
lated by the following laws:

1) The Data Security Law of the People’s Repub-
lic of China (2021), which makes several provi-
sions for the standardized processing, exploita-
tion, and utilization of data;

2) The Measures for the Administration of Inter-
net Information Services (2021), which provides
some safeguards to facilitate the sound growth
of Internet information services;

3) The Regulations on the Management of Internet
User Account Information (2022), which pro-
vide provisions for Internet users to register and
use account information.

Based on the existing laws, it is necessary to further
improve and refine them and to further clarify cyber-
crime, taking into account the current stage of the
national situation, to ensure that the relevant parts
of the law can be complied with, to strengthen the le-
gal constraints on citizens, and to ensure that public
opinion is positively oriented.

Strengthening law enforcement: In the process of
law-based management of sudden online public opin-
ion, it is necessary to clarify the main body of law
enforcement, avoid mutual shirking of responsibili-
ties, formulate specific accountability standards, and
prompt the relevant departments to take the initia-
tive to assume responsibility. At the same time,
it should correctly carry out information disclosure,
proactively disclose the key information and details of
the incident, clearly define the responsibility of creat-
ing or spreading rumors for sentencing, and cultivate
specialized network law enforcement talents accord-
ing to the actual situation to monitor public opin-
ion, intervene promptly, and guide public opinion to
healthy development.
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Table 8: Monitoring results of sudden online public opinion (bold indicates discrepancies with actual results)

Event number Actual result The monitoring result of BPNN The monitoring result of ISSA-BPNN

Y3 (0 0 1) (0 0 1) (0 0 1)
Y4 (0 0 1) (0 0 1) (0 0 1)
Y7 (1 0 0) (0 1 0) (1 0 0)
Y10 (0 1 0) (0 1 0) (0 1 0)
Y15 (0 0 1) (0 1 0) (0 0 1)
Y19 (1 0 0) (1 0 0) (1 0 0)
Y23 (1 0 0) (0 1 0) (1 0 0)
Y28 (0 1 0) (0 1 0) (0 1 0)
Y32 (0 0 1) (0 0 1) (0 0 1)
Y37 (0 1 0) (0 1 0) (0 1 0)
Y41 (0 0 1) (0 0 1) (0 0 1)
Y48 (1 0 0) (0 1 0) (1 0 0)
Y51 (0 1 0) (0 1 0) (0 1 0)
Y55 (0 1 0) (0 1 0) (0 1 0)
Y63 (1 0 0) (1 0 0) (1 0 0)
Y74 (0 0 1) (0 0 1) (0 0 1)
Y85 (0 1 0) (0 1 0) (0 1 0)
Y87 (1 0 0) (1 0 0) (1 0 0)
Y91 (0 1 0) (0 0 1) (0 0 1)
Y93 (0 0 1) (0 0 1) (0 0 1)

Strengthening media self-regulation: The law-
based management of sudden online public opinion
also requires the media to consciously report un-
der social ethics, disseminate mainstream values,
strengthen the punishment of false and exaggerated
reports, enhance the legal awareness training for
media practitioners, increase the vetting efforts,
control the orientation of the event reports, and
prohibit the media from utilizing the emotions of
netizens for speculation.

5 Conclusion

Based on big data, this paper analyzed the monitoring
and law-based management of sudden online public opin-
ion, took Weibo as an example, established the monitor-
ing indicator of sudden online public opinion based on
the calculation of the sentiment orientation of netizens’
text, and designed the ISSA-BPNN method to realize the
monitoring of sudden online public opinion. After experi-
mental comparison, it was found that both the BiLSTM-
attention method and the ISSA-BPNN method both had
better performance. They can be applied in practice.
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Abstract

There are some problems in the existing security aggre-
gation schemes. For example, most schemes do not take
into account the privacy of the global model, and cloud
servers that know the plaintext of the global model can
infer the privacy of users from the global model. The use
of costly public key encryption technology to protect the
privacy of the global model and cannot support user drop
off, which is not conducive to resource-limited users to
participate in training. If users quit training due to net-
work reasons, the whole training process will be affected.
In addition, the existing scheme does not consider the in-
tegrity of the data during the interaction, which makes the
original data uploaded by the user cannot be obtained by
other users and the cloud server. Therefore, we propose
a novel English data security aggregation model based
on neighbor propagation clustering. A clustering struc-
ture based on neighbor propagation is constructed, and
each data point is assigned to the nearest representative
point, so as to build the similarity matrix between daily
scene samples, which is used as the standard to judge the
clustering center. An anti-vibration attenuation factor is
introduced, the similarity matrix is initialized, and the
optimal cluster number is determined. The security anal-
ysis shows that the new scheme is provably safe, and the
performance analysis shows that the new scheme is effi-
cient and practical.

Keywords: Anti-Vibration Attenuation Factor; Data
Security Aggregation; Neighbor Propagation Clustering;
Similarity Matrix

1 Introduction

After years of development of college informatization,
many colleges and universities have accumulated a large
number of business and related data. Data is different

from tangible products, but it also has the concept of
quality, but because of the low quality of data, the exis-
tence of a large number of redundant data and the avail-
ability of data is not high, so that a lot of data processing
work still needs to be manual to ensure the correct, wast-
ing a lot of manpower and time [5, 16,17].

In order to extend the life cycle of the data network and
reduce the transmission of redundant data, it is necessary
to collect and process raw data collaboratively in the net-
work to reduce the amount of raw data sent. Data aggre-
gation technology is one of the commonly used methods.
In recent years, many researchers have proposed related
data security aggregation protocols. He et al. [7] proposed
the cluster-based private data aggregation (CPDA) proto-
col, its core idea was to use the nature of cluster protocol
and polynomial algebra to protect privacy in data aggre-
gation. Wireless sensor nodes were randomly grouped
into clusters. In each cluster, the addition property of
polynomials was used to calculate the aggregate result.
The protocol had the disadvantage of high computing and
communication overhead. Cominetti et al. [3] proposed
the additively homomorphic encryption (AHE) protocol,
which allowed devices to perform data aggregation on ci-
phertext and used an end-to-end encryption mechanism
to achieve data aggregation. Li et al. [9] proposed the
slice-mix-aggregate (SMART) protocol, which was mainly
based on the correlation attribute of segmentation tech-
nology and additive. Each node encrypted the raw per-
ception data by cutting it into data fragments. IPHCDA
(integrity protecting hierarchical concealed data aggrega-
tion) protocol [14] used a homomorphic encryption algo-
rithm based on elliptic curve encryption to provide data
integrity and confidentiality. This protocol supported in-
tegrity verification, had higher security and high accuracy
of aggregation results. Its disadvantage was that it was
expensive in computation and communication.

Hahn et al. [6] proposed a verifiable security aggrega-
tion protocol to verify the correctness of the aggregation
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results returned by the cloud server. However, during
the verification process, the communication cost would
increase linearly with the gradient dimension, resulting in
poor system performance. Guo et al. [2] used the com-
mitment scheme and linear homomorphic hash function
to verify the correctness of the aggregate results and im-
prove the computational efficiency of the system. Ref-
erence [10] used ElGamal homorphic encryption technol-
ogy combined with Diffie-Hellman key exchange protocol
and Shamir secret sharing algorithm to propose a scheme
that could tolerate user drop and resist participant col-
lusion attacks. The above schemes only consider the pri-
vacy of the user’s local model. Reference [18] pointed out
that cloud servers with known global models could infer
users’ privacy information through model inversion at-
tacks, which could reduce system security. Reference [12]
used full-homomorphic encryption to protect the privacy
of the global model. Reference [15] used Paillier homo-
morphic encryption technology combined with bilinear
aggregate signature to verify the correctness of the aggre-
gate result returned by the server, but the protocol [13]
failed to support users to exit the system at any time. Due
to the large amount of English data and the high similar-
ity between classes, the data cannot be securely aggre-
gated using the current methods. Therefore, we propose
a novel English data security aggregation model based on
neighbor propagation clustering.

2 Preliminaries

2.1 Homomorphic Encryption

Homomorphic encryption algorithm can calculate cipher-
text data directly without decryption. Suppose EK()
is an encryption function, K is the encryption key, and
DK() is the corresponding decryption function. If there is
a valid algorithm Alg that satisfies Alg(EK(x), EK(y)) =
Ex(x ◦ y) under an operation, then EK() is a homomor-
phic encryption under an operation ◦.

2.2 Elliptic Curve ElGamal Cryptosys-
tem

ElGamal cryptosystem is a typical public key cryptosys-
tem [11]. The ElGamal cryptosystem based on elliptic
curves has the property of addition homomorphism. The
security of elliptic curve ElGamal algorithm is based on
elliptic curve discrete logarithm problem. Elliptic curve
discretization problem is that for the equation Q = kP ,
we know that it is easier to calculate Q if we know k
and P . On the other hand, it is harder to compute k
if Q and P are known. For an elliptic curve E over
a finite field, let q = pn, n = 2n′ and the plaintext
message be an integer m, then m can be expressed as
m = m0 + m1p + · · · + mn−1p

n−1. When using ElGa-
mal encryption, the message m is encoded on the elliptic
curve with the encoding function map(), and the point on

the elliptic curve is decoded with the decoding function
rmap() when decrypting.

2.3 BLS Signature

BLS signature [4] is a digital signature algorithm based
on bilinear mapping, which has the advantages of short
signature, short public key, high security, anonymous au-
thentication, etc., and can aggregate multiple signatures
into one signature, reducing the communication overhead
and computing overhead of the system. The technique
consists of the following algorithms.

� Initialization algorithm. The signer selects the bilin-
ear map e : G1 × G2 → GT , and the hash function
h : 0, 1∗ → G2.

� Key generation algorithm. The signer randomly se-
lects the private key x and calculates the public key
y = gx ∈ G1.

� Signature algorithm. The signer uses x and message
Mi ∈ 0, 1∗ to calculate h = h(M) and signature σ =
hx.

� Verification algorithm. Given the signer’s public key
y, message M , and signature σ. The verifier cal-
culates h = h(M), and accepts if e(g1, σ) = e(y, h)
holds; Otherwise, refuse.

3 Proposed Data Security Aggre-
gation

Through comparison with the clustering results of K-
means clustering, hierarchical clustering and other clus-
tering algorithms, it can be seen that the nearest neighbor
propagation method can transform the clustering results
into clusters with potential clustering centers, so that the
clustering results will not take too long to find the centers,
and the clustering results will be more stable through the
predetermined number of clusters.

In order to construct the similarity matrix, it is neces-
sary to collect scene samples in the English data. Under
the condition that all samples are collected, the similarity
matrix is constructed as shown in Equation (1):

W =


W (q1q1) · · · W (q1qi) · · · W (q1q365)

· · · · · · · · · · · · · · ·
W (qiq1) · · · W (qiqi) · · · W (qiq365)

· · · · · · · · · · · · · · ·
W (q365q1) · · · W (q365qi) · · · W (q365q365)

 (1)

In the matrix of Equation (1), qi represents the scene
sample. The non-diagonal parameter represents the Eu-
clidean distance in the day scene, that is, the true dis-
tance between two samples in m-dimensional space. In
everyday scenarios, the diagonal element can be used as
a measure of the cluster center, so it is set as a reference
value. The reference value has a great influence on the
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number of clustering results. Compared with other clus-
tering methods, the nearest neighbor propagation cluster-
ing algorithm determines whether the daily scene sample
can be used as the clustering center by constructing the
similarity matrix. If appropriate, it can be used as a clus-
tering center based on nearby propagation clustering. On
the contrary, if it is not suitable, it is necessary to con-
struct the similarity matrix by re-counting the daily scene
samples, and then select the scene samples suitable for the
clustering center to achieve the accurate determination of
the clustering center.

Combined with the clustering center determined above,
in order to avoid the shock in the iteration process, the
current iteration results are compared and analyzed with
the previous iteration results to obtain the iteration up-
date results. Using the nearest neighbor propagation clus-
tering method, the English data security aggregation pro-
cess is designed as follows:

Step 1: Initializing the similarity matrix. For the
similarity matrix initialization, the diagonal elements
should be regarded as the same value, and the val-
ues of confidence and reference values should be set
to 0 without prior knowledge, thus completing the
initialization of the similarity matrix.

Step 2: Determining the optimal clustering number.
The intra-class index reflects the clustering effective-
ness of individual samples. If the intra-class index
value is larger, the clustering effect of individual
samples is better. On this basis, the data set is
statistically analyzed, and the clustering results
are compared, and the average value is used as the
clustering index. The larger the mean value is, the
more obvious the clustering effect of the data set
will be. The maximum value of the mean value is
the optimal cluster number.

On this basis, the classification index based on dis-
tance measure is used to analyze the validity of the
clustering results. The average inter-class and intra-
class division index value of data agglomeration class
is as follows:

avgk(i) =
1

n

n∑
j=1

nj∑
i=1

k(j, i). (2)

In Equation (2), k(j, i) represents the inter-class and
intra-class representation data set. The optimal
number of clusters is calculated according to equa-
tion (2), which is as follows:

β = argmax
i=1

avgk(i). (3)

The optimal clustering number can be determined by
equation (3).

Step 3: Update the clustering results. The updat-
ing process of clustering results is as follows:

Figure 1: Attenuation model

1) Initializing K clusters and setting the weight of
each cluster center to 0.

2) After reading N text data, the cluster center
weight of each text data is set to 1, and N
text data is merged with K cluster centers, and
the update result of cluster centers is obtained
by using the nearest neighbor propagation algo-
rithm. When updating the cluster center, the
new cluster results need to be weighted to ob-
tain the newly added data. The formula can be
expressed as follows:

yn = argmax
k

xt
nδk. (4)

In Equation (4), δk is the sum of new data and
historical data.

3) The higher the weight of the new cluster center,
the greater its proportion. When N +K group
data is aggregated into a new cluster center of
K group, weight attenuation calculation will be
performed for each new cluster center, as shown
in Figure 1.

In Figure 1, H represents the newly added data;
G indicates historical data. A new attenua-
tion weight of cluster center can be obtained by
counting new data, historical data and setting
attenuation coefficient.

4) Repeat Step 2 until the data process is com-
pleted or terminated manually.

Step 4: Output clustering results. Since the K class
cannot be used as the input parameter of the classi-
fier directly, the clustering results of K clusters can
be obtained. According to the output clustering re-
sults, the English data security aggregation process
is designed, as shown in Figure 2.

As can be seen from Figure 2, each node is regarded
as a collection node, the required minimum similar
data is summarized, the least node is selected as the
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Figure 2: Data security aggregation process

collection node, and the data of the node is forwarded
to the optimal collection topology generated by the
node, so as to complete the security aggregation of
data.

Each data feature weight in English data will be as-
signed a different value, and the value size needs to
be calculated according to the importance of its fea-
ture in the region. After the data set representation
is complete, the similarity between the different data
is analyzed. The judging formula is:

sim(i, j) =

∑m
k=1(wi · wj)√∑m

k=1 w
2
i

√∑m
k=1 w

2
j

. (5)

In Equation (5), wi and wj represent the weights of
data i and j respectively. When solving the mini-
mum similarity of each node, each node has a time
parameter, so the node with the least similarity can
be found first. When the network topology is set to
0, there is no need to transmit link information to
nodes in packets, thus realizing the secure aggrega-
tion of English data.

4 Security Analysis

� Confidentiality. Since the user uses symmetric homo-
morphic encryption technology to encrypt the gradi-
ent, CS cannot get the global model parameters by

operating only on the ciphertext. Therefore, the pro-
posed scheme provides confidentiality:

� Authentication. User i uses his own identity to reg-
ister with TA in advance, and after sending data to
other users and CS, user j and CS realize authenti-
cation of user identity while verifying data signature.

� Integrity. Using the BLS signature technology, user
i signs ciphertext Ci and sends (σ1

i , Ci) to CS. Since
the opponent cannot know xi, it cannot generate a
legal σ1

i . If an adversary forges a signature or mod-
ifies the data content, it will be detected when the
signature is verified. Therefore, the scheme realizes
data integrity protection in the interaction process.

� Resist multi-user collusion attacks. Using Shamir se-
cret sharing technology, when less than one user col-
ludes, the mask value used in the user mask gradient
ciphertext cannot be obtained. Therefore, the pro-
posed scheme can resist the collusion attack of mul-
tiple users.

� Resist collusive attacks between users and cloud
servers. The malicious user and CS conspired to
obtain the gradient ciphertext, but because of the
existence of the mask, the malicious user could not
get the true gradient value. Therefore, the proposed
scheme can resist the collusive attack between the
user and the cloud server.

5 Performance Comparison

This section gives a functional comparison between
the proposed scheme and related schemes including
SECPDA [4], EEDAM [1], as shown in Table 1. F1 rep-
resents global model privacy; F2 indicates resistance to
collusive attacks; F3 stands for verifiability; F4 indicates
data integrity; F5 stands for dropped call robustness.
SECPDA could resist collusive attacks and support user
dropouts, but it failed to protect the global model privacy
and fails to verify the correctness of aggregate results.
EEDAM protected the privacy of the global model and
supported the correctness verification of the aggregated
results, but this scheme could not support user drop-off.
At the same time, the above schemes fail to protect the
data integrity in the interaction process. The proposed
scheme in this paper can satisfy all the above functions.

Based on the Charm cryptographic library and Java
language simulation tests, this section tested relevant
cryptographic operations and their execution time, as
shown in Table 2. The experimental environment is i7-
7700HQ (2.80GHz) CPU and 64-bit Ubuntu operating
system with 4GB memory. Based on the security of 128
bits, both the proposed scheme and A use bilinear map-
ping. We select bilinear mapping e : G1 ×G2 → GT . G1

is a q-order cyclic group, and q is a prime number of 512
bits. Let n represent the number of users participating
in the training process, nd represent the number of users
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Table 1: Function comparison

Function SECPDA EEDAM Proposed
F1 No Yes Yes
F2 Yes No Yes
F3 No Yes Yes
F4 No No Yes
F5 Yes No Yes

dropping out during the training, and t = 0.6n represent
the threshold of the secret sharing protocol. Table 3 shows
the calculation cost comparison between the proposed so-
lution and A and B at the client side and the cloud server
side when the number of dropped users nd = 0.3n.

Table 2: Cryptographic operation execution time/ms

Symbol Decryption Time
TPairG Bilinear pair operation 19.8594
TMulG1

Multiplication operation under G1 0.0015

TExpG1
Exponential operation under G1 0.7351

TMulG2
Multiplication operation under G2 0.0165

TExpG2
Exponential operation under G2 1.3257

Figures 3 ∼ 4 respectively show the calculation cost
comparison between the proposed scheme and SECPDA
and EEDAM at the client side and cloud server side as
the number of users changes. As can be seen from Fig-
ure 3, when the number of users is 50, 100, 150 and 200,
the calculation cost of the proposed scheme is reduced
by 110.28ms, 220.56ms, 330.84ms and 441.12ms, respec-
tively, compared with SECPDA. It can be inferred that
the proposed scheme is better than SECPDA as the num-
ber of users increases. It can be seen from Figure 4 that
the running time of the proposed scheme is lower than
that of EEDAM. After calculation, the proposed scheme
is 98.10% lower than that of EEDAM. As can be seen
from Figure 3, the running time of the proposed scheme
and SECPDA is almost the same. As can be seen from
Figure 4, the proposed scheme has obvious advantages
compared with EEDAM.

This section gives the communication cost of the pro-
posed scheme and the comparison with the communica-
tion cost of SECPDA and EEDAM under the premise of
realizing the same function. Based on the security of 128
bits, the size of the elements in group G1 is defined as
512 bits. The size of elements in G2 group is 1024 bits.
The elements in GT of the bilinear mapping group are
3072 bits. The value of N is 1024 bits. The size of Z∗

n

is 6144 bits. The size of Z∗
n2 is 12288 bits, the size of Zp

is 256 bits, and the user ID length is 32 bits. Table 4
shows the communication cost comparison between the
proposed scheme and SECPDA, EEDAM. The number of

Figure 3: Comparison of calculation cost between pro-
posed scheme and SECPDA

Figure 4: Comparison of calculation cost between pro-
posed scheme and EEDAM
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Table 3: Calculation cost comparison

Scheme The computing cost of the client Cloud server-side computing costs
SECPDA 0.0012n3 + 2.08n2 + 1.422n 0.0003n3 + 0.0044n2 + 0.0034n+ 0.7324
EEDAM 0.0012n3 + 2.08n2 − 0.7844n 0.0003n3 + 0.0044n2 − 0.003n
Proposed 2.9625n 0.0018n− 0.0003

users and the number of dropped users in related schemes
are n and 0.6n respectively.

In summary, the proposed scheme requires less commu-
nication cost and is more suitable for resource-constrained
data aggregation systems.

6 Conclusions

In this paper, a new security aggregation protocol is pro-
posed using the nearest neighbor propagation clustering
technique combined with the double mask protocol. This
scheme uses symmetric homomorphic encryption technol-
ogy to solve the problem of high cost of homomorphic en-
cryption in existing literatures using public key system.
At the same time, the nearest neighbor propagation clus-
tering avoids the defect that the bilinear aggregation sig-
nature technology cannot resist the user collusion attack
and can effectively verify the aggregation results. The
security proof shows that the proposed scheme can sat-
isfy the confidentiality, authentication, integrity, and re-
sist the collusion attacks between users and between users
and cloud servers, providing a more comprehensive func-
tional guarantee. Performance analysis shows that com-
pared with other literatures, the proposed system is more
efficient and can better meet the actual needs.
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Abstract

Existing Brakerski-Gentry-Vaikuntanathan (BGV) multi-
key homomorphic encryption algorithms have some prob-
lems in resisting quantum attacks and constructing se-
cure multi-party computing schemes. For example, there
are some problems such as complex key calculation and
large ciphertext size, therefore, a homomorphic encryp-
tion scheme for economic data based on recurrent neu-
ral network and Gentry-Sahai-Waters (GSW) is proposed.
In this scheme, the main operation part is encrypted by
GSW homomorphic encryption scheme. Generate eco-
nomic big data series based on recurrent neural network;
The encrypted data is obtained through forward feed-
back and backward feedback, and the encrypted data
packet is replaced by the linear combination of the en-
crypted source data packet. The generation of shared key
and joint decryption are completed by using the existing
multi-key homomorphic encryption. Theoretical analy-
sis shows that this encryption scheme can reduce the key
size, reduce the complexity of homomorphic multiplica-
tion and improve the efficiency of encryption operation.
This scheme has strong anti-attack capability and more
significant advantage in storage efficiency.

Keywords: Economic Data Security; Homomorphic En-
cryption; Linear Combination; Recurrent Neural Net-
work

1 Introduction

Homomorphic encryption is a type of encryption tech-
nology that allows homomorphic operations on cipher-
text without decryption, after which the correct result
can be obtained. Homomorphic encryption can be ap-
plied to the entrusted calculation [3, 19]. The entrusting

party encrypts the data using the public key and trans-
mits the ciphertext to the computing party. The comput-
ing party returns the encrypted result to the entrusting
party through the corresponding calculation, and the en-
trusting party decrypts the correct result with the private
key.

In many scenarios, data may come from multiple
agents. These agents work together to calculate the re-
sults without giving other agents access to their own pri-
vate data. Such problems can be reduced to the problem
of secure multi-party computation, and multi-key homo-
morphic encryption is a solution in such scenarios [25].
The scheme allows each subject to use its own public key
for encryption, and then use ciphertext extension to ex-
tend the ciphertext from all parties, then perform homo-
morphic operations on the ciphertext and get the resulting
ciphertext, and finally decrypt the correct result by the
joint decryption of each subject.

The earliest multi-key homomorphic encryption
scheme is LTV12 proposed by Lopez-Alt et al. [14] in
2012. Later, Doroz et al. [10] improved the LTV12 scheme
and proposed a more efficient scheme (DHS16). In 2017,
Chongchitmate et al. [8] constructed a Multi-Key Fully
Homomorphic Encryption (MKFHE) scheme CO17 with
circuit privacy based on LTV12. In 2020, Che et al. [5]
proposed CZL+20, a scheme that did not need to cal-
culate the key, using the bit discarding technology and
ciphertext extension technology. This kind of schemes
were developed from the Number Theory Research Unit
(NTRU) type homomorphic encryption scheme. The dif-
ficult problem assumptions based on this paper were non-
standard assumptions on polynomial rings, and an effi-
cient joint decryption protocol could not be constructed,
so its practical application was limited [17].

In 2015, Clear et al. [9] proposed a multi-key homhomic
encryption scheme CM15 of GSW (Gentry-Sahai-Waters)
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type. The security of the scheme was based on Learning
With Errors (LWE) problem. The difficulty of this prob-
lem was attributed to the standard assumptions of lattice
cryptography. In this scheme, the ciphertext extension
technique was proposed for the first time, which could
extend a single key homomorphic encryption scheme to
a multi-key homomorphic encryption scheme. In 2016,
Mukherjee et al. [18] simplified the ciphertext extension
process of CM15 and proposed the MW16 scheme. This
scheme allowed one round of distributed decryption, and
could further construct two rounds of secure multi-party
computing protocols. Peikert et al. [20] proposed PS16, a
scheme with multiple hops. This scheme allowed partici-
pants to join the calculation process in real time and dy-
namically, but there was a certain limit on the number of
participants. Brakerski et al. [4] proposed a fully dynamic
scheme BP16. On the basis of PS16, the scheme had no
limit on the number of participants, but such schemes had
problems such as complex ciphertext expansion and slow
calculation.

Chen et al. [7] first proposed CZW17, a multi-key
homomorphic encryption scheme of BGV (Brakerski-
Gentry-Vaikuntanathan). Compared with GSW schemes,
BGV schemes had a simple ciphertext expansion mode,
and did not need to use data other than ciphertext dur-
ing the expansion process. Therefore, it could effectively
support multi-hop characteristics (adding new users dur-
ing homomorphic operations). The obvious defects of
BGV type multi-key homomorphic encryption schemes
were the complexity of computational key generation and
large computational key size. In 2019, Li et al. [16] used
mixed homomorphic multiplication between RBGV (Ring
BGV) and RGSW (Ring GSW) ciphertext to generate
computational keys, reduced the extended ciphertext size
in CZW17, and on this basis designed a multi-key ho-
momorphic encryption scheme LZY+19. Chen et al. [6]
proposed the CDKS19 scheme. In this scheme, a new
computational key generation method was proposed, the
process of homomorphic multiplication was improved, and
the scheme was applied to the privacy computation of
neural networks. However, the key exchange process of
BGV multi-key homomorphic encryption scheme was still
relatively complicated, and the number and size of keys
needed to generate the calculated keys are large. In 2021,
Zhou et al. [29] proposed a scheme to build multi-key
homomorphic encryption using cumulative public keys,
however, the decryption process caused the private key to
be exposed.

Most of the above multi-key homomorphic encryption
schemes have disadvantages such as large key size and
complex homomorphic operation. In contrast, single-key
homomorphic encryption has the advantages of smaller
key size and simple homomorphic operation. Therefore,
this paper proposes a multi-key homomorphic encryption
scheme based on GSW and recurrent neural networks,
which combines the advantages of single-key homomor-
phic encryption and multi-key homomorphic encryption,
and verifies its security and effectiveness through theoret-

ical analysis.

2 Related Works

2.1 Homomorphic Encryption

Homomorphic encryption technology can be divided into
semi-homomorphic encryption, partial homomorphic en-
cryption and full homomorphic encryption according to
the types and times supported by ciphertext data oper-
ations. Among them, partially homomorphic encryption
(PHE) [24] only supports addition or multiplication for an
infinite number of homomorphic operations. Some-what-
homomorphic encryption (SWHE) [13] supports both ad-
dition and multiplication homomorphisms, but the num-
ber of homomorphisms is limited. Fully homomorphic
encryption (FHE) [11] supports an infinite number of ad-
dition and multiplication homomorphisms. The first two
homomorphic schemes are limited in practical applica-
tion, but full homomorphic encryption supports a com-
plete range of ciphertext operations, such as data mining,
ciphertext retrieval, outsourcing computing and other in-
tensive operations, which can calculate ciphertext data
based on full homomorphic encryption algorithms. There-
fore, full homomorphic encryption has a wide range of
application prospects.

A complete homomorphic encryption scheme consists
of four algorithms: KeyGen, Encrypt, Decrypt and
Eval. The input parameters of the key generation algo-
rithm KeyGen are security parameters, and the output is
a pair of public and private keys (pk, sk). pk is the public
key, and sk is the private key. Security parameters are
related to the length of the key, and a large enough secu-
rity parameter can ensure the security of the algorithm.
The input parameters of Encrypt are the plaintext mes-
sage m and the encrypted public key pk, and the output
is the ciphertext c. The input parameters of Decrypt are
ciphertext c and the private key sk, and the output is
the plaintext m obtained after decrypting ciphertext c.
The input parameters of the ciphertext algorithm Eval
include three parts: public key pk, circuit and ciphertext
list. Where a circuit is a formal description of any com-
putation algorithm, and all ciphertexts in the ciphertext
list are encrypted using public key pk. Ciphertext arith-
metic is the key to realize the homomorphism property.
The result of Eval must be decrypted correctly for the
encryption homomorphism to hold.

2.2 Ciphertext Extension

In the case of single key, homomorphic multiplication
of learning with errors over rings (RLWE)-based cipher-
text involves two steps: vector multiplication and relin-
earization. For the input ciphertext ct1 and ct2, their
vector product is calculated first to obtain an extended
ciphertext satisfying < ct, sk ⊗ sk >=< ct1, sk > · <
ct2, sk >. Since sk · sk contains the non-linear part s2,
a re-linearization procedure that is the core operation of
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homomorphic operations needs to be performed to con-
vert the extended ciphertext into a typical ciphertext that
encrypts the same plaintext information. This process
requires a re-linearized key (compute key), which is ob-
tained by encrypting s2 under sk, so the re-linearization
process can be understood as a key switching process [27].

In the case of multiple keys, the extended cipher-
text related to k different users (different private keys)
is c̄t = (c0, c1, · · · , ck) ∈ Rk+1

q , which can be decrypted

by the extended private key s̄k = (1, s1, s2, · · · , sk) in se-

ries, and the plaintext µ =< c̄t, s̄k >= c0 +
∑k

i=0 ci · si
can be obtained. As in the case of single key, the vector
product is first performed and the extended ciphertext
corresponding to s̄k ⊗ s̄k is returned. Since there is also
a nonlinear part si · sj in s̄k ⊗ s̄k, a re-linearized key
(compute key) needs to be generated as well. The key
consists of multiple si · sj ciphertexts. Obviously, the ele-
ment si · sj that s̄k ⊗ s̄k contains depends on the private
keys of two different users. Therefore, the relinearized key
corresponding to the nonlinear element cannot be gener-
ated by one way, which is different from the traditional
homomorphic operation in the case of single key.

2.3 Multi-party Computing

In the traditional computing model, such as the Turing
machine model in single machine state, the input, out-
put and operation program are all owned by one party
alone. Multi-party computing refers to the situation
where multiple participants provide data or computing re-
sources and perform joint calculations, which raises issues
such as fairness, data privacy, and computing costs com-
pared to unilateral computing. Common concepts such
as secure multi-party computing, outsourced computing,
distributed computing, and centralized computing where
data is provided by multiple parties belong to the cate-
gory of multi-party computing. Among them, the basic
idea of secure multi-party computation (MPC) [23] refers
to a system where multiple participants can safely com-
pute a convention function without trusted third parties.
Safe computation means that each participant cannot ob-
tain input and output information from other participants
during the function computation.

There are many factors that affect the privacy infor-
mation leakage of secure multi-party computing schemes.
It is challenging to design a secure and efficient imple-
mentation scheme of secure multi-party computing, which
prompts people to seek a balance between the availabil-
ity and privacy of schemes. At present, the research of
secure multi-party computing mostly focuses on how to
prevent the disclosure of privacy information in the cal-
culation process, that is, how to prevent one participant
from obtaining the input or output information of other
participants through the calculation process. However,
the possibility that one actor can deduce the input or out-
put of other actors from their legitimate function inputs
and outputs has not been sufficiently studied.

3 BGV Single Key Homomorphic
Encryption Scheme

BGV scheme is a finite series homomorphic encryption
scheme, and adopts analog-digital exchange, key exchange
and other ways to control noise, so each layer has its own
public key and private key. There are two construction
methods of BGV scheme, which are based on LWE prob-
lem and RLWE problem. This paper only describes the
construction method based on RLWE problem.

The BGV homomorphic encryption scheme consists of
four parts: key generation (KeyGen), encryption (Enc),
decryption (Dec) and homomorphic operation (Eval).
The specific steps for each part are as follows:

1) Key generation (KeyGen): Input circuit depth L,
security parameter λ. Select the noise distribution
χ = χ(L, λ), which is a bounded distribution over R.
Select L decreasing modules qL > qL−1 > · · · > q0.
Choose an integer p with all ql reciprocity, for each
l = 0, 1, 2, · · · , L, perform the following calculation:

� Sample sl ← χ, sl ∈ Rq from the error distribu-
tion and obtain the private key of this layer as
skl.

� Sample an uniformly al ← Rq from Rq, sample
e← χ from error distribution, and calculate the
public key corresponding to the private key sk,
as shown in Equation (1):

pkl = (bl, al) = (−al · sl + elmodql, al). (1)

� When l is not 0, it is also necessary to calculate
key exchange parameters, as shown in Equa-
tion (2):

τsk′
l→skl−1

= SwitchKeyGen(sk′l, skl−1). (2)

Where sk′l = skl⊗skl ∈ R4
q is the tensor product

of the private key and the private key.

After key generation, it gets public key pkl, pri-
vate key skl, calculation key τs′l→sl−1

.

2) Encryption (Enc): For any plaintext µ ∈ Rp, which
needs to be encrypted, it is necessary to sample
r ← χ, e← χ from the error distribution and output
the ciphertext of layer L (initial layer), as shown in
Formula (3):

c = r · pkl + (m+ e, 0). (3)

3) Decryption (Dec): In order to decrypt the l−th layer
ciphertext c, it is necessary to calculate according to
formula (4):

µ =< c, skl > modqlmodp. (4)

Where < ∗, ∗ > represents the inner product opera-
tion.
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4) Homomorphic operation (Eval): Input the calculated
function C, ciphertext ci, calculate the key evk, and
output the calculation result. BGV type homomor-
phic encryption scheme supports homomorphic ad-
dition and homomorphic multiplication operations,
which are implemented as follows:

� Homomorphic addition: Input two ciphertexts.
The ciphertexts must have the same modulus
and corresponding private key. If the conditions
are not met, use analog-to-digital exchange and
key exchange to perform ciphertext operations.
Assume that the modulus of the two ciphertexts
is ql. First, it calculates following formula:

c3 = c1 + c2modql ∈ R2
ql
. (5)

Then the ciphertext is zeroized to get c′3 =
(c3|0) ∈ R2

ql
, where (∗|∗) represents the oper-

ation of vector concatenation, and the key cor-
responding to the ciphertext is sk′l = skl⊗skl ∈
R4

q , where the multiplication symbol represents
the tensor product; Then, the ciphertext key is
exchanged to skl−1 through key exchange, as
shown in Formula (6):

c̄3 = SwitchKey(τ ′sl→sl−1
, c̄3). (6)

Finally, the modulus of the ciphertext is reduced
to ql−1 through analog-digital exchange, and the
result is obtained, as shown in Equation (7):

c3 = ModulusSwitch(c̄3, ql, ql−1). (7)

� Homomorphic multiplication: If the conditions
are not met, the analog-digital exchange and key
exchange are used to operate the ciphertext so
that the conditions are met. First, it calculates
Formula (8):

c̃3 = c0 ⊗ c1 ∈ R4
ql
. (8)

In this case, the key corresponding to the ci-
phertext is sk′l = skl⊗skl. Then, the key of the
ciphertext is exchanged to skl−1 through key
exchange, as shown in Formula (9):

c̄3 = SwitchKey(τ ′sl→sl−1
, c̃3). (9)

Finally, the modulus of the ciphertext is reduced
to ql−1 through analog-digital exchange, and the
result is obtained, as shown in Equation (10):

c3 = ModulusSwitch(c̄3, ql, ql−1). (10)

Key exchange and analog-digital exchange are algo-
rithms in BGV homomorphic encryption schemes.
Analog-to-digital switching switches the modulus of
the ciphertext. After the calculation is complete, the
module of the ciphertext is switched to a smaller

module, which can reduce the absolute size of the
noise in the ciphertext and control the increase of
noise. Under the premise of controllable noise scale,
this part does not affect the correctness of the final
result. The key exchange algorithm can change the
private key of ciphertext without decrypting it, and
does not change the corresponding plaintext. The
key exchange in homomorphic addition is also op-
tional, but after homomorphic multiplication, the key
exchange must be used to control the scale of cipher-
text growth.

4 Data Series Generation Based
on Recurrent Neural Network

First of all, the unstructured economic big data is seg-
mented, and the Time module is obtained after it is seg-
mented into small fragments. Then the Fourier transform
is used to convert it to the FFT module in frequency do-
main, and the data is processed more deeply. It is pro-
cessed as a three-dimensional tensor to make it adapt to
the input dimension of the neural network [1, 2, 28], the
number of training samples is a one-dimensional tensor,
the length of the big data sequence in the hidden layer is a
two-dimensional tensor, and the big data sequence vector
is a three-dimensional tensor.

It is very important to determine the parameters,
which is related to the quality of learning results and the
length of training time. The initial input value is selected
in the interval (−1, 1), and the data is normalized to ob-
tain the input and output tensors X and Y . Moving X
back one time step, it can get Y = x1, · · · , xt.

Char-RNN is a character-level deep recurrent neural
network. In this study, a single layer long short-term
memory network (LSTM) is used to train recurrent neu-
ral networks to learn sequence information in text con-
tent, while for unstructured economic big data sequence
files, two-layer LSTM and bidirectional LSTM are used
for training.

The input tensor X(N,D, T ) is taken as the training
data, and the number of iterations, batches, the number
of hidden layer units and the number of network layers
constitute the input of LSTM, and the learned recurrent
neural network model is taken as the output of LSTM.
The training process is as follows:

� Step 1: Determine whether the weight matrix ex-
ists, and then set the weight matrix as the initial
parameter of the recurrent neural network model for
training;

� Step 2: Solve the hidden layer element error and error
gradient;

� Step 3: After iteration, the loss function is solved,
and the weight matrix is changed according to a cer-
tain law until the end of the training.
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Y is the loss function and the Ŷ is output of the re-
current neural network. MSE represents the mean square
error of Y and Ŷ . Using the recurrent neural network
training data, the recurrent neural network will output Y
after each training. By comparing the target output Ŷ ,
determine the error value of Ŷ , and change the weight [12].
After several iterations, the error value is reduced to the
minimum, and when the actual output is closest to the
target output, the weight parameter is stored to prepare
for further generation of big data series.

The economic big data file can be obtained after LSTM
training, and the training data is input into the recurrent
neural network, and the predicted value of the economic
big data series can be obtained after one training of the
big data model. The algorithm process of generating big
data sequence is as follows:

� Step 1: On the basis of constructing recurrent neural
network, input the optimal weight matrix obtained
after training into the network;

� Step 2: The seed sequence A in the training data
is input into the big data sequence generation algo-
rithm;

� Step 3: Predict the subsequent big data sequence by
the given sequence.

5 GSW Scheme

Let κ be the security parameter and L be the number of
levels of homomorphic encryption (Leveled-FHE). A brief
description of the GSW scheme is given, which is initially
defined according to functions BitDecomp, bitdecomp−1

and Flatten, but this paper adopts the simplified ap-
proach of Xu et al. [26], that is, the definition of tool
matrix G.

1) GSW initialization algorithm GSW.Setup(1κ, 1L).

� Choose a mode q of bit with parameter n =
n(κ, L) ∈ N and error distribution χ = χ(κ, L)
on Z so that the LWE problem is at least 2κ

safe against known attacks, choose a parameter
m = m(κ, L) = O(nlbq).

� Output parameter params = (n, q, χ,m), let
ℓ = lbq+ 1 and N = (n+ 1)ℓ

2) GSW key generation algorithm
GSW.KeyGen(params).

� Evenly select t = (t1, t2, · · · , tn)T ← Z
and calculate s ← (1,−tT )T =

(1,−t1,−t2, · · · ,−tn)T ∈ Z
(n+1)×1
q .

� Uniformly choose a random common matrix
B ← Zm×n

q and an error vector e← χm.

� Compute the vector b = Bt+ e ∈ Zm
q and con-

struct the matrix A = (b|B), and satisfy As =
(b|B)s = (Bt+ e|B)(1,−t)T = Bt+ e−Bt = e.

� Return private key sk ← s and public key pk ←
A.

3) GSW encryption algorithm C ← GSW.Enc(pk, µ).

� Let G be the above (n+1)×N dimensional tool
matrix, and uniformly choose a random matrix
R← 0, 1m×N .

� Encrypt single bit message µ ∈ 0, 1 and gen-
erate ciphertext C = µG + ATR(modq) ∈
Z

(n+1)×N
q . It should be noted that in the orig-

inal GSW scheme, the encryption algorithm
uses Flatten(µI+BitDecomp(RA)) ∈ 0, 1N×N .
Where I is an identity matrix.

4) GSW decryption algorithm µ′ ← GSW.Dec(sk, C).

� Input the private key sk = s ∈ Zn+1
q , so that

k satisfies q/4 < 2k−1 ≤ q/2, where C[k] is the
k − th column of C.

� Calculate x ←< C[k], s > (modq) in the range
(−q/2, q/2), where < C[k], s >= C[k]T s, and
CT s = µGT s + RTAs = µ(2, 4, 6, · · · )T + RT e.
From the above, it can be seen that the k − th
column of the ciphertext matrix C selected in
the calculation corresponds to the k − th co-
ordinate of the vector < C[k], s >, that is,
µ2k−1 +RT

k e.

� Output µ′ = |x/2k−1|. Therefore, if |x| <
2k−2 ≤ q/4, return 0; otherwise return 1.

5) GSW operation algorithm
GSW.Eval(pk, (C1, C2, · · · , Cl)).

� Addition operation GSW.Add(C1, C2). Output
C1 + C2 = (µ1 + µ2)G+AT (R1 +R2).

� Multiplication operation GSW.Mult(C1, C2).
Output C1G

−1(C2) = (µ1G+ATR1)G
−1(C2) =

µ1C2 + ATR1G
−1(C2) = µ1µ2G +

AT (R1G
−1(C2) + µ1R2).

6 Scheme Analysis

The basic idea of the scheme proposed in this paper is
to transform a multi-key homomorphic encryption prob-
lem into a single-key homomorphic encryption problem,
thereby reducing the size of ciphertext and improving the
efficiency of homomorphic encryption. This section will
analyze the scheme proposed in this paper from the two
aspects of security and computational efficiency respec-
tively, and prove that the scheme proposed in this paper
has significantly improved efficiency compared with other
multi-key homomorphic encryption schemes for complex
computational functions under the premise of ensuring
security.
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6.1 Security Analysis

In the scheme proposed in this paper, all participants first
generate a shared public key and computational key. Each
participant uses the public key to encrypt, and uses the
generated computational key to complete the homomor-
phic operation process of single-key homomorphic encryp-
tion, and obtains the homomorphic operation result. Fi-
nally, all parties decrypt together through the multi-key
homomorphic encryption method to obtain the operation
result. Each of these procedures will be shown to be safe
for honest but curious participants.

For the simplified multi-key homomorphic encryption
process, the di,0, di,1 and di,2 required in the calculation
process are obtained by encrypting the private key si with
another key ri, and ri is also encrypted by si. The prob-
lem of solving si by di,0, di,1 and di,2 is LWE problem, so
the process is safe.

For the decryption process, on the one hand, the de-
cryption process is completed by the multi-key homomor-
phic encryption scheme; on the other hand, because the
decryption process involves the computation party and
there is homomorphic multiplication, the partial decryp-
tion result of the multi-key homomorphic encryption is
independent of the private key, so the process is also se-
cure.

6.2 Efficiency Analysis

The complexity of BGV multikey homomorphic encryp-
tion mainly comes from the operations related to homo-
morphic multiplication. Compared with single key homo-
morphism multiplication, the calculation of key required
for relinearization after multi-key homomorphism multi-
plication becomes more complicated. In order to illustrate
this problem, this paper analyzes the forms of computa-
tional keys for homomorphic encryption in the case of
single key and multi-key.

For single-key homomorphic encryption, assume that
the two ciphertexts encrypted with the private key sk =
(1, s) are c1 = (b1, a1,1, a1,2), c2 = (b2, a2,1, a2,2). The
result of the multiplication of ciphertext decryption is
shown Dec(c1) · Dec(c2) = (b1 + a1 · s) · (b2 + a2 · s) =
b1b2 + (b1a2 + b2a1)s+ a1a2s

2.

For multiple-key homomorphic encryption, assume
that the two ciphertexts encrypted with the private key
sk1 = (1, s1) and sk2 = (1, s2) are c1 = (b1, a1,1, a1,2),
c2 = (b2, a2,1, a2,2). The result of the multiplication
of ciphertext decryption is shown Dec(c1) · Dec(c2) =
(b1 + a1,1s1 + a1,2s2) · (b2 + a2,1s1 + a2,2s2) = b1b2 + · · ·+
a1,1a2,1s

2
1 + · · · .

The quadratic terms of s1 and s2 in the above formula
can be eliminated by using the re-linearization technique.
Compared with the single key case where there is only one
quadratic term, the number of quadratic terms in multi-
key homomorphic encryption is not only large, but also
contains quadratic terms shaped like sisj . Due to the
existence of such special quadratic terms, a single par-

ticipant cannot complete the calculation of the calculated
key. In the existing BGV multi-key homomorphic encryp-
tion scheme, in the key generation stage, each participant
only calculates the key generation materials, and then
the computational party calculates the computational key
through these calculation key generation materials. Since
the calculation of the key is related to the private ele-
ments of the participant, the above operations need to be
carried out under the premise of ensuring that the private
elements are not leaked. Therefore, calculating the com-
putational key is always an important factor affecting the
efficiency of BGV multi-key homomorphic encryption.

In addition to significantly reducing the complexity of
the process of calculating the key, the shared key encryp-
tion proposed in this paper can also reduce the size of the
key and ciphertext. For the existing BGV multi-key ho-
momorphic encryption scheme, the ciphertext extension
method is needed to convert the ciphertext from different
participants to the case of encryption by the same key,
so as to carry out homomorphic operation. This process
uses ciphertext concatenation, so that the size of the ci-
phertext is enlarged. However, the scheme proposed in
this paper avoids the above problems because it uses a
shared key.

The time and space complexity comparison between
the scheme proposed in this paper and other BGV multi-
key homomorphic encryption schemes is shown in Table 1.

Table 2 provides a comparison between the proposed
scheme and several typical schemes. It can be seen from
Table 2 that the three basic features of the proposed
scheme are the same as those of Reference [15]. The se-
curity of both schemes is based on RIWE assumption,
multiple key rings and batch processing.

7 Conclusions

In order to verify the encryption storage performance of
unstructured data, unstructured economic data is taken
as the research object. We proposed a homomorphic en-
cryption scheme for economic data based on recurrent
neural network and Gentry-Sahai-Waters (GSW). First,
in the data series acquisition experiment, the mean square
error of different iterations is compared and analyzed.
The results show that with the increase of iterations, the
difference between the actual big data series and the tar-
get data becomes smaller. Secondly, experiments on big
data encryption and anti-attack show that the proposed
method can conceal the real information in big data, and
the encryption effect is significant, and the big data af-
ter encryption has a good resistance to malicious attacks,
proving that it has a good anti-attack and higher storage
efficiency.
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Table 1: Analysis of homomorphic encryption efficiency
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Proposed O(n) O(n) O(k2n) O(n)

Table 2: Comparison of main features with different schemes

Scheme Hypothesis Key ring Batch Processing
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Reference [15] RLWE multiple support

Proposed RLWE multiple support
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Abstract

In order to improve the security of data and reduce the
risk of data being modified and stolen during transmission
and storage, a multi-layer data encryption method based
on reverse artificial swarm algorithm and packet convolu-
tional chaotic sequence is proposed. Firstly, residual and
grouped convolution blocks extract and utilize image fea-
tures. Secondly, in order to avoid falling into the local
optimal, the reverse learning strategy is introduced in the
three stages of population initialization, hiring bees, and
observing bees, respectively. The reverse order strategy
between two points and the element exchange strategy
is adopted to accelerate the optimization speed. Accord-
ing to the chaotic Frank sequence, the data is encrypted
by multiple layers. The experimental results show that
the proposed method has a high scrambling performance.
The time required for ciphertext generation is less than
100ms, the encryption efficiency is high, and the data se-
curity is improved.

Keywords: Multi-Layer Data Encryption; Packet Convo-
lutional Chaotic Sequence; Residual Convolution Block;
Reverse Artificial Swarm Algorithm

1 Introduction

In the context of the continuous progress of network tech-
nology and computer technology, People gradually begin
to use computers for office and communication, and com-
puters can realize information communication and shar-
ing among users [12, 15, 18]. Mobile office has gradually
become the mainstream trend, and the office data in com-
puters is increasing day by day, which leads to some prob-

lems and security risks. For example, some illegal ele-
ments sneak attack and steal the mobile office data trans-
mitted in the network channel by some means, causing
serious problems The loss. In an environment where data
security cannot be guaranteed, it is of great significance
to study mobile office data encryption methods [13].

Bhushan et al. [3] proposed a cloud-assisted ciphertext
policy attribute base data sharing encryption method on
blockchain. For the data to be encrypted, the symmet-
ric key was encrypted by attribute encryption technology,
and the symmetric key was stored in the cloud server.
The key ciphertext was embedded in the blockchain to
realize data encryption. The ciphertext generated by
this method had low scrambling, and the security of
the encrypted data was poor. Zhang et al. [19] pro-
posed a social network privacy data protection method
based on blockchain, which classified and processed the
data that needed to be encrypted, established Hash func-
tion to anonymize the classified data, and encrypted the
data through asymmetric encryption algorithm. The
blockchain was simulated by python to achieve data en-
cryption protection. This method took a long time to
generate ciphertext, thus prolonged the data encryption
time, and had the problem of low encryption efficiency.

In order to solve the problems in the above methods, a
multi-layer data encryption method based on reverse ar-
tificial swarm algorithm and packet convolutional chaotic
sequence is proposed. This method uses chaotic sequence
to encrypt data double-layer, so as to improve the security
of data and enhance the effect of data encryption.



International Journal of Network Security, Vol.26, No.3, PP.417-424, May 2024 (DOI: 10.6633/IJNS.202405 26(3).09) 418

2 Proposed Method

2.1 Data Preprocessing

In order to improve the security of data, it is necessary
to de-noise it. By combining the independent component
analysis method [5, 9] and the empirical mode decompo-
sition method, the noisy data in the data is eliminated.

The M-dimensional data is represented by X =
[x1, x2, · · · , xm]T , which is obtained by linear aliasing of
n independent components d = [d1, d2, · · · , dn]T .

xi =

n∑
j=1

sijdj . (1)

Where sij represents the mixing coefficient, the matrix
X = Sd is used to describe the above equation. Where
S stands for mixed matrix. The observation signal model
will be interfered by noise in the daily application process,
and the data plus noise model is established:

X = Sd+ o. (2)

Where, the vector o is composed of noise. On the basis
of the added noise model, data x0 with noise is described
by the following formula.

x0 = s0d+

m∑
i=1

sioi. (3)

Where si represents the weight corresponding to noise
oi. s0 describes the weights corresponding to useful
data d. In order to process noisy data, it is necessary
to transform one-dimensional data into multidimensional
data through virtual observation channel. The standard
independent component model X is established by us-
ing O = [o1, o2, · · · , om]T to represent the virtual noise
present in the data:

X =


s0 s1 s2 · · · sm
0 1 0 · · · 0
0 0 1 · · · 0
0 0 0 · · · 0
0 0 0 · · · 1




d
o1
o2
...
om

 (4)

By solving the inverse matrix corresponding to the ma-
trix S and combining the independent component analysis
method, the separation matrix is obtained, and then the
optimal estimate Y = S−1X = D̄ of the original data is
obtained. The useful data of the data is extracted from
the output signal D̄, and the denoising of the data is re-
alized.

The analysis of the above process shows that establish-
ing virtual channel is the key to data denoising. Empirical
mode decomposition method [4, 8] is adopted to decom-
pose data X:

X =

m∑
i=1

IMFi + ri. (5)

Figure 1: Two convolution block structures in this paper

Where ri represents the remainder term. IMFi de-
scribes the decomposed intrinsic modal components. The
time spectrum corresponding to IMFi obtained from the
decomposition of the above formula is calculated, and the
mutual relation number T (d, IMFi) is set to analyze the
relationship between useful data d and the inherent modal
component IMFi.

T (d, IMFi) =
cov(d, IMFi)√

cov(d, d)cov(IMFi, IMFi)
. (6)

In the formula, cov(a, b) describes the covariance of a
and b, and the noise o is separated from the data according
to the cross-relation number T (d, IMFi):

o =

n∑
i=0

IMFi. (7)

2.2 Grouped Convolution Block

The middle part of the network consists of four resid-
ual convolution blocks, its structure is proposed in refer-
ence [2], as shown in Figure 1. Its structure is basically
the same as the basic convolutional block, including the
convolutional layer, batch normalization (BN) layer, and
nonlinear activation function, the main difference is that
a short connection is added between the input and out-
put, allowing the low-level and high-level feature maps to
be added, forcing the network to constantly fit the resid-
ual mapping. Using this structure can solve the prob-
lem that the accuracy reaches saturation and then de-
teriorates rapidly as the depth of the network increases,
and in the process of backpropagation of network train-
ing, such residual structure avoids the problem that the
weight becomes smaller and smaller due to a large num-
ber of derivation and compounding operations, resulting
in the disappearance of the gradient.

Group convolution was first proposed in AlexNet and
had been improved in ResNeXt [7] networks. Compared
with common convolution, it can reduce the network pa-
rameters, greatly reduce the computation with the same
accuracy, and it is not easy to overfit. So the network
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Figure 2: Grouping convolution block structure

uses two block convolution blocks after the residual con-
volution block to reduce the parameters of the network
and optimize the performance of the network.

The specific structure of the grouped convolution block
adopted in this paper is shown in Figure 2. First, 1 × 1
convolution is used to reduce the dimension of the input
feature graph on the channel, followed by 3×3 group con-
volution, and then 1×1 convolution is used to restore the
channel, and finally, the convolution result of the group
convolution block is output through the cross-layer short
connection structure. Small 1 × 1 and 3 × 3 convolution
kernels are used in this paper because more small convo-
lution kernels work better than fewer large ones, and with
fewer parameters.

2.3 Reverse Artificial Colony Optimiza-
tion

Artificial bee colony algorithm is an intelligent optimiza-
tion algorithm [6] based on the foraging process of bees.
Aiming at the optimization problem of data encryption
network, this paper introduces the reverse learning strat-
egy based on the artificial bee colony algorithm. The
calculation formula of the reverse learning strategy is as
follows:

R = A+B − r. (8)

Where A and B are the maximum and minimum values
of the elements in the individual respectively. r is the ele-
ment before the calculation. R is the calculated element.
As shown in Figure 3, the individual before calculation
is [7,5,6,2,1,3,4,8], where the maximum value is 8 and the
minimum value is 1. Formula (8) is used to calculate each
element, and the calculated individual is [2,4,3,7,8,6,5,1].

Figure 3: Reverse learning diagram

The introduction of reverse learning strategy expands the
search scope of initial population, hired bees and obser-
vation bees, and avoids the local optimization in the iter-
ative process to the greatest extent.

The steps of the reverse artificial colony algorithm are
described as follows:

1) In the population initialization stage, the initial can-
didate solution required by the simulation exper-
iment is randomly generated, the reverse solution
of the candidate solution is calculated, and the ini-
tial population is determined according to the fitness
value.

2) The hiring bee phase. In this stage, the candidate
solution is obtained by updating the initial popula-
tion, the reverse solution of the candidate solution
is calculated, and the rowable solution and the opti-
mal solution are determined according to the fitness
value.

3) Observing bee phase. In this stage, the candidate
solution is obtained by updating the feasible solu-
tion of the hired bee stage, and the reverse solution
of the candidate solution is calculated. The feasi-
ble solution and the optimal solution are determined
according to the fitness value.

4) Scout bee phase. In this stage, the solution that has
not been updated in the iteration process is selected
according to the selection probability, and the opti-
mal solution of this stage and the current algebraic
optimal solution are retained according to the fitness
value. The selection probability expression is as fol-
lows:

l =
F (i)∑Np

i=1 F (i)
. (9)

Where F (i) is the fitness value, that is, the objective
function value of this paper. Np is population size.

5) Determine whether the termination conditions are
met. If not, return to step 2; If yes, output the global
optimal solution.
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2.3.1 Encoding

In this paper, the integer encoding method based on
workpieces is adopted, assuming that the individual is
[8,5,3,6,7,2,1,4], taking the above individual as an exam-
ple, the length of the individual represents the number
of workpieces to be processed, and the number of work-
pieces to be processed is 8. Each number represents a
workpiece number, and the workpiece numbered ”8” is
the first workpiece to be machined. And so on, the order
of the individuals represents the processing order of the
first process.

2.3.2 Assignment Strategy

After the processing sequence of the first process is de-
termined, the processing sequence of the subsequent pro-
cesses is assigned by the longest processing time (LPT)
rule [1]. When the station of the parallel machine is idle
and multiple workpieces are queued in the temporary stor-
age area, the workpiece with the longest total processing
time is placed on the idle machine for processing. When
the parallel machine station is free and there is only one
work piece in the staging area, the work piece is allocated
according to the shortest processing time on the parallel
machine.

2.3.3 Neighborhood Search Strategy

The original artificial bee colony algorithm is used to solve
continuous problems. Therefore, the following two neigh-
borhood search strategies are adopted in this paper to im-
prove the update mechanism of the artificial bee colony
algorithm, so that the proposed algorithm meets the dis-
cretization characteristics of the hybrid flow shop schedul-
ing problem.

A. Reverse order strategy between two points
The reverse order strategy between two points is to

generate a new neighborhood solution by randomly se-
lecting two elements in an individual and arranging the
elements in reverse order between the two selected ele-
ments. For example, if the selected elements are 8 and 4
and the sum of the number of elements between them is
greater than 3, arrange the elements between 8 and 4 in
reverse order; If the selected elements appear to be ad-
jacent during element selection, the positions of the two
randomly selected elements are swapped. The selected
elements are 6 and 7, swap the positions of 6 and 7; If
the sum of the selected elements and the number of el-
ements between them is equal to 3, the three elements
are arranged in reverse order. The selected elements are
3 and 7, the middle element is 6, and the three elements
are arranged in reverse order.

B. Element exchange strategy
The element exchange strategy is to generate a new

neighborhood solution by exchanging two randomly se-
lected element positions, as shown in Figure 4. If the
selected elements are 3 and 6, swap the positions of 3 and
6.

Figure 4: Element exchange strategy diagram

2.3.4 Population Initialization

The quality of the initial population greatly affects the
optimization speed, so the reverse learning strategy is in-
troduced in this paper to improve the quality of the ini-
tial population. Np individuals are randomly generated
as the initial candidate solution, and the reverse solution
of the initial candidate solution is calculated according to
Equation (8). In order to ensure the consistency of popu-
lation size, individuals with the top Np fitness values are
retained as the final initial population according to the
elite optimization strategy.

2.3.5 Bee Hiring Phase

In this stage, the candidate solution is generated by us-
ing the reverse order strategy between two points on the
basis of the initial population, and the feasible solution is
retained according to the elite optimization strategy. The
specific steps are as follows:

� The reverse order strategy between two points was
used to update the initial population and generate
candidate solutions.

� The reverse solution of the candidate solution is cal-
culated according to Equation (8).

� In order to ensure the consistency of population size,
according to the fitness values of the candidate so-
lution and its reverse solution, the individuals with
the top Np fitness values are retained as the feasible
solutions at this stage, and the optimal solution El

i

is retained.

2.3.6 Bee Observation Stage

In this stage, the feasible solutions of the hiring bee stage
are updated by the element exchange strategy to generate
candidate solutions, and the feasible solutions of this stage
are retained according to the elite optimization strategy.
The specific steps are as follows:

� The element exchange strategy is used to update the
feasible solutions in the hiring bee stage to generate
candidate solutions.
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Algorithm 1 Pseudocode of hired bee phase algorithm

1: for i = 1 to Np

2: j:=z-uniform(1,1,random13)
3: k:=z-uniform(1,1,random13)
4: if j = k then
5: j:=z-uniform(1,1,random13)
6: end if
7: start-point:=j
8: end-point:=k
9: if end-point,start-point¿3 then

10: Reverse order the elements between the selected el-
ements

11: end if
12: if end-point,start-point=2 then
13: Exchange the selected element
14: end if
15: if end-point,start-point=3 then
16: Sort the selected elements in reverse order
17: end if
18: The reverse solution of the candidate solution is cal-

culated according to Equation (8).
19: The individual with Np before the fitness value re-

tained entered the observation bee stage as the feasi-
ble solution, and retained the optimal solution El

i.

� The reverse solution of the candidate solution is cal-
culated according to Equation (8).

� In order to ensure the consistency of population size,
according to the fitness values of the candidate so-
lution and its reverse solution, the individuals with
the top Np fitness values are retained as the feasible
solutions in this stage, and the optimal solution El

i

in this stage is retained.

Algorithm 2 Pseudocode of observation bee phase algo-
rithm
1: for i = 1 to Np

2: j:=z-uniform(1,1,random13)
3: k:=z-uniform(1,1,random13)
4: if j = k then
5: j:=z-uniform(1,1,random13)
6: end ifExchange the selected element
7: The reverse solution of the candidate solution is cal-

culated according to Equation (8).
8: The individual with Np before the fitness value re-

tained entered the scout bee stage as the feasible so-
lution, and retained the optimal solution El

i.

2.3.7 Scout Bee Stage

In this stage, the solution that has not been updated in
the iteration process is updated using the element ex-
change strategy, and the optimal solution in this stage
is retained according to the elite optimization strat-
egy [11,16,17]. The specific steps are as follows:

� According to the selection probability calculated by
Equation (9), the solution that has not been updated
for many times is selected and the element exchange
strategy is used to generate a new feasible solution.

� The optimal solution E3
i in this stage is retained ac-

cording to the fitness value.

� The current algebraic optimal solution E4
i is retained

according to the fitness value.

� The global optimal solution Ebest is output when the
iteration termination condition is met.

Algorithm 3 Pseudocode of scout bee phase algorithm

for i = 1 to Np

The selection probability is calculated according to
Equation (9).

3: The solution that has not been updated many times
is selected according to the selection probability.
j:=z-uniform(1,1,random13)
k:=z-uniform(1,1,random13)

6: if j = k then
j:=z-uniform(1,1,random13)

end if
9: Exchange the selected element.

The optimal solution E3
i in this stage is retained ac-

cording to the fitness value.
The current algebraic optimal solution E4

i is retained
according to the fitness value.

12: if Satisfy termination condition then
Output the global optimal solution Ebest.

end if
15: if otherwise then

Return to the hired bee phase to the next genera-
tion

end if
18: End.

3 Experiment and Analysis

In order to verify the overall effectiveness of the multi-
layer data encryption method based on chaotic sequence,
it is necessary to test it.

Multi-layer data encryption method based on chaotic
sequence, cloud-assisted ciphertext policy attribute base
data sharing encryption method based on blockchain (ref-
erence [14]) and social network privacy data protection
method based on blockchain (reference [10]) are used to
carry out encryption tests on data. The ciphertext bits
after encryption by the three methods are shown in Fig-
ures 5 ∼ 7.

It can be seen from Figures 5 ∼ 7 that after the pro-
posed method is used to encrypt mobile office data, there
is no rule in the change of ciphertext bits, while there
is a certain rule in the ciphertext bits generated by the
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Figure 5: Ciphertext digit with the proposed scheme

Figure 6: Ciphertext digit with the reference [14]

Figure 7: Ciphertext digit with the reference [10]

reference [14] method and the reference [10] method. By
comparing the test results of the proposed method, the
reference [14] method and the reference [10] method, it
can be seen that the ciphertext generated by the pro-
posed method has a high scrambling property, indicating
that the proposed method has a good encryption effect.

On the basis of the above tests, the time required to
generate ciphertext by the proposed method, the refer-
ence [14] method and the reference [10] method is ana-
lyzed, and the test results are shown in Table 1.

According to the data in Table 1, the proposed method
takes less than 130ms to generate the ciphertext, while the
other two methods take longer than 300ms to generate
the ciphertext. The proposed method is much lower than
the time required for ciphertext generation by the refer-
ence [14] method and the reference [10] method, because
the proposed method combines the independent compo-
nent analysis method and empirical mode decomposition
method to de-noise data, avoid the interference of noise
in the encryption process, shorten the ciphertext gener-
ation time and improve the encryption efficiency of the
proposed method.

4 Conclusions

In order to improve the security of data and avoid the
occurrence of data forgery and loss, it is necessary to en-
crypt the data. To this end, a multi-layer data encryption
method based on reverse artificial swarm algorithm and
packet convolutional chaotic is proposed that this method
deploys data denoising processing and uses chaotic se-
quence to deploys multi-layer encryption of data, which
improves data security and shortens data encryption time,
and verifies that the proposed method has good perfor-
mance in the field of data encryption and ensures the
security of data transmission and storage.
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Abstract

Edge computing builds a bridge between IOT devices and
data centers. However, due to the low configuration of
edge nodes and the limited computing and storage perfor-
mance, it is difficult for service providers to apply data se-
curity models that require many operations to edge com-
puting nodes. In this paper, we propose a unified edge
computing data encryption storage and processing model
called UdesMec. The model uses a unified edge node data
encryption protocol and ensures that the data encryption
model can be integrated with the application scenario. In
view of the low data processing performance and limited
storage capacity of edge nodes, the use of secret sharing
and homomorphic encryption algorithms enables all data
transmission to be carried out on ciphertext, and most of
the calculations are transferred to the cloud server. The
encryption model ensures the security of the user’s IoT
privacy data. The experiment evaluated its encryption
performance and system usability and showed that the
encryption model guarantees the security of user privacy
data.

Keywords: Cloud Computing; Data Security; Edge Com-
puting; Heterogeneous Network; Internet of Things

1 Introduction

With the rapid development of IOT technology and 5G
network, intelligent transportation, location service, mo-
bile payment and other new service modes continue to
appear [13, 23]. The number of smart phones, wearable
devices, network TV and other sensor devices has shown
an explosive growth, followed by the massive data gener-
ated by IoT terminals [20].

Edge computing is a new service model [21], the data
or tasks can be performed computing at the network edge
near the data source. Part or all of the computing tasks of
the original cloud computing center are migrated to the
vicinity of the data source for execution. The network
edge can be any functional entity from the data source to
the cloud computing center. These entities are equipped
with edge computing platforms that integrate the core ca-
pabilities of network, computing, storage and application,
and provide real-time, dynamic and intelligent comput-
ing services for end users. The concept of data processing
nearby also provides better structured support for data se-
curity and privacy protection [19]. Edge computing plays
an increasingly important role in the fields of Internet [29],
industrial robot, driverless, intelligent transportation and
so on. As a new decentralized architecture, it extends the
storage, computing and network resources of cloud com-
puting to the edge of the network to support large-scale
collaborative internet applications.

Due to the complexity and real-time of the edge com-
puting service mode, the multi-source heterogeneity of
data, and the limited resources of the terminal, the data
security and privacy protection mechanism in the tradi-
tional cloud computing environment is no longer suitable
for the protection of massive data generated by edge de-
vices [2]. Data storage security, sharing security, comput-
ing security and privacy protection are becoming more
and more prominent [25]. In addition, the advantage of
edge computing is that it breaks through the limitation
of terminal hardware, and makes portable devices such as
mobile terminals participate in service computing, which
realizes mobile data access, intelligent load balancing and
low management cost. However, it also greatly increases
the complexity of access devices. Due to the limited re-
source of mobile terminals, their data storage and com-
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puting capacity and security algorithm execution capacity
also have certain limitations.

In the huge terminal network, the data storage secu-
rity of terminal devices, data sharing security and other
issues have become extremely complicated. Because edge
computing applications often rely on real-time collected
data to control devices, once the central processing node
is attacked, wrong control commands are issued to the
edge computing network, which can seriously endanger
the safety of people and property [11]. In this paper, we
propose a unified data encryption storage and processing
model for edge computing system. In view of the charac-
teristics of the huge number of sensor nodes in the edge
network, the diversity of device, the heterogeneity of the
network, etc. [6], a unified edge node data encryption pro-
tocol is proposed, and the data encryption model can be
integrated with application scenarios. The model divides
the entire edge computing system into cloud service layer,
edge layer and application layer. In view of the low perfor-
mance of edge node data processing and limited storage
capacity in edge computing [3], we adopt secret sharing
and homomorphic encryption algorithms, so that all data
is transmitted in ciphertext and most of the computation
is transferred to the cloud server. The cloud directly cal-
culate and analyze the ciphertext transmitted from the
edge node. The encryption model ensures the security
of user privacy data. The innovations of this paper are
summarized as follows:

� We design a complete data encryption model suitable
for the field of edge computing, which is applied to
the edge node and cloud server to ensure that the
data collected from the IoT devices can be safely
transmitted to the edge layer, cloud service layer and
application layer in the form of ciphertext.

� We design an application layer authentication and ac-
cess control mechanism to enable users to outsource
their IoT sensor data to the computing resources
provided by cloud service providers without worry-
ing about the security threats of malicious attackers.
Cloud service providers can integrate server resources
for edge computing, provide services for different user
groups in a unified hardware and software system,
and adopt an access control mechanism to ensure
that each user can only access the data they own.

� Through a large number of experiments, we evalu-
ate the communication and computing performance
overhead of the model, test the feasibility of the
model in the actual edge computing application sce-
narios, and prove the effectiveness of our proposed
model.

2 Related Work

Nowadays, there are relatively mature and complete se-
curity protection schemes and technical systems in cloud

computing [22]. However, Due to the new features of
lightweight equipments and heterogeneous architecture in
edge computing, the security models of traditional cloud
computing have become no longer applicable [10]. Among
them, the application of cryptographic technology in the
edge computing environment is of great significance to
solve data security issues [18].

In the edge computing architecture, cloud servers, edge
servers and users have different ownership and control
rights to key information, which makes key negotiation
for edge computing environment more complex [4]. Both
the communication between edge nodes and the communi-
cation between edge nodes and cloud servers require the
support of key agreement technology. In addition, any
link in the edge computing model requires a security key
as protection. For example, the device layer requires an
authentication key, and the communication layer requires
a session key. A complete and secure key system is essen-
tial. Jia et al. [7] designed an identity-based anonymous
authentication key agreement protocol for the mobile edge
environment. The protocol can complete the identity ver-
ification process of both parties only in a single message
exchange round, and guarantees user anonymity and non-
traceability. Although the computing time has obvious
advantages compared with other schemes, the specific im-
plementation of the protocol is still limited by the com-
puting power of the devices. The authors described a
three-party key negotiation scheme [8] applied in CK se-
curity model, however, it does not provide anonymity pro-
tection for devices and servers.

Encryption of communication data is the most basic
and common application of cryptography in the field of
edge computing [28]. Compared with the cloud, the data
storage capacity of the edge network is much less, and
the data stored in the edge can be localized information
shared by multiple users. Since the public key encryption
mechanism is still too complex in the edge computing
framework [12], terminal devices with limited resources
cannot afford such a huge amount of calculation when
performing decryption operations. How to lighten the en-
cryption algorithm is still an important and challenging
task. The most common public key encryption system is
an identity-based public key encryption system [10]. The
identity encryption system takes the identity information
of the subject as input, outputs the corresponding pub-
lic key information through the key derivation function,
and generates the corresponding private key [5]. This ap-
proach solves the cost problem when using the digital cer-
tificate. Kim et al. [9] proposed an identity-based broad-
cast encryption technology to support data encryption in
the edge computing architecture. By entrusting partial
decryption to the edge, it greatly reduces the computing
and communication overhead required by the terminal de-
vice. When the data in the edge device needs to be further
processed and analyzed, the edge devices outsource the
data to a third party to obtain more advanced comput-
ing resources and services, which results in the separation
of the ownership and the data control. For the problem
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Figure 1: Hierarchical security integration model diagram

of data outsourcing, fully homomorphic encryption [15] is
a feasible scheme, and its characteristics ensure that the
results of algebra operation on ciphertext are consistent
with that of plaintext after algebra operation.

Traditional cloud computing-oriented privacy protec-
tion mechanisms are not fully applicable to edge de-
vices [4], and the algorithm execution ability carried by
edge nodes is also limited. However, the existing related
work cannot integrate cloud computing and edge com-
puting well [20]. In this paper, we propose a hierarchical
security integration model of end-cloud integration, data
can be safely stored in the cloud and edge nodes according
to application requirements. Furthermore, the model can
safely carry out end-cloud data interaction, serve relevant
applications, and give full play to the end-cloud integra-
tion of cloud computing and edge computing.

3 UdesMec Model

The entire hierarchical security integration model is
shown in Figure 1, which consists of three layers: cloud
service layer, edge layer and application layer.

Edge Layer: It is composed of IoT device networks and
edge computing nodes. Each terminal network has a
certain number of edge computing nodes responsible
for the network data collection and processing. They
are usually computers, servers or base stations with
computing performance. They collect data from IoT
terminals, and provide certain data calculation and
data storage function.

Cloud Service Layer: The cloud service layer is usu-
ally composed of cloud servers, which are provided
by service providers and are responsible for receiving
encrypted pre-processed data from edge computing
nodes. Since the data is homomorphic encrypted by
the edge node, it can be encrypted directly in the
cloud server, without any decryption operation in the
cloud service layer, and do not disclose the privacy
data of any IoT device.

Application Layer: For data owners, they connect a

large number of IoT devices to the whole edge com-
puting network through the application software pro-
vided by the service provider. The IoT devices trans-
mit data to the edge nodes and store them in the
cloud. Users need to enjoy corresponding services
in the application system provided by the service
provider, such as viewing and analyzing data. For
service providers, they need to maximize the use of
their own server resources to provide services to the
customer. The system can meet the different users
access requirements for different data, and has a com-
plete user authentication and access control mecha-
nism to ensure the data security and ensure that the
user data is not stolen by other malicious attackers.

3.1 Edge Layer Ciphertext Model

This section mainly takes the system implemented in the
experimental part as an example to introduce the edge
layer ciphertext model. The IoT terminals are cameras
in the distributed camera network, which transmits the
original video data to the edge computing, and the edge
computing node identifies the person in the image through
the image processing function, and generates the person’s
coordinates, the person’s color histogram and other data.
The character color histogram is structured data, due to
the large number of data lines, it is regarded as unstruc-
tured data and transmitted in the form of file in the secu-
rity integrated system. For the data model of the system,
it is necessary to generate an independent meta database
for each edge node to store independent keys and other
information.

Given an edge node a, according to RSA algorithm,
randomly generate two prime numbers p1 and p2 (usually
use prime numbers exceeding 512 bits, such as 1024 bits)
to obtain their product n. As shown in Formula (1), two
prime numbers p1 = 53, p2 = 59 are generated for node
a, and n = 3127, φ(n)= 3016 are obtained (To ensure the
readability of the data and simplify the calculation, the
keys are all set to smaller values.). It is also necessary to
generate a random number p, which represents a positive
integer that is relatively prime to n.

φ (n) = (p1 − 1) (p2 − 1) (1)

After setting the metadata of the edge node, the edge
node is initialized and can receive the original video data
from cameras. After the recognition processing of each
frame of camera data, the structured data as shown in Ta-
ble 1 is obtained. It mainly includes the frame sequence
number id, camera number cam id, time stamp times-
tamp, coordinates of the person square x1, y1, x2, y2, and
RGB histogram file of the person. The symbols S and
PRI are reserved fields for ciphertext operation. Edge
node a generates a separate column key ck for each field,
and obtains a ciphertext value Ve of each field according
to the generated n. Vkey is generated by ckA and ri, as
shown in Formula (2).

Vkey = g (r, (x, y)) = xprymodφ(n)modn (2)
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Then, Ve is generated through Vkey and plaintext V.
Ve is the ciphertext value after the data is encrypted, as
shown in Formula (3).

Ve = E (V, Vkey) = V V −1
keymodn (3)

where V −1
key represents the modular inverse of Vkey.

VkeyV
−1
keymodn = 1 (4)

The encrypted structured data contains the extracted
structured data such as person’s coordinates, while the
histogram provides the required person recognition data
information in the form of file. The edge node only needs
to upload the ciphertext value Ve and the person his-
togram file to the cloud service layer, which is stored and
processed by the cloud server. In the case of limited stor-
age capacity of edge nodes, only small original video data
can be retained, or even the original video data cannot
be retained. In addition, due to the use of the RabbitMQ
message queue to transmit data between the cloud service
layer and the edge layer, once the edge layer encounters
a weak network or no network environment, the data will
wait at the edge node until the network is restored and try
to send again, without losing data due to network delays.

3.2 Ciphertext Model of Cloud Service
Layer

The cloud server collects the frame data from all edge
nodes. Due to the uncontrollable factors such as net-
work delay, the same frame data from different nodes do
not be strictly delivered to the cloud server at the same
time, and the frame synchronization between different de-
vices needs to be carried out through the frame sequence
number. Therefore, it can be seen from Table 2 that the
frame sequence number is not encrypted, but stored in
plaintext, which is convenient for facilitating data syn-
chronization of cloud service and avoiding decrypting the
data in each frame synchronization. After the frame syn-
chronization of the cloud server, the system compares the
characters with the gallery characters, uses the character
re-identification technology to obtain the trajectory data
of the characters appearing under the camera, and stores
them in ciphertext.

The cloud service layer directly stores ciphertext on the
cloud server to ensure the security of the character track
data. Because the data model adopts a homomorphic en-
cryption algorithm, the data owner can directly perform
the required operation on ciphertext, and obtain track
plaintext data by decrypting data when it is necessary to
view data.

3.3 User Authentication and Key Trans-
mission in Application Layer

The application layer is composed of service providers and
users. A service provider owns the cloud server resources

Figure 2: Flow of ciphertext acquisition

and deploys the application of security integration model
at the edge node. It transfers and stores the database
key (includes n, p, p1, p2 and column key ck) from the
edge node in its own security database, acting as a trusted
third party (TTP) provides authentication mechanism for
data owners to view and process their own data. In addi-
tion, the key information stored in the edge node can also
be saved by the data owner, and the encryption and de-
cryption client application can be designed by itself. This
model can also ensure the security of the data in the cloud
service provider.

Since the service provider manages the data key of
the edge node, when users need to view the plaintext
data, they need to obtain the key for decryption. The
model uses a user authentication mechanism, and users
obtain their corresponding keys through identity verifica-
tion. The service provider (SP) has two entity resources:
cloud server and TTP. The user first sends a user login
request to TTP, and applies for an access token (AT) with
its own identity information. After TTP verifies the user
identity, it returns AT generated by the user. The user au-
thorizes AT to the client application, and the system uses
AT to apply to SP for database key information. After SP
verifies the authenticity of AT, it returns the database key
information (n, p, φ(n), ck, etc.) to the client application.
After the client application obtains the key information,
it uses AT to apply to the cloud server under the jurisdic-
tion of SP to obtain the ciphertext. After the system in
the cloud server verifies AT, it transmits the ciphertext of
the specified database to the client application according
to the information carried by AT. The client application
uses the database key to decrypt by itself, and returns
the plaintext data to the client, Figure 2 describes the
acquisition process of the entire ciphertext.

3.4 Data Analysis and Application

3.4.1 Ciphertext Data Operation in Cloud Ser-
vice Layer

In the security integration model, the IoT terminal de-
vice data is preprocessed by the edge node and uploaded
to the cloud for encrypted storage. The data is stored in
the cloud in the form of ciphertext, which can support
the data owner to perform operations on the cloud data
and get the ciphertext calculation results. After the cloud
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Table 1: Comparison of communication overhead of the ciphertext model
Field Plaintext value V Column key ck Ciphertext value Ve

Frame sequence number id 1 NULL NULL
Camera number cam id 1 (2,2) 391
Timestamp timestamp 0001 (2,3) 1759
Character coordinate x1 23 (2,2) 2739
Character coordinate y1 94 (5,7) 1163
Character coordinate x2 194 (1,3) 806
Character coordinate y2 471 (11,13) 503

Histogram data file histogram xxx,npy NULL NULL
S 1 (3,1) 2606

PRI 3 (2,3) 391

Table 2: An example of the data structure of the character track in the cloud server (n = 3127, p = 2)
Field Plaintext value V Column key ck Ciphertext value Ve

Frame sequence number id 1 NULL NULL
Camera number cam id 1 (2, 2) 391
Time stamp timestamp 0001 (2, 3) 1759
Character coordinate x1 23 (2, 2) 2739
Character coordinate y1 94 (5, 7) 1163
Character coordinate x2 194 (1, 3) 806
Character coordinate y2 471 (11, 13) 503

S 1 (3, 1) 2606
PRI 3 (2, 3) 391

re-identifies the person in each frame of data that is trans-
mitted, it needs to calculate the relative position of the
person in the camera and use it as a support to draw the
person trajectory map. This operation needs to add the
ciphertext values x1 and x2 of the coordinate data to ob-
tain the ciphertext result, and then decrypt the ciphertext
at the data owner to obtain the relative position of the
character in the x -axis of the video. The UdesMec sys-
tem supports most operators of SQL statements. First,
the encrypted query implementation of addition, subtrac-
tion and multiplication operators is introduced.

1) Multiplication Operator

The data table T has two encrypted columns, A and
B. Which have column secret keys ckA = ⟨xA, yA⟩
and ckB = ⟨xB , yB⟩ respectively. Assuming that the
result of multiplying A and B is column C, the col-
umn key of column C is ckC = ⟨xC , yC⟩. To obtain
the value of C from the values of A and B, Ce and
ckC need to be calculated. The protocols of the user
side mul x (Custom Protocol Stack) and mul y (Cus-
tom Protocol Stack) are executed to obtain ckC as
follows.

ckC = ⟨xC , yC⟩ = ⟨xAyB , xA + yB⟩ (5)

Execute the protocol mul y ce on cloud database to
get ce as follows.

Ce = AeBemodn (6)

According to formulas (2)∼(4), the following formula
is obtained.

Ckey = xC · pryC = Akey ·Bkey (mod n) (7)

Therefore, it can be proved that

C = Ce ·Ckey = A ·A−1
key ·B ·B−1

key ·Akey ·Bkey = A ·B
(8)

2) Addition and Subtraction Operators

For multiplication, the result column can be obtained
by multiplying Ae and Be, and ckC can be obtained
by ckA and ckB . To support addition and subtrac-
tion operators, the key update operation U and two
auxiliary columns S and PRI need to be introduced
to complete the operation.

The value of each row in column S is a constant 1,
while each value in PRI is a random prime number.
The key update operation U can generate a new col-
umn, so that C = U (A,< xC , yC >). The generated
column C is equal to column A updated with oper-
ator U (C=A), and ckC has a specific initial value
according to the needs of operation. Se = S−1

key can
be obtained from Formula (3). Define two tempo-
rary variables j and k, and make the user perform
the following operations to obtain j and k.

j = y−1
S (yC − yA)mod φ (n) (9)

k = xAx
j
Sx

−1
C (10)
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After getting j and k, which are sent to the cloud
database. The cloud database performs the following
operations.

Ce = k ·Ae · Sj
e (11)

After calculation, the value of column C is equal to
that of column A, which can be proved as follows.

C = CeCkey = xA ·xj
S ·Ae ·

(
S−1
key

)j

· pryC = A (12)

The key update operation U assists other operators
to complete the operation. The key update operation
U is designed to ensure the safe operation of these
operators, its own security must be guaranteed. In
Section III.E, we will prove the security of key update
operation.

As with multiplication, consider the operation
C=A+c, where c is a constant. First, calculate
A+ (S · c), S is a constant column. Then C= A+B
is calculated to complete the operation.

In the edge node database, the metadata is n = 3127,
p = 2, p1 = 53, p2= 59. According to the For-
mula (4), the two coordinate values x1 = 23 (ckx1

= ⟨2,2⟩) and x2 = 194 (ckx2
= ⟨1,3⟩) are encrypted.

Vkey = g (r, (x, y)) = xprymodφ(n)modn (13)

The ciphertext values are vex1
= 2739 and vex2

= 806,
which come from the same frame data. The two ci-
phertext values are stored in the cloud service layer.
The cloud does not need to obtain the metadata, but
only needs to perform the key update operation ac-
cording to the following formula.

j = y−1
S (yC − yA)modφ (n) (14)

k = xAx
j
Sx

−1
C (15)

Then, according to Formula (16), the ciphertext is
added (vex1 and vex2) in the cloud to obtain the tem-
porary ciphertext ve = 834.

ve = v′ex1
+ v′ex2

(16)

Through Formula (17), the plaintext value corre-
sponding to ciphertext 834 is 217, which is consistent
with the result of direct plaintext addition.

V = D (Ve, Vkey) = VeVkeymodn (17)

The temporary ciphertext ve= 834 can be stored in
the cloud server according to the user needs, waiting
for the application layer to obtain it, or performing
other operations on it. Due to the support of homo-
morphic encryption algorithm, the cloud can calcu-
late the ciphertext without decryption, which meets
most of the data operation and analysis needs.

3.4.2 User Layer Data Application

The data owner directly performs data analysis opera-
tions on the cloud encrypted data in the application layer
system, and transfers all calculation and storage require-
ments to the cloud service layer. It only needs to obtain
the ciphertext result and decrypt it. In the edge node of
the edge layer, only the unique database key of the node
is stored, which avoids the privacy data leakage of other
edge nodes due to the capture of the edge node by an at-
tacker. In addition, the attacker can only obtain the key
data of current edge node database, but because the at-
tacker cannot pass the TTP user authentication, and the
ciphertext of cloud service layer is only open to the users
who pass the TTP authentication. The attacker cannot
disguise as a normal user to log in to the system and use
the stolen key to obtain the data. The user group (data
owner) can pass the TTP verification and use the key to
directly perform ciphertext operations on the ciphertext
existing in the cloud, or directly transmit the ciphertext
from the cloud to the client for decryption and viewing.

4 Experiments

For the system with the proposed security model
(UdesMec), user privacy data is stored and calculated
in the form of ciphertext. We mainly analyze the fea-
sibility of the system, and further verify the proposed
system can guarantee data security and privacy. The
experiment adopts a cloud server (Intel Xeon CPU e3-
1270 @ 3.40GHz) as the cloud service layer to perform
ciphertext calculations, and four single machines as edge
nodes (CPU: Intel Core i5-6200U@2.3GHz , graphics
card: NVIDIA GeForce GTX 760 2GB). The camera cap-
ture video resolution is 640×480, and the video capture
rate is limited to 3FPS. We have developed a human
trajectory tracking and trajectory prediction system in
a multi-camera scene. The prototype program of the sys-
tem is written in Python.

4.1 Analysis of Communication Cost of
System

In this section, we mainly analyze the communication
overhead of introducing a security model, and compare
the proposed encryption method with other state-of-art
algorithms. The comparison algorithms are listed as fol-
lows.

AggBPE [14]: The ciphertext is stored in the form of
ve = gmrnmodn2 and stored as two different cipher-
text xi and xi

2. Suppose that the number of n bits
in the experiment is 1024 and the number of n2 bits
is 2048, then the storage bits of the data generated
by N IoT devices are 4096×N bits.

LPDA [1]: The algorithm aggregates xi and xi
2 into a ci-

phertext cis =
[
1 + n× aj ×

(
xi × α0 + x2

i

)]
modn2,
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Therefore, the number of bits stored by LPDA is
2048×N.

TPCS [26]: the algorithm uses a pseudonym and a Pail-
lier password system to protect the privacy of data
processors. In addition, it designs three authentica-
tion protocols, which ensures that only the legitimate
processor can pass the authentication.

The communication overhead of the three models un-
der different equipment numbers is shown in Table 3. It
can be seen that the security model proposed in this sec-
tion has obvious advantages over other encryption algo-
rithms in terms of communication overhead.

Table 3: Comparison of communication overhead of ci-
phertext models

IoT device
number

AggBPE LPDA TPCS UdesMec

0 0 0 0 0
100 0.45 0.28 0.37 0.19
200 0.75 0.46 0.69 0.28
300 1.21 0.58 1.12 0.39
400 1.58 0.76 1.38 0.41
500 2.08 1.1 1.76 0.5
600 2.43 1.22 2.18 0.56
700 2.78 1.43 2.34 0.69
800 3.18 1.54 2.83 0.73
900 3.58 1.69 3.07 0.93
1000 4.05 2.01 3.29 1.1

4.2 Analysis and Evaluation of System
Operation Cost

To ensure the fairness of the experiment, we set the pa-
rameters of all models to the same number of bits and per-
form encryption operations on the plaintext value. The
experiment is runs 50 times, and the average value is taken
as the result of the experiment. The experimental re-
sults are shown in Figures 3 and 4. The experimental
results show that compared with the plaintext operation,
the proposed algorithm and the other three models have
certain performance overhead. But compared with the
other three algorithms, the ciphertext model proposed in
this paper has less computing overhead and better per-
formance both at the edge and in the cloud.

The model is oriented to a unified edge computing data
processing scenario and is suitable for different structured
data models. To evaluate the computational cost of the
ciphertext model for different data processing, we also an-
alyze the average time cost of the ciphertext under com-
mon operators. The results are shown in Table ??. Which
lists the multiples of the operation time of the three dif-
ferent operators in the ciphertext compared to the oper-
ation time of the plaintext. For the encryption model,
the addition and subtraction operation is compared with
the multiplication operation, because the additional key

Figure 3: Average encryption cost per frame

Figure 4: Average encryption cost per frame

update mechanism is added, which causes the operation
to take longer. Due to the development of modern com-
puter hardware, ordinary addition and subtraction oper-
ations do not constitute any overhead to the hardware.
For example, although the ciphertext model has reached
50 times that of plaintext addition and subtraction, it is
only 0.0087ms and 0.0084ms per frame, which is limited
for the system overhead.

Table 4: The multiple of operation cost of data ciphertext
operator relative to plaintext cost

Operation Multiply Add subtract
Average Time Cost 9.86× 58.19× 51.86×

4.3 System Feasibility Assessment

In the experiment, we use nine cameras to simulate a
camera network. In this network, the camera continu-
ously collects raw video data, the number of frames per
second is set to 3, and the collected images are analyzed
using the YOLO algorithm [16] to extract the movement
information and color histogram features of the characters
appearing in the video. The communication between the
cloud service layer and the edge layer adopts socket com-
munication mode based on TCP transmission, and the
obtained frame data is directly transmitted to the cloud
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server. The cloud server performs ciphertext calculations
on the received data in real time to obtain the ciphertext
information of the relative position of the person. In the
experiment, assuming that the width of the camera reso-
lution is Camw and the length is Camh, the calculation
formula of the relative position rp of the person under the
x-axis of the camera is as follows:

rp =
(x1 + x2) /2− Camw/2

Camw/2
(18)

From the above formula, it can be seen that to ob-
tain the relative position rp, a non-integer multiplication
operation is required for the encrypted value. However,
the data in the system data model can only be calculated
in the integer range. Therefore, for operations involving
decimals, if the user needs the final plaintext result, a
compromise method needs to be taken to retain the ci-
phertext value of x1+x2 and decrypt it in the application
layer. In actual scenarios, corresponding coding designs
can be designed according to different computing require-
ments. In the experiment, two scenarios are used to verify
the system delay.

The experimental results are shown in Figures 5 and 6.
In the first scenario, the average processing time of each
frame is about 0.35s, and the maximum delay reaches
0.37s. In the second scenario, compared with the first
scenario, the processing time of each frame rises to about
0.37s. This is because as the number of cameras increase
accordingly, the collected data increases correspondingly,
and the cloud server and edge nodes need more time to
process these data.

However, the computational pressure caused by the in-
creased cameras is shared by the edge nodes, and the
cloud server only needs to process simple structured data.
The average processing time per frame in the second sce-
nario is only increased 0.02s compared to one-camera sce-
nario. For 3FPS video, the time to generate frame data is
about 0.334s, the security integrated system can display
the character track data before the current time point to
the user in near real time in both scenarios. In a large-
scale distributed camera network, with the help of the
edge computing model, more edge nodes can be deployed
to ensure the efficiency of camera data processing. It is
also possible to increase the cloud server or improve the
configuration of the cloud server to ensure the efficiency
of data aggregation processing, thereby ensuring the scal-
ability of the system.

4.4 Query Performance

The main purpose of TPC-H (TPC Benchmark-H) [27] is
to evaluate the decision support ability of specific queries.
The benchmark simulates the database operation in the
decision support system, tests the response time of com-
plex queries in the database system, and takes the num-
ber of queries executed per hour as the measurement in-
dex. For the analysis of query performance, the exper-
iment uses TPC-H to test the system. TPC-H test in-

Figure 5: Delay analysis in real time processing (1 cam-
era)

Figure 6: Delay analysis in real time processing (9 cam-
era)

cludes all commonly used query operators and complex
queries. TPC-H usually means that the database can
support routine use and deal with some complex business
scenarios. It is compared with other two widely studied
algorithms of encrypting database model (MONOMI [24]
and CryptDB [17]).

In the experiment, all the statements of TPC-H can
be executed correctly. Tables 4∼ 6 show the ratio of the
execution time of the 22 sentences of UdesMec execut-
ing TPC-H to the execution time of the plaintext query.
The sentences Q4, Q11, Q12, Q13, Q16, and Q21 are not
listed in UdesMec because they do not involve ciphertext
operations. CryptDB and MONOMI models cannot sup-
port Q13, Q15 and Q16. It can be seen that UdesMec is
much more efficient than CryptDB in the execution time
of most statements, which is close to MONOMI.

5 Conclusion

Aiming at the large number of edge nodes and the charac-
teristics of heterogeneous network, we propose a unified
edge computing data encryption storage and processing
model in this paper. Because the edge node has the char-
acteristics of low data processing performance and limited
storage capacity, secret sharing and homomorphic encryp-
tion algorithms are used to enable all IoT terminal device
data to be calculated in cipher text, transferring most
of the amount of computation to the cloud service layer.
The model reduces the computing and storage pressure
of edge computing nodes, and most of the calculation en-
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Table 5: The proportion of execution time with plaintext (Q1∼Q7)
Methods Q1 Q2 Q3 Q4 Q5 Q6 Q7
CrptDB 38.17X 2.4X 4.6X 3.5X 3.45X 6.7X 2.8X
MONOMI 2.6X 2.5X 2.4X 2.1X 1.9X 2.2X 1.7X
UdesMec 11.29X 1.9X 1.9X NULL 1.89X 15.79X 1.68X

Table 6: The proportion of execution time with plaintext (Q8∼Q14)
Methods Q8 Q9 Q10 Q11 Q12 Q13 Q14
CrptDB 5.6X 4.8X 4.94X 5X 4.95X NULL 6.1X
MONOMI 2.42X 2.45X 2.5X 2.54X 2.5X NULL 2.51X
UdesMec 2.48X 2.4X 2.45X NULL NULL NULL 2.43X

sures is transferred to the cloud service layer. The model
reduces the computing and storage pressure of edge com-
puting nodes, and ensures that device data can still be
efficiently collected and processed under the encryption
algorithm. The security integration model also includes
an application-layer authentication mechanism to ensure
the privacy of data owners. At the same time, service
providers can integrate their own server resources, provide
services for different user groups in a unified software and
hardware system, and use an access control mechanism to
ensure that each user can only access the data they own.
The experiment evaluated the communication cost and
computing cost of the model, and tested the feasibility of
the model in actual application scenarios.
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Abstract

The normal functioning of the power generation enterprise
network is closely tied to the functioning of the power
generation system, and the necessity of detecting abnor-
mal traffic for intrusion prevention cannot be overstated.
Firstly, aiming at the imbalance between abnormal and
normal traffic in the power generation enterprise network,
this paper proposed an improved synthetic minority over-
sampling technique (ISMOTE) method to process the bal-
ance of the dataset. Then, an improved white shark opti-
mizer (WSO) was designed to optimize the extreme learn-
ing machine (ELM) parameters, i.e., using the improved
white shark optimizer-extreme learning machine (IWSO-
ELM) algorithm to realize abnormal traffic intrusion de-
tection. It was found that the dataset, after applying the
ISMOTE, achieved better performance in intrusion detec-
tion. The IWSO algorithm improved the intrusion detec-
tion effect of ELM by more than 10%. The F1 value of the
IWSO-ELM algorithm on the NSLKDD and UNSWNB15
datasets reached 95.10% and 99.34%, respectively, which
was better than the decision tree, support vector machine,
and other methods. The findings prove the effectiveness
of the IWSO-ELM method, making it applicable to imple-
mentation in real-world power generation enterprise net-
works.

Keywords: Abnormal Flow; Extreme Learning Machine;
Optimization Algorithm; Power Generation Enterprises;
Synthetic Minority Over-Sampling Technique

1 Introduction

Under the influence of the continuous development of
computers and the Internet, power generation enterprises
are also increasingly moving towards automation and in-
telligence, leveraging the potential of the Internet and big
data to construct power grids [14], realizing efficient per-
ception and processing of data, and providing people with

more convenient and high-quality services. However, with
the continuous expansion and update of the power gen-
eration enterprise network, the exposure of the network
is wider, the structure is more complex, and in the face
of security threats, it is also more vulnerable. Attackers
may remotely attack the network of power generation en-
terprises to illegally obtain access rights, steal confidential
content, or spread malware and viruses through E-mail,
websites, etc., to destroy the hardware equipment of the
power system.

Attacks on the network of power generation enterprises
will affect the normal functioning of the entire system, re-
sulting in failure of the power system, which is not good
for social stability. Therefore, it is particularly important
to detect the security of the network of power genera-
tion enterprises. At present, most power generation en-
terprises use manual updating and maintenance methods,
by strengthening access control, regular backup data, etc.,
to protect network security, there are also some encrypted
communication algorithms, firewall technology has been
applied, but these methods can not meet the needs of
the growing expansion of power generation enterprise net-
work, and it is necessary to constantly update and im-
prove the security strategy. In order to deal with more
and more complex network intrusions and threats. In the
attacks on the network of power generation enterprises,
the abnormal traffic intrusion based on distributed denial
of Service (DDoS) is very common and typical [1], which is
known for its distinctive feature of generating a substan-
tial volume of abnormal traffic. At present, the common
method is to analyze the characteristics of abnormal traf-
fic through machine learning and other methods to realize
intrusion detection.

Do et al. [8] used some data dimensionality reduction
techniques and the random forest supervised classification
algorithm in their study. They found that the method ob-
tained good results on all measures. The model proposed
by Ma et al. [15] achieved an accuracy of over 99% on the
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test dataset using a combination of kernel support vec-
tor machine and linear discriminant analysis. Dandil [7]
designed a new method combining negative selection al-
gorithm (NSA) and clonal selection algorithm (CSA) to
detect abnormal web traffic. The average accuracy of C-
NSA reached 94.30%.

Choi et al. [6] developed system based on autoen-
coder for detecting intrusion and found that the accu-
racy of the approach reached 91.70%. In order to fur-
ther enhance the performance of abnormal traffic intru-
sion detection, this paper designed an improved white
shark optimizer-extreme learning machine (IWSO-ELM)
approach for power generation enterprise networks and
proved the availability of this method through experimen-
tal analysis. The proposed approach can achieve accurate
and fast detection of abnormal traffic and provides a more
efficient means for ensuring the safety of power genera-
tion enterprise networks, which is beneficial for further
enhancing the security and reliability of power generation
enterprise networks.

2 Abnormal Traffic Intrusion De-
tection Method

2.1 Balanced Processing of Datasets

In the network of power generation enterprises, most of
the traffic generated in the communication process is nor-
mal traffic, and the number of abnormal traffic is small.
In the commonly used abnormal traffic intrusion detection
dataset, the proportion of abnormal traffic is also small,
that is, there is a large imbalance in the dataset, and this
imbalance will lead to inadequate training of the algo-
rithm and affect the detection performance [23]. There-
fore, this paper designs an improved synthetic minority
oversampling technique (ISMOTE) algorithm to achieve
a balanced processing of the dataset.

The principle of SMOT is to randomly generate new
sample xnew by using nearest neighbor xk of sample xk.
The used formula is:

xnew = x+ rand(0, 1)× (xk − x).

However, this method may affect the distribution den-
sity of the dataset and cause noise samples [2]. In order
to avoid the marginalization problem of generating new
samples by SMOTE, this paper improves SMOTE. As-
suming that there is an imbalanced dataset called D, the
majority class samples in it are regarded as the negative
class, denoted as Dmaj , and the minority class samples
are regarded as the positive class, denoted as Dmin. The
steps to improve SMOTE are as follows.

1) k samples are randomly selected from Dmin as clus-
tering centers. Then, each sample is allocated into its
nearest cluster. The cluster center was recomputed
continuously, and the sample division is adjusted un-
til the cluster center did not change. k clusters (ci)
are obtained.

2) In any cluster cj , three samples (xo, xp, xq) are se-
lected to form a triangle. The center of gravity sam-
ple vector of the triangle is:

xg = (
1

3

3∑
j=1

xj1,
1

3

3∑
j=1

xj1, · · · ,
1

3

3∑
j=1

xjn).

3) A new sample called xnew is randomly generated be-
tween xg and triangle vertex xj using the following
formula:

xnew = xj + rand(0, 1)× (xj − xg).

4) Steps (2) - (3) are repeated in k clusters untilDmin ≥
Dmaj .

5) A balanced dataset called Dnew is obtained by syn-
thesizing Dmin and Dmaj .

2.2 Extreme Learning Machine

Anomaly traffic intrusion detection is actually the clas-
sification problem between abnormal and normal traffic.
An extreme learning machine (ELM) has the advantages
of few parameters and high efficiency [9] and has been
well applied in many fields [20]. Therefore, this paper
implements anomaly traffic intrusion detection of power
generation enterprise network based on ELM.

Suppose that in ELM, the quantity of neurons in the in-
put, hidden, and output layers is n, l, and m, respectively.
For training sample {xi, ti}Ni=1, after ELM processing, the
output of the i-th sample is expressed as:

yi =

l∑
j=1

βjf(wj · xi + bj),

where βj , wj , and bj are the output, input weight, and
threshold of the j-th hidden layer neuron.

Target output ti can be written as:

ti =

l∑
j=1

βjf(wj · xi + bj).

The matrix form is:

T = Hβ,

where T , H, and β are the target output, hidden layer
output, and hidden layer output weight matrix.

The solution procedure of β is written as:

Hβ∗ − T = min
β

||Hβ − T ||,

β∗ = H+T,

where β∗ is the least square solution of β and H+ is the
Moore-Penrose generalized inverse of H.
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2.3 White Shark Optimizer

There is some blindness in the selection of initial parame-
ters of ELM, which may affect the convergence of the algo-
rithm. Hence, the parameters of ELM are optimized using
the white shark optimizer (WSO) in this study. WSO is
an algorithm that imitated the navigation and foraging
behavior of great white sharks [3], which has the advan-
tages of stable search and high efficiency. Firstly, the
shark relies on its exceptional sensory abilities, including
acute hearing and a keen sense of smell, to detect the
momentary stillness in the water and swiftly approach its
prey. The moving velocity of the i-th white shark toward
the prey at the k + 1-th iteration can be written as:

vk+1
i = µ[vki + p1(wgbestk − wk

i )× c1

+p2(w
vk
i

best − wk
i )× c2],

µ =
2

|2− τ −
√
τ2 − 4τ |

,

p1 = pmax + (pmax − pmin)× e−(4k/K)2 ,

p2 = pmin + (pmax − pmin)× e−(4k/K)2 ,

where µ stands for the constriction factor, τ stands for the
acceleration coefficient, generally equal to 4.125, wgbestk

represents the globally optimal position of the shark at

the k-th iteration, w
vk
i

best is the optimal position of the
population that has been known, wk

i is the position of the
i-th shark at the k-th iteration, p1 and p2 are influencing
parameters, pmin and pmax are the maximum and mini-
mum speeds of the shark, generally equal to 0.5 and 1.5,
respectively, c1 and c2 represent random numbers in [0,1].

White sharks continue to search for preys and move
towards optimal prey. The position of the i-th shark at
the k + 1-th iteration is written as:

wk+1
i =

{
wk

i · ¬w0 + u · a+ l · b, rand < mv
wk

i + vki /f, rand ≥ mv)

w0 = a⊕ b,

f = fmin +
fmax − fmin

fmax + fmin

mv =
1

a0 + e(K/2−k)/a1
.

where, ¬: negate operator; w0: logical vector; ⊕: XOR
operation; a, b: unary quadratic vector; u, l: upper and
lower bounds of the search space; rand: a random num-
ber in the range of [0,1] obeying a uniform distribution;
f : frequency of wave motion; fmin, fmax: the minimum
and maximum values of wave movement frequency, gen-
erally 0.07 and 0.75; mv: the movement force of the shark
when it is close to the prey; a0 and a1: positive constants,
generally 6.25 and 100.

After finding the optimal prey, white sharks start to
approach the optimal attack position to kill the prey. The
position of the i-th shark relative to its prey during the

i-th iteration can be expressed as:

wk+1
i = wgbestk + r1

−→
Dwsgn(r2 − 0.5), r3 < ss,

−→
Dw = |rand× (wgbestk − wk

i )|,
ss = |1− e−a2×k/K)|.

where r1, r2, r3: random numbers in [0,1];
−→
Dw: the dis-

tance between the shark and its prey; ss: the olfactory
and visual intensity of the white shark; a2: positive con-
stant, usually 0.0005.

The behavior of the shark is further simulated to up-
date the position of the shark. Then,

wk+1
i =

wk
i + wk+1

i

2× rand

However, the initial population of white sharks is gen-
erated by randomization, so the diversity is not strong.
In order to improve this, this paper designs an improved
WSO (IWSO). Sinusoidal chaotic map [21] is introduced
to initialize the population, and the formula is:

xk+1 = ax2
k sin(πxk),

where x ∈ [0, 1], x0 = 0.7, a = 2.3.

2.4 Abnormal Traffic Intrusion Detection
Method for Power Generation Enter-
prise Network

The IWSO-ELM method has the following process.

1) The ISMOTE method is used to generate a balanced
dataset, and the training and test sets were divided.

2) The ELM and IWSO parameters are initialized.

3) The IWSO algorithm is employed to optimize the
weight threshold of ELM, and the fitness was the
mean square error (MSE) between the output of the
algorithm and the true value.

4) The optimal weight threshold of ELM is obtained. H
and β are calculated to establish an ELM model.

5) The test set is used for testing to realize abnormal
traffic intrusion detection.

3 Experiment and Analysis

3.1 Experimental Setup

The experiment used Windows 10 operating system with
i7-10750H CPU and Python version 3.6. In the IWSO-
ELM algorithm, the population size was 100, and the
maximum number of iterations was 200. To avoid ran-
domness, each experiment was repeated ten times, and
the average value was calculated.
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3.2 Experimental Dataset

NSLKDD [19]
It is a dataset commonly used for intrusion detection
evaluation, each flow record contains 41 features and
a label. There are four kinds of abnormal flows and
one normal flow, and the training set and test set are
distributed as displayed in Table 1.

Table 1: NSLKDD data distribution

Type Training Test

Normal 67,343 9,711
DoS 45,927 7,458
Probe 11,656 2,421
R2L 995 2,754
U2R 52 200

UNSWNB15 [16]
It is a mixed dataset of real normal activity flow and
attack flow. Each flow record contains 42 features
and a class label. There are nine kinds of abnormal
flow and one normal flow. Table 2 presents the dis-
tribution of the training set and test set.

Table 2: Distribution of UNSWNB15 data

Type Training Test

Normal 560,000 37,000
Analysis 2,000 677
Backdoor 1,746 583

DoS 12,264 4,089
Exploits 33,393 11,132
Fuzzers 18,184 6,062
Generic 40,000 18,871

Reconnaissance 10,491 3,496
Shellcode 1,133 378
Worms 130 44

3.3 Evaluation Indicators

Intrusion detection was usually evaluated on the basis of
a confusion matrix (Table 3).

Table 3: Confusion matrix

Detection results
Normal Abnormal

The real Normal TP FN
situation Abnormal FP TN

In Table 3, TP: normal traffic is detected as normal
traffic: FN: normal traffic is detected as abnormal traffic;
FP: abnormal traffic is detected as normal traffic; TN: ab-
normal traffic is detected as abnormal traffic. The specific
indicators are presented in Table 4.

Table 4: Evaluation indicators

Indicator Formula

Accuracy ACC = TP+TN
TP+TN+FP+FN

Precision PRE = TP
TP+FP

Recall rate REC = TP
TP+FN

F1 value F1 = 2× (2×PRE×REC
PRE+REC

3.4 Result Analysis

Firstly, the IWSO-ELM algorithm was used in intrusion
detection to compare the effects of different dataset bal-
ancing processing methods, including:

1) Original dataset;

2) SMOTE [11];

3) ADASYN [22];

4) BorderlineSMOTE [10].

Table 5 displays the results.

Table 5: Comparison of various balancing methods (unit:
%)

ACC PRE REC F1

NSLKDD
Original dataset 81.12 82.33 80.77 81.54

SMOTE 85.36 83.99 84.14 84.06
ADASYN 88.33 87.19 89.21 88.19

BorderlineSMOTE 92.33 90.02 92.16 91.08
ISMOTE 96.46 93.21 97.07 95.10

UNSWNB15
Original dataset 83.26 80.17 82.33 81.24

SMOTE 87.64 85.64 86.37 86.00
ADASYN 88.37 86.12 87.06 86.59

BorderlineSMOTE 92.74 95.61 93.27 94.43
ISMOTE 99.83 99.12 99.56 99.34

Table 5 shows that when using the original dataset for
intrusion detection, the results were not good. For the
NSLKDD dataset, the ACC value was 81.12%, and the
F1 value was 81.54%. For the UNSWNB15 dataset, the
ACC value was 83.26%, and the F1 value was 81.24%. Af-
ter using the dataset balance method, there was a notice-
able enhancement in the detection outcomes. Although
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the results of the SMOTE and ADASYN methods for
the above two datasets were improved than the original
dataset, they were still less than 90%, and the results of
the BorderlineSMOTE method for the two datasets were
more than 90%. However, compared to them, the re-
sults obtained by the ISMOTE method were better. For
the NSLKDD dataset, the ACC value obtained by the IS-
MOTE method was 96.46%, and the F1 value was 95.10%,
which were 4.13% and 4.02% higher than the BorderlineS-
MOTE method respectively.

For the UNSWNB15 dataset, the ACC value obtained
by the ISMOTE method was 99.83%, and the F1 value
was 99.34%, which were 7.09% and 4.91% higher than
the BorderlineSMOTE method, respectively. These re-
sults suggested that the improved SMOTE demonstrated
a positive impact in enhancing the efficacy of abnormal
traffic intrusion detection. In the actual power generation
enterprise network, there is also a phenomenon that the
normal traffic is greater than the abnormal traffic, so the
method can be applied in the actual power generation en-
terprise network to accomplish the objective of balancing
the dataset. The IWSO was compared with other opti-
mization algorithms in order to prove the improvement of
detection effect, including:

1) Without the optimization algorithm;

2) The genetic algorithm (GA) [12];

3) The particle swarm optimization (PSO) algo-
rithm [13];

4) The firefly algorithm (FA) [5];

5) The WSO.

The results are presented in Table 6.
Table 6 shows that without optimization algorithm,

the ACC value and F1 value of the ELM method for
the NSLKDD dataset were 81.33% and 80.73%, and the
ACC value and F1 value of the same method for the
UNSWNB15 dataset were 85.77% and 86.07%, respec-
tively. After optimization by different algorithms, the
performance of ELM in abnormal traffic detection were
improved to varying degrees. In comparison, the GA had
poor optimization effect on the ELM method, the PSO
algorithm and FA had better optimization effect than the
GA, but not as good as the WSO. The IWSO had the
best optimization effect on the ELM method. Compared
with without the optimization algorithm, the improve-
ment of each index on the two datasets was more than
10%. This result demonstrates the significance of param-
eter optimization, as it can effectively enhance the detec-
tion performance of algorithms.

Finally, the IWSO-ELM method was compared with
other current methods for anomaly traffic intrusion de-
tection, including:

1) Decision tree (DT) [18];

2) Support vector machine (SVM) [4];

3) Multilayer perceptron (MLP) [17].

According to Table 7, for the NSLKDD dataset, the
DT approach performed poorly, achieving an F1 value of
83.05%, and the SVM and MLP approaches achieved F1
values of 84.25% and 86.94%, respectively, slightly higher
than the DT method. The IWSO-ELM method achieved
a higher F1 value of 95.10%; compared with the DT, SVM
and MLP methods, it was increased by 12.05%, 10.85%,
and 8.16%, respectively. For the UNSWNB15 dataset, the
F1 value of the IWSO-ELM method was 99.34%, which
was 16.09%, 14.76%, and 14.18% higher than the DT,
SVM, and MLP methods, respectively. In general, the
IWSO-ELM method obtained the best results. Therefore,
this method can be applied to the actual power generation
enterprise network to realize the protection of the power
generation enterprise network.

4 Conclusion

In this paper, an abnormal traffic intrusion detection
method called IWSO-ELM was designed for the network
of power generation enterprises. Through experimental
analysis on two datasets NLSKDD and UNSWNB15, it
was found that the detection effect was greatly improved
after the ISMOTE balance processing. The IWSO also
played a great role in the optimization of ELM parame-
ters. Compared with other algorithms, the IWSO-ELM
method had better performance in various indicators,
which proves the reliability of this method. The proposed
approach can be promoted and applied in real power gen-
eration enterprise networks.
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Abstract

The coin mixing mechanism is one of the technologies to
realize the privacy protection of blockchain transaction
information. Aiming at the problems of low efficiency
and insufficient security of the current coin mixing mech-
anisms, this paper proposes a blockchain collaborative
coin mixing mechanism based on a hierarchical mecha-
nism called GroupShuffle. The mechanism first randomly
allocates participants of the coin-mixing transaction into
three large groups of comparable size. Each large group is
further randomly separated into several small groups with
similar numbers of participants. The layered encryption
method is adopted within each small group to transfer
the output addresses and realize the first layer of shuf-
fling. Then, the last node of each small group represents
the group to conduct the second layer of shuffling. Finally,
the last node of each large group completes the transfer
and shuffling of all output addresses using the layered en-
cryption. Security analysis and experiments show that
when the participants of the GroupShuffle mechanism are
27 and 108, the mixing time only takes 8 seconds and 38
seconds. Compared to other existing mixing mechanisms,
the proposed GroupShuffle mechanism greatly improves
the mixing efficiency, shortens the transaction time, and
ensures security during the mixing transaction process.

Keywords: Blockchain; Coin Mixing Mechanism; Hierar-
chical Mechanism; Privacy Protection

1 Introduction

The blockchain-based distributed ledger integrates asym-
metric encryption system, P2P network, consensus algo-
rithm, smart contract and other technologies, which can
ensure the consistency and immutability of transaction
records [24]. However, the participats of the transaction
in the blockchain system need to verify their transac-
tion data when reaching a consensus mechanism. There-
fore, the transaction data of blockchain is open and
transparent. Take Bitcoin as an example, although the

pseudonym mechanism of anonymous identity authentica-
tion is adopted, the analysis of sensitive information such
as the amount and address in the public ledger may still
threaten the transaction identity privacy of the partici-
pants and result in the leakage of transaction privacy [10].

Coin mixing mechanism is one of the important tech-
nologies to solve the privacy protection problem of
blockchain transactions [9, 11, 15]. It improves the pri-
vacy and anonymity of cryptocurrency by cutting off the
connection between sender and receiver in currency trans-
actions, making it difficult to track the ownership and
purpose of currency without changing the trading results.
The existing coin mixing mechanisms can be classified
into two categories [8]. The first one is the centralized
coin mixing mechanism represented by MixCoin [4] and
Blindcoin [19]. Users have to send their transactions to a
third-party service provider and complete the coin mixing
transaction intensively. Although this kind of solution is
easy to implement, it cannot guarantee the credibility of
the third-party service provider, and there is still a risk
of privacy leakage. Once the data have been revealed
from the third-party service provider, it is easy to expose
the transaction privacy information of all the participats.
Another kind of solution is the decentralized coin mixing
mechanism represented by CoinJoin [13] and CoinShuf-
fle [16]. Although it overcomes the defects of third-party
service provider, this kind of scheme requires all the par-
ticipates to conduct transaction online at the same time.
Besides, the coin mixing progress takes long time and it
is vulnerable to the denial of service attacks [2].

Therefore, this paper proposes a blockchain collabora-
tive coin mixing scheme based on hierarchical mechanism,
called GroupShuffle. All the participants of the coin mix-
ing transaction are randomly grouped to form a hierar-
chical structure with basically equal number of members
both in the large group and in the small group. The
layered encryption method is used to transmit the out-
put addresses of small group members and large group
members. The privacy of participants in the coin mixing
transaction is protected through the hierarchical shuffling,
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while saving transaction time and improving coin mixing
efficiency.

2 Related Work

MixCoin [4] and BlindCoin [19] are the typical represen-
tatives of the centralized coin mixing technology. Mix-
Coin achieves privacy protection by hiding the relation-
ship between transaction input addresses and output ad-
dresses. However, the above operations are performed
centrally by a third-party coin mixing service provider.
Therefore, the mapping relationship between the input
addresses and output addresses of all the participants in
this method is visible to the third-party, and cannot be
prevented from obtaining the transaction privacy. The
BlindCoin scheme proposed by Valenta [19] et al. used
blind signature technology to blind the output address to
ensure that the third-party coin mixing service providers
realizes the unlinkability of the internal address while pro-
viding the coin mixing service. The third-party coin mix-
ing service providers cannot understand the specific pro-
cess of the user’s coin mixing, so it can prevent it from
leaking the user’s coin mixing transaction information.
The disadvantage of this solution is that it increases the
system overhead and the time overhead of the coin mix-
ing process. Literature [17] proposed a blind signature
coin mixing scheme based on Elliptic Curves, which also
ensures internal anonymity and improves computational
efficiency to a certain extent. In the anonymous digital
currency DASH [25], a node can apply to become a coin
mixing node, but a certain deposit must be paid to the
system to obtain the right to mix coin. If the node con-
ducts illegal operations, it will lose a high guarantee fee.
The establishment of guarantee fees increases the cost of
illegal operation of coin mixing nodes and reduces the
possibility of nodes doing evil.

The decentralized coin mixing scheme does not require
a trusted third-party service provider, it only requires the
interactions between all the participants. Maxwell [13]
took the lead in proposing a decentralized coin mixing
scheme, called CoinJoin protocol. This scheme utilizes
the feature that each transaction in Bitcoin can have
multiple input and output addresses to merge multiple
transactions, making it difficult to distinguish which in-
put corresponds to which address. However, users who
participate in coin-mixing in the CoinJoin scheme may
discover other users’ information during the interaction
with other users,since there is no central node and coin
mixing fees, the scheme is vulnerable to DoS attacks and
Sybil attacks, and it cannot guarantee internal unlinka-
bility. Ruffing [16] and others proposed a decentralized
output address shuffling mechanism, called CoinShuffle,
which is based on CoinJoin, can complete the decentral-
ized mixing process and ensure that any user cannot know
the information of other users. However, the efficiency of
this scheme is low, the coin mixing process requires all
participating nodes to be online, and it is vulnerable to

denial of service attack. The degree of anonymity of this
scheme is related to the number of users participating
in coin mixing within a certain period of time, and the
anonymity is weak. The TTShuffle mechanism proposed
in literature [5] groups the participants of the coin mixing
transaction on the basis of the CoinShuffle mechanism,
improving the single point of failure problem faced by
the CoinShuffle coin mixing mechanism. However, when
the number of coin mixing participants increases signif-
icantly, the operational efficiency of this mechanism will
drop significantly. The IMShuffle mechanism proposed in
literature [18] realizes the efficient transfer of output ad-
dresses through randomly grouping and selection of inter-
mediaries, which shortens the running time of coin mixing
transaction. However, it may lead to the problem that
the enthusiasm of the last node of each group to conduct
coin mixing transactions will be reduced. Literature [3]
proposed a decentralized coin mixing protocol based on
blockchain advertisements to anonymously search for coin
mixing participants, called Xim. As the number of users
participating in coin mixing increases, the cost of the at-
tack will also increase linearly, thereby effectively avoid-
ing denial of service attacks. The CoinParty mechanism
proposed in initerature [26] uses secure multi-party com-
puting to simulate a trusted third party. Even in the case
of malicious operation or failure of some nodes involved
in mixing coins, the coin mixing process is still valid.

Literature [12] proposed a blockchain system model in
which privacy protection and supervision coexist, which
protects the privacy of receiving addresses while provid-
ing a supervision mechanism, and designs group confi-
dential transactions to obscure payment addresses and
hide transaction digital assets. Literature [1] used aggre-
gated signatures to create coin mixing transaction, and
participants control a jointly created aggregated address
to complete the shuffling operation. Literature [21] pro-
posed a coin mixing scheme with a decentralized signature
protocol, which avoids third-party by designing a specific
mixing user negotiation process. A distribution method
for collecting private keys is introduced, reducing the risk
of privacy leaks during cryptocurrency mixing. Litera-
ture [6] proposed a consortium blockchain double privacy
protection method based on group signature and homo-
morphic encryption, which realizes the privacy protection
of the identity of the payer and the transaction amount
under the premise of satisfying the traceability and ver-
ifiability of the transaction. Literature [20] used a one-
way aggregation signature scheme to aggregate the input
transaction signatures of all transactions, and combined
the idea of currency mixing with encrypted transactions
to realize a fully anonymous block that protects the pri-
vacy of the identity of payee and payer and transaction
amount blockchain system. Literature [14] proposed a de-
centralized coin mixing scheme with a customizable mixed
amount. Users do not need to be online all the time, but
only need to submit the mixed funds and the output ad-
dress encrypted by layers to the coin mixing server group.
The coin mixing server group supervises each other but
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cannot know the details of the coin mixing, which en-
sures the security and privacy of the coin mixing. Liter-
ature [22] proposed a certificateless signcryption mecha-
nism based on blockchain, which can make good use of
the nontamperable feature of blockchain, prevent illegal
users from substituting public key of the user, and guar-
antee signature non-repudiation. Literature [23] used a
kind of vague set to improve DPoS consensus mechanism,
which can allow each node to vote for the agent nod to
improve the security and fairness of blockchain. Litera-
ture [7] placed Cryptography data and operations such as
user key and generated user address, as well as sensitive
privacy information processing in blockchain transaction
process in SGX security zone to protect data privacy.

3 Improve Mixing Efficiency via
Hierarchical Mechanism

3.1 Mixing Efficiency of CoinShuffle
Mechanism

The CoinShuffle mechanism adopts the layered encryption
scheme [16] to hide the output transaction addresses. The
first participant uses other’s public keys to create a lay-
ered encryption of his own output address. The next user
receives this message and uses his own private key to de-
crypt the first layer of the encrypted message. Then, he
creates a layered encryption of his output address with the
remaining public keys of other users, shuffles it with the
decrypted message of the previous user, and sent them to
the next user. Analogously, the layered encryption and
shuffling operation will be carried out by other partici-
pant until the proxy node receives and decrypts to get
the output addresses of all the users. During the above-
mentioned transmission and shuffling process, none of the
participants can acquire the transaction relationship be-
tween others, which makes the input and output transac-
tion addresses of coin mixing users internally unlinkable.

Suppose the total number of participants in the coin
mixing transaction with the CoinShuffle mechanism is
N, (N ≥ 3). Participant 1 creates a layered encryption
C1=Enc(ek2,Enc(ek3,...,Enc(ekN ,vk

′

1))) with his output
address vk

′

1 and public key {ek2,ek3,...,ekN} of others,
and sends it to participant 2. In the above process,
participant 1 needs to perform (N − 1) times of en-
cryption operation. Upon receiving C1, participant 2
decrypts the message with his private key dk2 and en-
crypts his Bitcoin output address vk

′

2 with the public
keys of the remaining (N − 2) participants to obtain
C2=Enc(ek3,Enc(ek4,...,Enc(ekN ,vk

′

2))). Then, partici-
pant 2 adds C2 to the vector of decrypted messages and
shuffles the extended vector randomly to obtain a new
vector C2. During this process, participant 2 completes
(N −2) times of encryption operation, 1 decryption oper-
ation, and 1 shuffling operation. Analogously, when the
penultimate participant receives the encrypted informa-
tion sent by the previous participant, he needs to per-

form (N − 2) times of decryption operation, 1 encryp-
tion operation, and 1 shuffling operation. For the proxy
node, after receiving the encrypted information from the
penultimate participant, he has to conduct (N − 1) times
of decryption operation to obtain the output addresses
{vk′

1,vk
′

2,...,vk
′

N−1} of other users except himself. Subse-

quently, the proxy node adds his own output address vk
′

N

and shuffles all the output addresses to obtain the final
output address list. Table 1 summarizes the number of
encryption, decryption, and shuffling operations required
in the CoinShuffle mechanism with N participants. The

Table 1: The number of operations for CoinShuffle

Node ID Encryption Decryption Shuffling
1 N -1 0 0
2 N -2 1 1
3 N -3 2 1

. . . . . . . . . . . . . . . . . . . . . . . .
N -1 1 N -2 1
N 0 N -1 1

Total
N(N − 1)

2

N(N − 1)

2
N -1

overall time consumption of the coin mixing transaction
is not only associated with the number of encryption, de-
cryption, and shuffling operations, but also related to the
specific execution time of these operations. Suppose the
execution times of encryption, decryption, and shuffling
are ten, tde, and tsh, respectively. Then, the overall time
consumption of the CoinShuffle mechanism with N par-
ticipants can be expressed as:

TC =
N (N − 1)

2
× ten +

N (N − 1)

2
× tde + (N − 1)× tsh (1)

3.2 Mixing Efficiency of Hierarchical
Mechanism

The CoinShuffle mechanism requires all the participants
to be online at the same time, and the later participant
can only start to operate after the previous one completes
the shuffling and address transmission. Therefore, the
coin mixing process of CoinShuffle mechanism is lengthy
and inefficient. If a malicious node deliberately delays
or destroys the coin mixing process, all the completed
operations of other users will be meaningless.

In order to improve the operation efficiency of the Coin-
Shuffle mechanism and solve the problem of single point
of failure, all of the participants in the coin mixing trans-
action can be organized into multiple groups and com-
plete the coin mixing operation parallel. Spouse the to-
tal number of participants in the coin mixing transaction
is N , they are divided into m groups, and each group
has n members, that is, N = m × n. When using this
kind of hierarchical mechanism, the users within the same
group perform layered encryption and shuffling operation
on their output addresses according to the CoinShuffle
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mechanism. All the groups complete the above opera-
tions in parallel, which can be regarded as the first layer
of shuffling. Subsequently, the last node of each group,
as the representative of the group, performs layered en-
cryption and shuffling again, which can be regarded as
the second layer of shuffling. The hierarchical mechanism
greatly reduces the number of nodes participate in the
shuffling on each layer. On the one hand, it speeds up
the efficiency of single layer of shuffling, and on the other
hand, it also reduces the impact of single point of failure
on the overall coin mixing efficiency.

According to the analysis in Section 3.1, the time to
complete the first layer of shuffling in a group with n
participants can be expressed as:

T1 =
n (n− 1)

2
× ten +

n (n− 1)

2
× tde + (n− 1)× tsh (2)

The time to finish the second layer of shuffling among
m groups can be expressed as:

T2 =
m (m− 1)

2
× ten +

m (m− 1)

2
× tde

+(m− 1)× tsh (3)

Therefore, the total time to complete the coin mixing
transaction after using the hierarchical mechanism can
be expressed by the sum of the time for the two layers of
shuffling:

TH = T1 + T2 (4)

Taking Formula (2) and Formula (3) into the above
equation and reorganize the result, we can obtain:

TH =

[
(m+ n)

2 − (m+ n)− 2mn

2

]
× ten

+

[
(m+ n)

2 − (m+ n)− 2mn

2

]
× tde

+(m+ n− 2)× tsh

(5)

It can be observed from Formula (5) that the total
time of hierarchical mechanism is related to the additive
and multiply result of m and n. The total number of
participants is N = m × n. According to the constraint
relationship between the addition and multiplication re-
sults of two variables depicted in Figure 1, the following
conclusions can be obtained:

1) When the difference between m and n is significant,
the value of N is small and the overall running time
of coin mixing is longer;

2) When the difference between m and n is small, the
value of N is large and the overall running time of
coin mixing is shorter;

3) When m is equal to n, N will achieve its maximum
value and the overall running time of coin mixing is
the shortest.

Figure 1: Addition and multiplication relationship of
two variables

Based on the above analysis, the collaborative coin
mixing scheme proposed in this paper mainly adopts the
following hierarchical strategies.

When the total number of participants (represented by
N) is relatively small, in order to ensure the security of
coin mixing transaction, the number of members (repre-
sented by n) in each small group should be as large as
possible, while the number of small groups (represented
by m) can be small. When the total number of partici-
pants is relatively large, the number of small groups and
the number of members in each group should be as similar
as possible to achieve better coin mixing efficiency.

4 GroupShuffle

The proposed blockchain collaborative coin mixing
scheme based on the hierarchical mechanism (i.e., Group-
Shuffle) mainly includes four stages: announcement stage,
shuffling stage, confirmation stage, and blame stage. All
participants of the coin mixing transaction will negotiate
and agree on the amount of each transaction in advance,
and determine the Bitcoin address held by the participant
as the input address of the coin mixing transaction.

4.1 Announcement Stage

At this stage, all the participants of coin mixing transac-
tion are first randomly organized into three large groups
Gi, i ∈ {1, 2, 3} with approximately the same number
of members. The participants in each large group are
then randomly arranged into several small groups Sj , j
∈ {1, 2, 3, ...,m} with roughly the same number of mem-
bers. Make sure that each of the participant is aware of
his large group number Gi and small group number Sj .

Each of the participant ni, i ∈ {1, 2, 3, ..., N} an-
nounces his input address vki, and generates a temporary
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key pair (eki, dki) for the encryption and decryption op-
eration in the shuffling stage. The participant broadcasts
eki and the signature σi,1 = Sig (ski, 1, τ) to other nodes
within the group, where ski is the signing key of node ni

and τ is the session identifier.
For the participant nj within the same small group,

after receiving the broadcast message from ni, he uses
the received public key eki to verify the signature σi,1 to
determine whether ni is a malicious node. Meanwhile,
participant nj checks that the address vki holds enough
money and is available to carry out the mixing transac-
tion. If the signature verification fails or the input address
vki does not have enough available transaction amount,
it will enter the Blame stage.

4.2 Shuffling Stage

The proposed GroupShuffle mechanism organizes all the
participants into large groups and small groups randomly,
so as to perform a hierarchical shuffling operation and
speed up the execution efficiency of the coin mixing trans-
action.

4.2.1 First Layer of Shuffling within Small Group

The first layer of shuffling in the GroupShuffle mecha-
nism is completed in parallel within each small group,
where the basic principle is consistent with the CoinShuf-
fle mechanism (as shown in Figure 2). Suppose each small
group contains n nodes, starting from the first participant
node u1, layered encryption is performed on its output ad-
dress vk

′

1 by obtaining the public keys {ek2, ek3, ..., ekn}
of other nodes within the same small group to get
C1=Enc(ek2,Enc(ek3,...,Enc(ekn,vk

′

1))). Then, node
u1 signs with its own private key to get σ1,2 =
Sig (sk1, (ek1, 2, τ)). Subsequently, node u1 sends the en-
crypted output address information C1 together with the
signature σ1,2 to the second node u2 in this small group.

Node u2 receives and verifies the validity of the signa-
ture σ1,2. If the signature verification fails, turns to the
Blame stage. Otherwise, node u2 decrypts the received
encrypted message C1 with its own private key dk2 and
obtains D1=Enc(ek3,...,Enc(ekn,vk

′

1))). Then, node u2

also uses the public keys of other nodes in this small group
to perform layered encryption on its own output address
vk

′

2 to obtain C2=Enc(ek3,Enc(ek4,...,Enc(ekn,vk
′

2))).
Next, node u2 randomly shuffles the decrypted informa-
tion D1 and its own encrypted information C2, and sends
the result Shuffle (D1, C2) together with the signature
σ2,2 = Sig (sk2, (ek2, 2, τ)) to the next node u3.

Subsequent node in the same small group receives
and verifies the signature sent by the previous node in
the same way. Then uses its own private key to de-
crypt the output address sent by the previous node,
uses the public keys of other nodes remaining in this
group to perform layered encryption on its own output
address, and randomly shuffles these messages to get
Shuffle (Di−1, Ci). The same operation will be done

Figure 2: Schematic diagram of the first layer of
shuffling within the small group

analogously until the last node in this small group uses
its own private key dkn to decrypt and recover the output

addresses
{
vk

′

1, vk
′

2, ..., vk
′

n−1

}
of other nodes in the same

group. Then, he will insert his own output address vk
′

n

and randomly perturb the output addresses of this small
group through a shuffling operation to get the complete
output address list outs. Then, the first layer of shuffling
will be ended.

4.2.2 Second Layer of Shuffling within Large
Group

Each large group contains several small groups sj , j ∈
{1, 2, ...,m}, and the last node of each small group will
participate in the second layer of shuffling on behalf of
the small group. The basic principle is the same as the
first layer of shuffling (as shown in Figure 3). The termi-
nal node sj of each small group announces its own public
key ekSj

. Starting from terminal node s1, it will use the
public keys of other terminal node to create layered en-
cryption for the output address outs1 of its small group.
The signature σs1,2 = Sig (sks1 , (eks1 , 2, τ)) together with
the layered encryption result will be sent to the terminal
node s2 of the second small group.

The terminal node s2 of the second small group re-
ceives and verifies the legitimacy of the signature σs1,2. If
the signature verification fails, turns to the Blame stage.
Otherwise, terminal node s2 decrypts the encrypted mes-
sage with its own private key, and uses the public keys
of the last node of other small groups to perform layered
encryption on the output address outs2 . Randomly per-
turbs the output addresses of two small groups through a
shuffling operation Shuffle (outS1

, outS2
) , and then con-

tinues to transmit the result to terminal node s3 of the
third small group.
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Figure 3: Schematic diagram of the second layer of
shuffling within the large group

The last node of each subsequent small group follows
the same method to receive and verify the signature sent
by the last node of the previous small group. After ver-
ifying the legitimacy of signature, the last node of each
small group decrypts the message to obtain the output
address. Then it will use the public key of the last node
of other small groups to perform layered encryption on the
output address for its small group, and randomly perturb
it with the decrypted output address to form a shuffling
result Shuffle (outsi−1, outsi). The same operation will
be done analogously until the terminal node sm of the
last small group decrypts and recovers the output ad-
dresses {outs1 , outs2 , ..., outsm−1} of other small groups,
then it inserts the output address outsm of the last small
group, and randomly perturb all of the output addresses
through a shuffling operation to obtain the complete out-
put address list outG of the current large group. Then,
the second layer of shuffling will be ended.

4.2.3 Third Layer of Shuffling between Large
Groups

Finally, the last node of the three large groups will par-
ticipate in the third layer of shuffling on behalf of their
group. The basic principle keeps the same as that of the
first two layers of shuffling (as portrayed in Figure 4). The
terminal node G1 of the first large group uses the pub-
lic keys of the last node of the other two large groups to
perform a layered encryption on the output address list
outG1 of the first large group. This message will be sent
to the terminal node G2 of the second large group to-
gether with the signature σG1,2 = Sig (skG1

, (ekG1
, 2, τ)).

Terminal node G2 receives and verifies the validity of the
signature σG1,2. If the signature verification fails, enters
the Blame stage. Otherwise, terminal node G2 uses its
own private key to decrypt the message it received, and
inserts the encrypted result of output address list outG2

of the second large group to perform a shuffling operation.
The result after shuffling will be sent to the terminal node
G3 of the third large group together with the signature

σG2,2 = Sig (skG2
, (ekG2

, 2, τ)). Terminal node G3 re-
ceives and verifies the validity of the signature σG2,2. If
the verification fails, turns to the Blame stage. Other-
wise, terminal node G3 decrypts the encrypted message,
inserts the output address list outG3 of the third large
group, and perform shuffling to obtain the output address
list AddressList of all the participants. After that, the
complete output address list AddressList will be broad-
cast to all the participants of the coin mixing transaction,
and then enters the verification stage.

4.3 Verification Stage

After receiving the output address list AddressList, all
the participants of the coin mixing transaction will check
whether their output address are in the list. If it ex-
ists, corresponding participant will use his own private
key to sign and broadcast. After each participant receives
the output address list confirmed by the signatures of all
other participants, the coin mixing transaction takes ef-
fect. Then the coin mixing transaction will be submitted
to the Blockchain network to complete subsequent oper-
ations. If the participant can not find his output address
in the list, he will refuse to sign. Then, the blame stage
will be started to find the offending node.

4.4 Blame Stage

The main task of the blame stage is to find and elimi-
nate the offending node(s) in the coin mixing transaction
process, so as to restart the new coin mixing process. In
the proposed GroupShuffle mechanism, participants need
to sign for their operations on each stage to ensure that
their operations are traceable. When illegal operations
are found, the large group where the node is belonging can
be quickly located through the signature, and then further
traced back to the small group where the node is located,
so that the offending node can be quickly found. The
following three types of violations are mainly involved:

1) Illegal operations occurred during the Announcement
stage. The main task of this stage is that the par-
ticipants broadcast their input addresses and pub-
lic keys, and negotiate grouping to clarify the large
group and small group they belongs to. Illegal oper-
ations at this stage mainly include refusing to broad-
cast the input address and public key or intentionally
publishing wrong address. When there is a violation
operation, other honest nodes can find out the viola-
tion node by verifying the signature and broadcast it
to other nodes. Then, the honest nodes can restart
the Announcement process after eliminating the vio-
lation node(s).

2) Illegal operations occurred during the Shuffling stage.
The main task of this stage is to perform layered
encryption and shuffling of the output addresses for
all the participants. During the three-layer shuffling
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Figure 4: Schematic diagram of the third layer of shuffling between large groups

process of the GroupShuffle mechanism, illegal op-
erations may include output address layered encryp-
tion errors, discarding or withholding received ad-
dress encryption information, etc. When the above-
mentioned violations occur, it is necessary to deter-
mine the large group that the offending node belongs
based on the wrong or missing output address signa-
ture. Then, the last node of the large group traces
back to the small group where the offending node lo-
cates based on the address. Finally, the last node of
the small group determines the corresponding offend-
ing node by verifying the signature. The offending
node(s) will be broadcast to other coin mixing partic-
ipants, and the honest nodes can restart the shuffling
process after removing the offending node(s).

3) Illegal operations occurred during the Confirmation
stage. The main task of this stage is to verify the
output addresses of all the participants are in the
output address list and then to sign and confirm
them. Violations at this stage are primarily signa-
ture denials. Other participants can use the missing
signature to discover the participants who refused to
sign, and then remove their corresponding output ad-
dresses from the output address list.

5 Experiments and Security Anal-
ysis

In order to verify the performance of the GroupShuffle
mechanism, this section will compare and analyze the re-
sults of the proposed method with some decentralized coin

mixing mechanisms, such as CoinShuffle [16], TTShuf-
fle [5], and IMShuffle [18] in terms of the overall running
time of the coin mixing mechanism, the average running
time of nodes, the impact of the number of groups on run-
ning efficiency, and the impact of the number of malicious
nodes. Multiple groups of experiments will be Set up to
compare and analyze the factors that affect the perfor-
mance of the coin mixing mechanism, such as the number
of participants and the number of malicious nodes.

5.1 Experimental Environment

The hardware platform is the 64-bit windows 10 oper-
ating system, 4GB internal storage, Intel(R) Core(TM)
i5-7200U CPU @ 2.50GHz processor. A P2P network has
been set up to generate multiple participant nodes in the
coin mixing transaction. The CBC mode of AES algo-
rithm is used for encryption operations between nodes,
and the Elliptic Curve Digital Signature is selected to
complete the signature confirmation operation between
nodes.

5.2 Analysis of Mixing Efficiency

Suppose that there is no malicious node, set the total
number of participants in the coin mixing transaction to
be 9, 18, 27...,108. The experiments of the CoinShuf-
fle mechanism, TTShuffle mechanism, IMShuffle mecha-
nism, and GroupShuffle mechanism have been repeated
several times to get the averaged overall running time of
the mechanism and the running time of a single node. Ex-
perimental results are depicted in Figure 5 and Figure 6.

It can be observed from Figure 5 that the overall run-
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Figure 5: Running time of different mixcoin mechanisms

ning time of various coin mixing mechanisms increases to
varying degrees with the increase in the number of coin
mixing transaction participants. The CoinShuffle mech-
anism, IMShuffle mechanism and TTShuffle mechanism
take about 28 seconds, 13 seconds and 10 seconds respec-
tively when the total number of participants is 27; while
the GroupShuffle mechanism only takes about 8 seconds
for the coin mixing process under the same circumstances,
which is significantly lower than other mechanisms. When
the number of mixing transaction participants increases
to 108, the running time of the GroupShuffle mechanism is
only 38 seconds, which is far less than 160 seconds of the
CoinShuffle mechanism. With the increase of the num-
ber of mixing participants, the increase in the running
time of the GroupShuffle and TTShuffle mechanisms us-
ing the layered mixing strategy is relatively flat, which is
significantly smaller than that of other mechanisms. The
reason is that the participants in the middle position of
the CoinShuffle mechanism need to decrypt the encrypted
information sent by the previous participant to obtain the
output address of the former from it, and then they en-
crypt all the information again after adding their own
output address and send it to the next participant. As
the number of participants increases, this repeated en-
cryption and decryption operations take a lot of time,
resulting in lengthy mixing time and low efficiency. The
IMShuffle mechanism groups the participants of the mix-
ing transaction, although it can improve the efficiency of
the mixing transaction to a certain extent, each user needs
to find a “middleman” and transmit its encrypted output
address to it. Therefore, the overall operational efficiency
is significantly slower when there are a large number of
participants. At the same time, the results also prove
that the blockchain layered coin mixing scheme designed
in this paper can significantly improve the efficiency of
coin mixing and save the time of the coin mixing trans-
action.

According to the result of the average running time
of node portrayed in Figure 6, as the number of mixed
coin participants increases, the average running time of

Figure 6: Average running time of node

CoinShuffle mechanism nodes increases significantly, and
the growth rate of the IMShuffle mechanism is second.
Because as the number of nodes participating in mixing
transaction increases, each node in the above mechanism
needs to perform output address encryption and decryp-
tion operations more times. The average running time of
the node of the GroupShuffle and TTShuffle mechanisms
using the layered coin mixing strategy is relatively stable,
and the average running time of the node of the Group-
Shuffle mechanism is significantly lower than other mech-
anisms. The reason is that the increase in the number of
participating nodes in the mixing transaction appears as
more groups on the first layer, which has no effect on the
parallel shuffling speed of each group on the first layer.
The newly added groups have increased the number of
nodes participating in the second layer shuffling, result-
ing in an insignificant increase in the running time of the
overall coin mixing mechanism. Based on the above re-
sults, it can be seen that the GroupShuffle mechanism
proposed in this paper is more efficient in mixing coin
when there are no malicious nodes.

5.3 Quantity of Members vs. Mixing Ef-
ficiency

In order to further discuss the impact of the number of
groups and the number of members in the group on the
efficiency of coin mixing while using a hierarchical coin
mixing mechanism, the total number of participants in
the coin mixing transaction will be fixed at 90 and the
members of each group are set to be 3, 5, 6, 10 and 15,
under the assumption that there is no malicious node.
The experiments of the CoinShuffle mechanism, TTShuf-
fle mechanism, IMShuffle mechanism, and GroupShuffle
mechanism have been repeated several times to get the
averaged overall running time of the mechanism and the
running time of a single node. Wherein, the number of
groups formed by TTShuffle and IMShuffle mechanism are
30, 18, 15, 9 and 6 respectively. The number of groups
formed by GroupShuffle mechanism are 10, 6, 5, 3 and 2
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respectively. Experimental results are portrayed in Fig-
ure 7 and Figure 8.

Figure 7: Comparison of running time with 90
participants

Figure 8: Average running time of node with 90
participants

Compare the results in Figure 7 and Figure 8 it can be
observed that, the overall running time of the CoinShuf-
fle mechanism and the running time of a single node have
nothing to do with the number of groups and the number
of members in each group. Because the CoinShuffle mech-
anism does not involve grouping, all nodes participating
in coin shuffling will layer encryption their own output ad-
dresses according to the rules and send them to the next
participant. Therefore, when the total number of partici-
pating nodes remains unchanged, the overall running time
of the CoinShuffle mechanism and the running time of a
single node are almost a horizontal straight line. With
the increase of the number of members in the IMShuf-
fle mechanism, the overall time required to complete coin
mixing and the running time of a single node are gradually
reduced, and the efficiency of coin mixing is gradually im-
proved. Because under the premise that the total number
of participating nodes is fixed, the increase in the num-

ber of members in the small group leads to a reduction
in the number of small groups, and the time consumed
to find a “middleman” to forward the output address is
also reduced. Therefore, the overall time spent on coin
mixing and the time spent on a single node are reduced
accordingly. In the GroupShuffle and TTShuffle mecha-
nisms that adopt a hierarchical coin mixing strategy, the
greater the difference between the number of members
in the small group and the number of small groups, the
longer the overall running time and the running time of a
single node to complete the mixing; When the number of
members in small group and the number of small groups
are roughly equal, the overall running time to complete
the coin mixing and the running time of a single node are
shorter. Among them, the running time of the Group-
Shuffle mechanism proposed in this paper is shorter than
other coin mixing mechanisms. Based on the above re-
sults, it can be seen that the stratification and grouping
strategy of the GroupShuffle mechanism can achieve bet-
ter coin mixing efficiency when there are no malicious
nodes among the coin mixing participants.

5.4 Proportion of Malicious Nodes vs.
Mixing Efficiency

Denial of service attack is a common problem for the
coin mixing transaction. Malicious participants can de-
stroy the realization of the entire mixed coin transaction
by sending false transaction addresses, wrong encryption,
signature results or refusing to complete the relevant op-
erations of each stage. In order to analyze the influence
of the number of malicious nodes on the efficiency of coin
mixing transaction, the total number of participants is
fixed at 90, and 10%, 20%, 30%, 40%, and 50% of the
participants are randomly selected as malicious nodes.
The experiments of the CoinShuffle mechanism, TTShuf-
fle mechanism, IMShuffle mechanism, and GroupShuffle
mechanism have been repeated several times to compare
the running time of various mechanisms with different
proportion of malicious nodes. Experimental results are
portrayed in Figure 9.

Compare the results of Figure 9 with Figure 5, it can
be found that when there are malicious nodes among the
participants in the coin mixing transaction, the running
time of the coin mixing mechanism increases significantly.
When the total number of participating nodes remains un-
changed, as the proportion of malicious nodes increases,
the running time of various coin mixing mechanisms in-
creases significantly. This is because after a malicious
node is discovered, the coin mixing mechanism needs to
remove the malicious node and restart execution from the
Announcement stage, so the overall running time is sig-
nificantly increased. The GroupShuffle mechanism pro-
posed in this paper takes less time to complete coin mix-
ing than other mechanisms when the proportion of mali-
cious nodes continues to increase, which shows that the
two-layer grouping coin mixing mechanism designed in
this paper can improve the efficiency of coin mixing and
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Figure 9: The impact of proportion of malicious nodes
on running time

greatly reduce the risk of encountering denial of service
attacks during the transaction process. The reason is that
no matter whether the malicious node is a member of a
certain group or the last node, the denial of service at-
tack initiated by it will only affect the mixing process of
the group, and will not affect the mixing process of other
groups. Therefore, the scope of impact of the denial of
service attack on the overall coin mixing efficiency is lim-
ited to the first layer of shuffling stage, which will not
cause the second and third layer of shuffling speed to de-
cline. Through the layering and grouping mechanism, the
denial of service attack of a malicious node in a group will
not affect the coin mixing process of other groups, thereby
reducing the risk of denial of service attacks for other coin
mixing transaction participants, and at the same time im-
proving the coin mixing process overall efficiency.

5.5 Security Analysis

First of all, the proposed GroupShuffle mechanism can
protect the corresponding relationship between each par-
ticipant and its own output address, ensuring the transac-
tion privacy of the coin mixing participants. The Group-
Shuffle mechanism uses the CBC mode of the AES algo-
rithm for encrypted transmission between nodes. Each
node uses the public key of other nodes in the group to
perform layering encryption on its own output address.
In addition to the output address, it avoids the leakage of
other personal information. When the first layer of shuf-
fling is performed in the small group, the next node can
only use its own key to decrypt the outermost information
of the message sent by the previous node, until the last
node in the small group decrypts to obtain all the output
address information of the small group. However, each
node performs a shuffling operation while adding its own
output address, disrupting the order of the addresses, so
that the last node cannot match the output address infor-
mation of the participating nodes in the group with their
identities one by one, cutting off the linkability between

the input address and the output address. The subse-
quent second layer of shuffling between the last nodes of
each small group and the third layer of shuffling between
the last nodes of the large group will randomly disrupt
the relationship between the small group and the large
group through layering encryption and shuffling. The cor-
responding relationship between the output addresses fur-
ther ensures the transaction privacy security of the coin
mixing participants.

Second, the proposed GroupShuffle mechanism reduces
the impact of denial of service attack. Denial of service
attack may occur at all stages of the coin mixing trans-
action, the later the stage, the longer the wasted time
and the greater the impact on the coin mixing transac-
tion. Taking the CoinShuffle mechanism as an example,
if a malicious node refuses to confirm that its own output
address exists in the output address list at the final stage,
the coin mixing mechanism needs to start from scratch af-
ter identifying and eliminating the malicious node, which
wastes a lot of time, and damages the user experience
of participation. The GroupShuffle mechanism reduces
the risk of denial of service attack during the transaction
process through layering and grouping. Denial of service
attack by malicious nodes in one group will not affect
the coin mixing process of other groups. The first layer
of shuffling in the small group can detect and filter out
malicious nodes in time when decrypting and confirming
output addresses to reduce the impact on coin mixing re-
sults of other participants. It is foreseeable that when the
total number of coin mixing participants increases signif-
icantly, the layering and grouping strategy of the Group-
Shuffle mechanism will have more obvious advantages in
resisting denial of service attack and execution efficiency.

6 Conclusion

The decentralized coin mixing mechanism based on Coin-
Shuffle uses layered encryption to complete the packaging
and transmission of the output addresses, which requires
a large amount of calculation and the efficiency of low.
In order to solve the above problems, this paper proposes
a blockchain collaborative coin mixing mechanism based
on hierarchical mechanism (GroupShuffle). The Partici-
pants of coin mixing transaction are randomly organized
to form a hierarchical structure with comparable size of
large group and small group. The privacy of coin mixing
participants is protected by the layered shuffling within
the small group, with the large group, and between large
groups. Meanwhile, the efficiency of the overall coin mix-
ing mechanism has been improved. The experimental
comparison results prove that regardless of whether there
are malicious nodes among the participants, the coin mix-
ing efficiency of the proposed GroupShuffle mechanism
is better than that of the existing CoinShuffle, TTShuf-
fle, and IMShuffle mechanisms. Limited by the level of
knowledge, the proposed GroupShuffle mechanism also
has some shortcomings. For example, the last node of
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each small group and the last node of each large group
need to undertake more cumbersome computing tasks
than other participants in the second and third layer
of shuffling, and pay more computing power resources.
Therefore, it may reduce the enthusiasm of the corre-
sponding nodes to participate in the coin mixing transac-
tion, and even refuse to become the last node, resulting
in the restart of the coin mixing process. Therefore, in
the subsequent improvement work, corresponding incen-
tive schemes will be considered to increase the enthusi-
asm of participating nodes and improve the integrity of
the GroupShuffle mechanism.
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Abstract

Aiming at the complex structure of the existing deniable
authentication image encryption methods based on public
key cryptography and the high computational cost caused
by many bilinear and modular power operations, an im-
age encryption scheme for deniable authentication based
on chaos theory was proposed. Firstly, the data owner
uses the pseudo-random number generator based on the
key encryption technology of Caesar’s password to gener-
ate the session key and conduct a secure exchange between
the data owner and the data user by generating a hash
code. Then, the improved Arnold chaotic hashing paral-
lel algorithm is used to encrypt and decrypt the original
image iteratively, and the corresponding hash values are
generated during the encryption and decryption process.
Finally, the data user judges the hash value to achieve de-
niable authentication. Experimental results show that the
proposed scheme simplifies the design of the repudiation
authentication cryptographic protocols and ensures the
privacy and security of data user identities. The improved
Arnold chaotic hashing parallel algorithm is used to im-
prove image encryption algorithms’ security and compu-
tational efficiency.

Keywords: Chaotic Hashing Parallel Algorithm; Deniable
Authentication; Image Encryption; Key Negotiation; Pri-
vacy Protection

1 Introduction

With the rapid development of the Internet and cloud
computing technology, the secure sharing of image data
can further exploit the high value of image data while
protecting the privacy of users [23]. The privacy protec-
tion issue has been hindering the development of image
data sharing, making it urgent to solve the problem of
anonymization in secure image sharing [26]. Therefore,
a new cryptographic mechanism, deniable authentication
protocol, has been developed to meet some new security
requirements in Internet applications.

Deniable authentication protocols are a unique style of
contemporary cryptographic authentication protocols [1,
3]. A deniable authentication protocol has three basic fea-
tures: the receiver can verify a given message at any time;
the receiver cannot prove to a third party that the mes-
sage originated from a particular sender; and the sender
can deny the origin of a message if the receiver intends to
reveal the source to a third party. This feature of deni-
able authentication makes it widely used in areas such as
secure email, medical research, and electronic voting [14].
In recent years, scholars have introduced public key cryp-
tography into the field of deniable authentication in order
to improve the security strength of deniable authentica-
tion, which is a new deniable authentication encryption
(DAE) system with the security properties of both en-
cryption and deniable authentication [4].

DAE is a cryptographic primitive that can simulta-
neously perform public key encryption and deniable au-
thentication at a lower cost than the deniable method of
authentication followed by encryption, enabling deniable
authentication and confidentiality at the same time [16],
while deniable encryption enables the confidentiality of
communication messages to be guaranteed even if the
sender/receiver is later forced to reveal the plaintext, ran-
dom number or private key [17]. There are many DAE
techniques available, but most are based on public key
cryptosystems [4,18], with a large number of bilinear pair-
ings, modulo power operations, and complex structures
and operations [8, 13]. The key to achieving DAE func-
tionality lies in ensuring that the receiver can identify the
source of a particular message it receives on the premise
that somehow the receiver of the message is able to mimic
all the communication processes between the sender and
the receiver. Therefore, there is a need for a shared key
between the sender and the receiver along with the secu-
rity of the key, as well as a good performance encryption
and decryption algorithm and a hashing algorithm to en-
crypt and authenticate the message.

In this paper, a relatively simple structure, relatively
low computational cost and secure deniable authenticated
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image encryption scheme is constructed by combining a
secure Caesar cipher-based key encryption technique with
an improved Arnold chaotic hashing parallel algorithm.
The main contributions are as follows:

1) By using a key encryption technique based on the
Caesar cipher, a hash code for the session key is gen-
erated using a hash code generator, which is then
transformed into the corresponding session key us-
ing a key generator after passing through a secure
transmission channel, ensuring the secure exchange
of keys between the data owner and the data user.

2) A chaotic hashing parallel algorithm is proposed us-
ing a group cipher algorithm and an improved Arnold
chaotic mapping. The improved Arnold chaotic map-
ping solves the problems of simple low-dimensional
chaotic structure, insufficient key space and short
period, and has better chaotic performance, chaotic
range and complexity, which improves the security
performance of image encryption.

3) A simple structured DAE scheme is designed by com-
bining the Caesar cipher-based key encryption tech-
nique and the chaotic hashing parallel algorithm.
Due to the parallelism of the chaotic hashing parallel
algorithm, the computational efficiency is improved
while achieving user identity privacy protection.

The rest of the paper is organized as follows: Section 2
reviews related research work. Section 3 gives details of
the implementation principles and processing flow of the
proposed scheme. Section 4 gives experimental simula-
tions as well as a detailed security performance analy-
sis and a comparative performance analysis with existing
methods. Section 5 concludes the work in this paper.

2 Related Works

In recent years, cryptographic researchers have proposed
a number of novel and efficient deniable authentication
protocols. The earliest deniable authentication protocol
was proposed by Dwork et al. in 1998 based on zero-
knowledge proofs, but the proof of knowledge in this pro-
tocol is very time-consuming and the scheme is time-
limited. Shi et al. [22] proposed a quantum deniable
authentication protocol based on the continuous quan-
tum theory of bimodal compressed quantum states. Li et
al. [20] proposed two HDA protocols in a pervasive com-
puting environment based on bilinear pairs. Ahene et al.
proposed two HDA schemes, the HDA-I scheme allow-
ing communication sessions from CLC to Identity-Based
Cryptography (IBC) settings, and the HDA-II scheme op-
erating in reverse. Xu et al. [25] propose a recipient-
repudiable steganography scheme that uses deep neural
networks to handle the coercive attacks encountered by
the receiver. Abd et al. [1] design a non-interactive se-
cure deniable authentication protocol whose core security

is based on factorization and the discrete logarithm diffi-
culty problem. Gupta et al. [11] propose an identity-based
deniable authentication protocol that is protocol is effi-
cient enough to resist many possible attacks and can be
used in resource-limited mobile Ad Hoc network environ-
ments. Zeng et al. [28] propose a deniable authentication
protocol with source hiding that does not reveal any pri-
vate information and protects the privacy of participants.

Traditional encryption schemes do not consider the
case where an adversary eavesdrops on the ciphertext and
then coerces the sender or receiver to account for the pub-
lic key, random number, plaintext or decryption key used
in encryption, so Canetti et al. introduced the concept
of Deniable Encryption (DE) in 1997, which allows the
sender/receiver to generate a ”deniable” (but indistin-
guishable from the real value) random number/private
key to open the ciphertext as a different plaintext even
after encrypting the communication. Kar et al. [19] pro-
pose an efficient and lightweight DAE scheme that avoids
heavy pairing operations and enables lower computational
cost, communication overhead and energy consumption.
Jiang et al. [12] designed a new message reconciliation
system to support deniable and responsible message rec-
onciliation to avoid abusive reporting. Jin et al. [15] used
a hybrid encryption approach to design an HDAE scheme
by combining a tag key encapsulation mechanism with
a data encapsulation mechanism. Yang et al. [17] pro-
posed a specific and efficient DE scheme based on single-
key function encryption, focusing on the design of a spe-
cific and efficient dual-solution DE scheme in a private
key scenario. Chen et al. [7] designed a cross-layer DE
system that is reasonably applicable to mobile devices.
Existing DE schemes cannot support mutual authentica-
tion. Cao et al. [4] propose an efficient public key au-
thentication DE scheme that supports both deniability
and mutual authentication, while protecting the receiver’s
identity privacy under coercion. Agrawal et al. [2] de-
fine and construct a Learning With Errors (LWE) poly-
nomial based difficulty. Kar et al. [18] designed a DAE
scheme based on a certificate-free setting. Jin et al. [13]
proposed a DAE scheme based on bilinear pairing oper-
ations for email. Chi et al. [8] proposed a DAE scheme
based on the LWE problem by increasing the probabil-
ity of decryption failure so that the user can deceive the
coercer with a false message. Lin et al. [21] proposed a
protection method for Learning Encryption with Denia-
bility (LED), which forces third parties to believe in false
data and protects user privacy. Kang et al. [17] proposed
a key editing scheme that the receiver can deny, reducing
the length of ciphertext and key, and simplifying the con-
struction of decryption algorithms. Chakraborty et al. [6]
proposed a public key encryption scheme with multiple
specified receiver signatures that provides stronger denia-
bility. Collins et al. [9] constructed a deniable authentica-
tion model that considers the real world of the entire mes-
sage system. Xu et al. [24] proposed a sender-repudiation
image hiding scheme based on reversible networks and
a sender-repudiation image steganography scheme based
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on deniable encryption. Cao et al. [5] constructed a new
public-key sender DE scheme in a fully deniable frame-
work. Cui et al. [10] proposed a chaotic mapping-based
full-session key negotiation scheme applied to in-vehicle
Ad hoc networks, using a chaotic mapping The DAE is
implemented using a combination of chaotic mapping and
hashing function encryption algorithms, which has better
security and improved computational performance.

In summary, most of the existing DAE techniques are
based on public-key cryptosystems, which have complex
structures and high computational costs. Therefore, the
deniability, authentication and confidentiality of the im-
age encryption scheme are achieved by using the key en-
cryption technique based on Caesar cipher and chaotic
hashing parallel algorithm in this paper. Meanwhile, the
design of the cryptographic protocol is simplified and the
computational cost is reduced.

3 The Proposed Scheme

3.1 DAE Model

Figure 1 shows the DAE model used. The model consists
of four different entities: Trusted Third Party (TA), Data
Owner (DO), Data User (DU) and Coercer (CO).

Figure 1: DAE model.

1) Trusted Third Party (TA): The TA is assumed to be
a powerful trusted third party with a high level of
communication, computational and storage capabil-
ities.

2) Data Owners (DO): Generate session keys, encrypt
the raw image data and transmit them to the data
user.

3) Data users (DU): Decryption of ciphertext image
data and the ability to identify the source of the ci-
phertext data, but not to prove its true origin to a
third party.

4) Coercer (CO): The CO forces the DU to obtain the
source of the message. However the DU is unable to
confirm the true source of the data as it can com-
pletely falsify the entire communication process.

3.2 Key Encryption Processing Based on
Caesar’s Cipher

Encrypting the session key k using a Caesar cipher-based
key encryption method enables double-secure encryption
of the session key, which guarantees the secure transmis-
sion of k and allows the sender and receiver to have a
common session key. The sender of this method trans-
mits the hash code instead of the session key, and the
hash code can be transformed into the key corresponding
to the hash code (session key k) for the receiver to decrypt
the message. Figure 2 shows the encryption process for a
session key.

As shown in Figure 2, the session key encryption pro-
cess consists of five main components: a pseudo-random
number generator, a session key, a hash code generator, a
hash code, and a key generator.

1) Pseudo-random number generator: used to generate
the session key and guarantee the randomness of the
session key.

2) Session key: used by the encryption algorithm to con-
vert plaintext data into ciphertext data, while pass-
ing through the hash generator to generate the hash
code.

3) Hash code generator: used to generate the hash code
for the session key.

4) Key generator: used to generate the session key cor-
responding to the transmitted hash code.

5) Hash Code: is an integer value associated with a ses-
sion key. The ¡hash code, session key length¿ is
transmitted over a secure transmission channel and
a key generator on the receiving end is used to gen-
erate the session key corresponding to the hash code.

The pseudo-random number generator uses the gener-
ated session key in the image encryption algorithm, while
the sender uses the hash generator to generate a hash code
corresponding to the session key to be sent to the receiver
via the transmission channel, the hash code generation
algorithm is implemented as shown in Algorithm 1.

Algorithm 1 Hash code generation

1: Input: Unsigned long integer key key, Unsigned long
integer key length key len

2: Output: hash value
3: // Unsigned long integer hash code generation
4: Unsigned long integer hashes hash value = 0, i
5: for i = 0; i < key len; i++ do
6: hash value←hash value+(pow(31,i)×(key%10)
7: key ← key/10;
8: end for
9: return hash value

After the receiver receives the hash code, it generates
the session key k corresponding to the hash code for ci-
phertext image decryption through the key generator, and
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Figure 2: Session key encryption.

the key generation algorithm is implemented as shown in
Algorithm 2.

Algorithm 2 Key generation

1: Input: Unsigned long integer hash codes hash code,
Unsigned long integer key length key len

2: Output: key
3: // Unsigned long integer session key decryptor
4: Unsigned long integer key = 0, quotient
5: // i takes integers
6: int i;
7: for i = key len− 1; i >= 0; i++ do
8: quotient← hash code/(pow(31, i))
9: key ← 10× key + quotient;

10: key ← key/10;
11: hash code← hash code%pow(31, i)
12: end for
13: return key

3.3 Deniable Authentication Image En-
cryption Algorithm

3.3.1 Deniable Authentication Image Encryp-
tion

Figure 3 shows the proposed deniable authenticated im-
age encryption processing flow. Defining k as the key,
m as the plaintext, C as the round function and E as
the chaotic hashing parallel algorithm, the encryption is
Ek(m) and the decryption is Dk(Ek(m)). The whole en-
cryption and decryption process is essentially a specific
number of iterations, where the encryption of the plain-
text image is done in parallel with the hashing of the
plaintext, and the decryption process also generates the
corresponding hash values.

The specific encryption processing steps are as follows:

Step 1: DO generates the session key using the pseudo-
random number generator, and then generates the
hash value through the hash code generator. The
hash value is transmitted to DU through the secure

transmission channel, and DU generates the corre-
sponding session key using the key generator of Sec-
tion 3.2 to realize the secure exchange of the session
key.

Step 2: DO utilizes the chaotic hashing parallel al-
gorithm, which generates the sub key, message
block, and position corresponding to the session key
through the sub key generation algorithm. The input
value of the round function C is generated through
the fk() function.

Step 3: According to the chaotic hashing parallel algo-
rithm, the ciphertext Ek(m) is generated by iterating
through the grouping cipher algorithm and the round
function, and the hash value H(m) of m can be ob-
tained simultaneously by the parallelism of algorithm
E. Ek() and H(m) will be sent to DU at the same
time.

Step 4: DU receives Ek(m) and H(m) and performs the
decryption calculationDk(Ek(m)) = m′, while a new
hash value H(m′) can be obtained due to the paral-
lelism of algorithm E.

Step 5: Compare H(m) with the received H(m′). If
H(m) = H(m′), the message is accepted, otherwise
it is rejected.

3.3.2 The Chaotic Hashing Parallel Algorithm

This paper uses the hashing parallel algorithm based on
block cipher algorithm and improved Arnold chaotic map
to encrypt the plaintext image. Among them, the parallel
mode is reflected in two aspects: first, the plaintext image
is processed in parallel into message blocksM1,M2, ...,Ms

using a structure similar to DM(DM is a DM database,
which is a partitioned logical storage structure), and then
processed in parallel through fk(); Secondly, through the
tree structure, two adjacent blocks Outi and Outi+1 are
combined into one, and the hash value output by the
round function is combined through the round function
C to generate the final hash value. The specific design
details are as follows:
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Figure 3: Deniable Authentication Image Encryption Process.

1) Block cipher algorithm: Block cipher has simple
structure and strong applicability. Using the itera-
tion of the round function to achieve ”diffusion” and
”disturbance” of data, providing data confidentiality
and facilitating parallel operations. Its encryption E
and decryption D can be represented as a mapping
on Fn

2 : Sk is the key space, and Sk ⊆ Fn
2 . The

detailed definition is shown in Eq. (1):

E : Fn
2 × Sk → Fn

2 D : Fn
2 × Sk → Fn

2 (1)

where, for any key k ∈ Sk, its encryption function
E(·, k) and decryption function D(·, k) are permuta-
tions on Fn

2 , and for the same key k, the encryption
and decryption functions are inverse permutations
with each other. It can be seen that the plaintext
length and ciphertext length in Eq. (1) is both n.

2) Improved Arnold mapping: The parameters in the
traditional two-dimensional Arnold model shown in
Eq. (2) is fixed, and there are problems with low di-
mensional chaotic structures, insufficient key space,
short cycles, and vulnerabilities in grayscale and
color image encryption. After multiple rounds of
transformation, there will be periodic phenomena.[

xn+1

yn+1

]
= Aj

[
xn

yn

]
(mod L) (2)

where

[
1 p
q pq + 1

]
, p and q are the control pa-

rameters of the chaotic system, and once they are
assigned, they are determined. When p = q = 1, the
system is a classic Arnold transform, which is equiv-
alent to image cutting and stitching. (xn, yn) and
(xn+1, yn+1) are the positional coordinates of pixels
before and after conversion.

In order to overcome the problem of small key space
and short period, the parameters of the traditional
two-dimensional Arnold model of Eq. (2) has been
improved and are mathematically defined in Eq. (3):[

xn+1

yn+1

]
= A

′

j

[
xn

yn

]
(mod L) (3)

where A
′

j =

[
1 x(p)

x(q) x(p) ∗ x(q) + 1

]
, and is repre-

sented by the following matrix of parameters.

A
′

0 =

[
1 x(p)

x(q) x(p) ∗ x(q) + 1

]
,

A
′

1 =

[
x(p) ∗ x(q) + 1 x(p)

x(q) 1

]
,

A
′

2 =

[
1 x(q)

x(p) x(p) ∗ x(q) + 1

]
,

A
′

3 =

[
x(p) ∗ x(q) + 1 x(q)

x(p) 1

]
,

A
′

4 =

[
x(p) 1

x(p) ∗ x(q)− 1 x(q)

]
,

A
′

5 =

[
x(q) 1

x(p) ∗ x(q)− 1 x(p)

]
,

A
′

6 =

[
x(p) x(p) ∗ x(q)− 1
1 x(q)

]
,



International Journal of Network Security, Vol.26, No.3, PP.454-466, May 2024 (DOI: 10.6633/IJNS.202405 26(3).13) 459

A
′

7 =

[
x(q) x(p) ∗ x(q)− 1
1 x(p)

]
.

The two pixels x(p) and x(q) are two pixel values
from plaintext. The positions of two pixels are rela-
tively fixed in clear text. However, after each round
of perturbation, the encrypted object will change,
and the pixel values at p and q will also change.
So x(p) and x(q) will also change. This results in
a rapid increase in key space and period, ultimately
achieving the effect of One Time One Secret (OTP).

3) Key hashing function: Hashing function: Hashing
function refers to mapping an input of any size to a
hash value of a fixed size, mathematically defined as
Eq. (4):

Hi = h(Mi, Hi−1) (4)

where h() and Mi(i=1, 2,...,n) represent the hash-
ing loop function and the i-th message block, respec-
tively. Hi−1 and Hi are the previous and current
state values of the hashing function, respectively.

According to Eq. (4), the definition of Eq. (5) can be
obtained.

Hn = h(Mn, Hn−1)

= h(Mn, h(Mn−1,Mn−2)

= · · ·
= h(Mn, h(Mn−1, h(Mn−2, · · · , h(M1,M0))))

(5)

Key hashing function: The key hashing function
Hn = hk(Mn, Hn−1) can be executed in parallel if the
loop function hk satisfies the following conditions.

hk(x, y) = fk(x)⊙ gk(y) (6)

gk(x⊙ y) = gk(x)⊙ gk(y) (7)

where k is the key, fk() and gk() are two keying func-
tions, and ⊙ is an operator.

The corresponding parallel hash value Hn is calcu-
lated by Eq. (8):

Hn = fk(Mn)⊙ gk(fk(Mn−1))⊙ · · · ⊙ gik(f(Mn−i))

⊙ · · · ⊙ gn−1
k (fk(M1))⊙ gnk (H0)

(8)

4) Chaotic hashing parallel algorithm structure: Fig-
ure 4 shows the parallel structure of the designed
chaotic cryptographic hashing function. The hashing
function has strong diffusion and obfuscation prop-
erties and is very sensitive to messages and has good
resistance to statistical attacks. The specific steps
are as follows:

Structure of fk(): The return value of fk() in Figure 4
should be determined not only by the key and the
message block, but also by the position of the block
in the whole message. fk() consists of a grouping

Figure 4: Chaotic cryptographic hashing function parallel
structure.

cipher and a logical operation, and the return value
depends on the key k, the message block Mi and
the position corresponding to the message block, as
defined in Eq. (9):

K
′

i = EMi(i⊕ k)⊕ i⊕ k

M
′

i = Ei(Mi ⊕ k)⊕Mi ⊕ k

Outi = fk(Mi) = EM
′
i
(K

′

i)⊕K
′

i

(9)

where the parameters Mi, i and k represent the ith
message block, the position of Mi in the whole mes-
sage and the key, respectively. Outi is the output
value of fk(Mi). The function Ek(p) is a packet
cipher, and the output is a ciphertext p encrypted
with the key k, ⊕ denotes a heterogeneous opera-
tion, where the function Ek(p) uses the Advanced
Encryption Standard (AES).

Step 1: Define l as the length of the message block,
which is set to 128 bits. The padding message
M ensures that its length is a multiple of l; the
number of padding bits (100...0)2 is n, satisfying
(m+ n) mod l = l− 64, 1 ≤ n ≤ l. In addition,
the last 64 bits of the padding part are used to
save the length of M . If M is greater than 264,
let m = m mod 264.

Step 2: The padding message is divided into blocks
M1,M2, ...,Ms. Each block contains l bits.

Step 3: Calculate all Outi(i = 1, 2, ..., s) values in
parallel according to Eq. (9).Combine all Outi
by tree structure to obtain the final hash value.
Algorithm 3 is a chaotic hashing parallel algo-
rithm implementation.

Round function C(a, b): Due to the low security of
simple operators such as XOR and multiplication,
chaotic mapping has the advantages of sensitivity to
initial conditions, chaos and ergodicity, and its it-
eration has good one-way. Define a one-way round
function C(a, b) using an improved discrete Arnold
chaotic map, where a, b are input values. Func-
tion C(a, b) compresses two message blocks into one,
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Algorithm 3 Chaotic hashing parallel algorithm

1: Input: Out1, Out2, · · · , Outs
2: Output: Out1
3: R = [log2S]
4: count = S;
5: for i=1 to R do
6: k = ⌊count/2⌋
7: for j=1 to k do
8: Outj = C(Out2j−1, Out2j)
9: end for

10: if 2k < count then
11: Outk+1 = Outcount
12: end if
13: count = k
14: end for
15: return Out1

which has good diffusivity, compressibility and unidi-
rectionality. Algorithm 4 is implemented as a round
function generation algorithm.

4 Experimental Results and Per-
formance Analysis

4.1 Image Encryption Performance Anal-
ysis

All the experiments in this paper are done in a laptop
with Windows 10 operating system, hardware environ-
ment of Intel Core i5-4210H 2.9GHz and running memory
of 32GB using MATLAB 2015, Visual C++ experimental
platform to complete the experimental simulation. Three
grayscale images of Lena, Peppers, and Baboon with the
size of 256×256 are selected as the test images. Figure 5
shows the test results of the original image, encrypted im-
age, and decrypted image of the three test images. From
the test results, we can see that the encrypted ciphertext
images do not have any visual information leakage, and
the decryption process can highly restore the plaintext im-
ages. It shows that the proposed scheme can effectively
ensure the visual security of the ciphertext image.

4.1.1 Histogram Analysis

The grayscale histogram shows the distribution of all
grayscale values of an image, where the horizontal coor-
dinate indicates the grayscale value and the vertical coor-
dinate indicates the number of times the pixel with each
grayscale value appears in the image. Figure 6 shows the
histograms corresponding to the plaintext and ciphertext
images of the three test images.

From Figure 6, it can be seen that the gray value dis-
tribution of the plaintext image histogram is very uneven,
while the corresponding gray value distribution of the ci-
phertext image histogram is more uniform. It indicates
that the proposed scheme can well mask the statistical

Algorithm 4 C(a, b) generation algorithm

1: Input: two message block a and b
2: Output: Out
3: The message blocks and are partitioned into 8-

bit sub-blocks a1, a2, · · · , at and b1, b2, · · · , bt re-
spectively

4: x
′
= a1 ⊕ a2 ⊕ · · · ⊕ at

5: y
′
= b1 ⊕ b2 ⊕ · · · ⊕ bt

6: for m=1 to n do
7: for i=1 to t do
8: p = x
9: q = y

10: x = (ai + ⌊x
′
/37⌋) mod 256

11: y = (bi + ⌊y
′
/37⌋) mod 256

12: if x = 0 and y = 0 then
13: x = 1
14: y = (ai + bi) mod 256
15: end if
16: if (x+ y) > 2 then
17: j = (x+ y) mod 8
18: else
19: j = (x+ y) mod 4
20: end if

21:

[
x

′

y
′

]
= A

′

j

[
x
y

]
mod 256

22: ai = x
′

23: bi = y
′

24: end for
25: end for
26: Out = (a1 ⊕ b1)||(a2 ⊕ b2)|| · · · ||(at ⊕ bt)

(a) Lena

(b) Peppers

(c) Baboon

Figure 5: Test results of original image, encrypted image,
and decrypted image.

characteristics of grayscale images, and has very good dif-
fusion characteristics and resistance to statistical attacks.
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(a) Lena

(b) Peppers

(c) Baboon

Figure 6: Histogram comparison of plaintext and cipher-
text images.

4.1.2 Correlation Analysis

Correlation refers to the degree of correlation between
adjacent pixel grayscale values in an image. The smaller
the correlation coefficient, the lower the pixel correlation,
and the stronger the ability to resist statistical analysis.
Figure 7 shows the correlation analysis of adjacent pixels
between Lena plaintext image and ciphertext image. The
definition of correlation coefficient is shown in Eqs. (10)-
(13):

rxy =
cov(x, y)√
D(x)D(y)

(10)

cov(x, y) =
1

N

N∑
i=1

(xi − E(x))(yi − E(y)) (11)

E(x) =
1

N

N∑
i=1

xi (12)

D(x) =
1

N

N∑
i=1

(xi − E(x))2 (13)

where rxy is the correlation coefficient; cov(x, y) is the
covariance; D(x) is the variance; E(x) is the mean; x, y
are the grayscale values of the neighboring pixels.

As can be seen from Figure 7 that the adjacent pixel
correlation between plaintext and ciphertext images is cal-
culated for Lena images using 1500 pairs of pixel points,

and the adjacent pixel correlation is stronger for plaintext
images and the distribution of adjacent pixels is more uni-
form for ciphertext images, indicating that the proposed
scheme satisfies zero correlation and has better encryp-
tion effect, and ciphertext images have lower pixel corre-
lation. Table 1 shows the comparison between the correla-
tion coefficients between adjacent pixels of plaintext and
ciphertext images for the proposed scheme and existing
methods [27,29].

As can be seen from Table 1, the correlation coefficients
between the adjacent pixels of the ciphertext image and
the pixels in the horizontal, vertical and diagonal direc-
tions in the original pixel plaintext image are relatively
large, and the correlation coefficients are close to 1; while
in the corresponding ciphertext image, the correlation co-
efficients are close to 0. The experimental results are
slightly better than those in the scheme [27, 29]. There-
fore, the proposed scheme can better eliminate the corre-
lation between adjacent pixels and can mask the original
features of the image.

4.1.3 Information Entropy

The information entropy reflects the uncertainty of im-
age information, and generally the higher the entropy, the
more information and the less visible information. For a
grayscale image with L=256, the theoretical value of in-
formation entropy is 8. Table 2 shows the comparison
of information entropy between the proposed scheme and
existing methods [27,29]. The information entropy is cal-
culated by Eq. (14) as follows:

H(m) = −
L∑

i=1

P (mi)log2P (mi) (14)

where L denotes the number of gray levels in the image,
(mi) denotes the pixel value, and P (mi) denotes the prob-
ability of occurrence of the gray value mi.

As can be seen from Table 2, the information entropy
of the encrypted image is close to the theoretical value8
and its grayscale values are uniformly distributed, which
can effectively resist statistical attacks. Compared with
the scheme [27, 29], the information entropy value of the
ciphertext image in the proposed scheme is closer to the
ideal value, and the proposed chaotic hashing parallel al-
gorithm is very sensitive to messages due to its strong
diffusion and obfuscation properties. Therefore, the pro-
posed scheme has better performance in resisting statis-
tical attacks.

4.1.4 Differential Attack

Differential attack refers to an attacker who, after slightly
changing the plaintext, compares the differences between
the corresponding ciphertext before and after the change,
in order to find the corresponding relationship between
the plaintext image and the ciphertext image. The num-
ber of pixels change rate (NPCR) and normalized average
change intensity (UACI) are usually used to evaluate the
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(a) Horizontal orientation of plaintext images (b) Vertical orientation of plaintext images

(c) Diagonal orientation of plaintext images (d) Horizontal orientation of the ciphertext image

(e) Vertical orientation of the ciphertext image (f) Diagonal orientation of the ciphertext image

Figure 7: Neighboring pixel correlation analysis of Lena plaintext image and ciphertext image.

algorithm’s ability to resist differential attacks. When the
values of NPCR and UACI are close to the ideal values of
99.6094% and 33.4635%, it indicates that the encryption
has a strong ability to resist differential attacks. Table 3
shows the comparison of NPCR and UACI between our
proposed approach and existing methods [27, 29]. The
relevant calculation formulas are shown in Eqs. (15)-(17):

C(i, j) =

{
0, if P1(i, j) = P2(i, j)

1, if P1(i, j) ̸= P2(i, j)
(15)

NPCR =

∑M
i=1

∑N
j=1 C(i, j)

M ×N
× 100% (16)

UACI =

∑M
i=1

∑N
j=1 |P1(i, j)− P2(i, j)|
255×M ×N

× 100% (17)

where M and N represent the length and width of the
image, respectively, and P1(i, j) and P2(i, j) represent the
corresponding ciphertext pixel grayscale values before and
after the plaintext change, respectively.

As can be seen from Table 3, the NPCR values of
the proposed scheme are slightly lower than those in the
scheme [27, 29], and the UACI values are slightly higher
than those in the scheme [27] and slightly lower than those
in the scheme [27], but the NPCR and UACI values of all
images are closer to the ideal values than those in the
scheme [27,29]. Therefore, the proposed scheme has bet-
ter performance in resisting differential attacks.

4.2 Performance Analysis of Deniable
Encryption Schemes

Deniability: Because the data owner and data user al-
ready jointly own the session key k, and the chaotic
encryption hashing parallel algorithm Ek() is stored
in a trusted third party (TA), both parties can ob-
tain the algorithm Ek() through TA. Therefore, data
users can completely imitate all the communication
processes between the data owner and the data user.
It can provide an attacker with a false message that
cannot be detected by the attacker, so that the data
user cannot prove to the attacker that the message m
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Table 1: Correlation coefficients between adjacent pixels

Images Direction Plaintext images
Cipher
images

Ref. [29] Ref. [27]

Lena
Level 0.97898 -0.0036822 0.00902660 -0.007100

Vertical 0.98784 -0.0021478 -0.00592550 0.008500
Diagonal 0.96547 0.0032566 0.00552270 0.000200

Peppers
Level 0.97979 -0.0028623 0.00088813 0.003800

Vertical 0.98075 -0.0022578 0.00060857 0.002500
Diagonal 0.96631 0.0032000 0.00434800 0.003200

Baboon
Level 0.86829 -0.0036002 0.00424650 -0.004800

Vertical 0.77354 -0.0021458 -0.00740770 -0.001700
Diagonal 0.74757 0.0037566 -0.00456560 0.006800

Table 2: Comparison of information entropy

Images Plaintex Ciphertext Ref. [29] Ref. [27]
Lena 7.445121 7.997656 7.9976948 7.996800

Peppers 7.581900 7.997268 7.9971601 7.996800
Baboon 7.593800 7.997153 7.9970808 7.997100

comes from the data owner, and the data owner can
also deny that the messagem comes from themselves.

Message authenticity: This article proposes to trans-
mit the key by generating a hash code instead of di-
rectly transmitting the key, which has good security.
Therefore, only the session key k of algorithm E is
known between the data owner and the data user.
Data users know that only the data owner can gen-
erate ciphertext with the key k, which can confirm
the true identity of the user from whom the mes-
sage m originates. At the same time, data users can
also confirm the integrity of the message transmission
process through hash values and achieve user identity
authentication.

Safety analysis: During message transmission, the key
is transmitted by generating a hash code, which
achieves double-secure encryption of the session key.
The security by algorithm E ensures that it is im-
possible for a malicious attacker to intercept Ek(m)
and H(m) and replace them with their own values
without knowing the key, i.e. the scheme is resis-
tant to man-in-the-middle attacks, and the use of a
chaotic hashing parallel encryption algorithm based
on the packet cipher algorithm and the improved
Arnold chaos mapping-based chaotic hashing parallel
encryption algorithm for encrypting images, making
the scheme resistant to statistical attacks and to dif-
ferential attacks.

Efficiency analysis: The proposed scheme adopts the
improved Arnold chaotic cryptographic hashing par-
allel algorithm to perform encryption, decryption and
hashing operations in parallel, which is a significant
improvement in efficiency compared to traditional en-
cryption and hashing algorithms, and most of the ex-

isting DAE schemes based on public key cryptosys-
tems are based on bilinear pairing and modulo power
operations, which are computationally expensive.

4.3 Performance Comparison with Exist-
ing DAE Solutions

4.3.1 Efficiency Analysis

Compared to the bilinear mapping in the public key en-
cryption regime and the ECC encryption algorithm, the
chaotic encryption algorithm avoids scalar multiplication
and modulo power operations, which improve efficiency.
is negligible compared to other operations. Thus, a gen-
eral conclusion is drawn as follows:

Tp ≈ 10Tm, Tm ≈ 3Tc, Tc ≈ 2.42Ts, Ts ≈ 17.4Th

A summary of these formulas reflects a link between
the time taken by the algorithms:

Tp ≈ 10Tm ≈ 30Tc ≈ 72.6Ts ≈ 1263.24Th

where Tp is the bilinear pairing operation time; Tm is
the scalar dot product operation time; Tc is the execution
time of Tn(x) mod p in the Chebyshev polynomial; Ts is
the symmetric encryption operation time; and Th is the
hashing operation time.

The proposed scheme generates the hash value in two
stages. (1) The complexity of the computation is mainly
contributed by fk(), which encrypts the message block
three times using AES (AES is a simple integer opera-
tion). These operations use very few CPU resources dur-
ing the computation. (2) The computational complexity
is mainly contributed by the round function C(), and the
floating-point operations in the chaotic mapping can be
omitted. At the same time, due to the parallelism of the
chaotic hashing parallel algorithm, its encryption and de-
cryption as well as the operations on the hash values are
executed in parallel. Figure 8 shows the running time of
the chaotic hashing parallel algorithm corresponding to
varying the file size for different numbers of threads.

As can be seen from Figure 8, the execution time of
the entire chaotic hashing function (including the time to
read the file) decreases as the number of threads increases.
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Table 3: Comparison of NPCR and UACI

Images
NPCR (%) UACI (%)

Proposed Ref. [29] Ref. [27] Proposed Ref. [29] Ref. [27]
Lena 99.6135 99.6170 99.6140 33.4384 33.4199 33.5463

Peppers 99.6245 99.6399 99.6262 33.4505 33.3027 33.4768
Baboon 99.6102 99.6185 - 33.4312 33.4211 -

Figure 8: Running time of the chaotic hash parallel algo-
rithm

Therefore, the chaotic hashing function proposed in this
paper can achieve higher operational efficiency on a par-
allel platform and the constructed deniable authenticated
image encryption scheme costs less time.

4.3.2 Safety Analysis

Table 4 shows the performance of the proposed scheme
compared to existing DAE schemes in terms of security.

It can be seen from Table 4 that the DAE scheme con-
structed in this paper meets all the security requirements
in the table, and compared with the scheme [5], the pro-
posed scheme provides mutual authentication by gener-
ating the key into a hash code for transmission, so that
only the session key of the algorithm is known between
the DO and the DU, and the DU knows that only the DO
can generate the ciphertext with the key k, so that it can
confirm that the message m comes from the DO. At the
same time, compared with the scheme [4] and scheme [5],
the proposed scheme is resistant to statistical attacks and
differential attacks, and the experimental results are close
to the ideal values according to the two metrics of infor-
mation entropy value and differential attacks in the ex-
perimental analysis. Therefore, the proposed scheme has
better security performance.

5 Conclusions

A deniable authenticated image encryption scheme based
on chaos theory is proposed. The scheme addresses the
complexity of existing key exchange protocols and the lack
of security in the key transmission process by generating
a hash code in the form of a session key for transmission,

which achieves double encryption of the session key and
completes the secure exchange between the two parties; in
addition, using an improved Arnold chaotic hashing par-
allel algorithm, i.e. encrypting the original image by itera-
tion of the group cipher algorithm and the round function
The security of the ciphertext image is guaranteed, as only
the session key is common between the data owner and
the data user, and the encryption function is known. As a
result, the data user can fully simulate the entire commu-
nication process, enabling a deniable authenticated image
encryption process; the efficiency of the encryption oper-
ation is also improved due to the parallelism of the en-
cryption algorithm. The experimental results show that
the scheme is highly operable, secure and has low com-
puting costs, and facilitates the privacy protection of user
identity through the deniability implementation.

The next research plan is to combine it with related
techniques such as searchable encryption, thus enhancing
the security performance of the DAE scheme.
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Abstract

Due to the highly developed state of today’s cyberspace,
many malware programs appear on the internet. Al-
though many detection software programs for malicious
code are currently available on the network, the anal-
ysis of such code still heavily relies on manual inspec-
tion. Manual inspection requires expertise to analyze
the behavior of malware. This paper presents a pattern
for classifying the behavioral characteristics of malicious
code. The assembler code statements are regarded as text.
A regular expression is designed following the API call
statements in the assembler code. Then, the regulariza-
tion expression extracts the API calls, which are used as
the input of the Doc2vec model and vectorized. The re-
sult of it is used as the input of the classification model.
A model containing three GRU layers is built for multi-
classification, and an attention mechanism is added. Clas-
sification results are evaluated by loss value and accuracy.
Finally, the classification result shows it can achieve high
accuracy, and the loss becomes stable. Demonstrated the
model understands and fits the data.

Keywords: API Calls; Attention Mechanism; Doc2vec;
GRU Model; Malicious Behavior

1 Introduction

Malicious code is a type of malicious software intention-
ally written and designed to attack computer systems,
steal data, and damage hardware or software. It may
enter a computer system through email, malicious web-
sites, or other means to cause different levels of threat and
harm to the user’s computer system and data. There are
many kinds of malicious codes, including viruses, worms,
Trojan horses, malicious adware, spyware, ransomware,
mining software, etc. They attack with different means
and purposes, but all pose threats and hazards to com-
puter systems and users’ privacy. With the continuous
development of computer technology, malicious codes are

also upgrading and evolving, and the attack methods are
becoming more and more covert and difficult to defend.
Hackers can use various techniques to bypass antivirus
software, such as code mutation, code obfuscation, and
exploiting vulnerabilities. By mutating malicious code
and changing its characteristics, hackers make it difficult
to be detected and identified by antivirus software; or us-
ing code obfuscation tools to obfuscate malicious code,
making it difficult to be detected and identified by static
analysis and dynamic analysis techniques; they can also
exploit vulnerabilities in software such as operating sys-
tems, browsers and applications to bypass the defense
mechanism of antivirus software and make malicious code
successfully invade computer systems. Therefore, protect-
ing computer and network security against malicious code
attacks and invasions has become an issue that cannot be
ignored. Effective security measures and technical means
are needed to improve their security defenses and protect
the computer and network security of individuals and or-
ganizations.

When detecting malicious code, the key issue is how
to detect the behavior of the malicious code, which does
not necessarily paralyze the computer system but behaves
with certain malicious intent, such as: recording the in-
put of the computer user’s keyboard; using the infected
computer to send information outside the local area net-
work; modifying registry information or deleting files in
the computer. The malicious code is accompanied by sys-
tem API calls during the execution of the above actions.
Accurately classifying malware families remains a difficult
problem, as malware continues to evolve and mutate.

To address this challenge, researchers have proposed
several approaches to detect and classify malware. These
include The literature [11]proposes a technique to analyze
malware by running malware samples in the environment
and monitoring the activities caused by the malware sam-
ples. The literature [18]uses recurrent neural networks
(RNN) and long short-term memory (LSTM) networks
to generate uniform feature embeddings for each binary
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file and computes similarity measures for binaries using
concatenated neural networks. The literature [12]uses a
model that uses a bidirectional encoder representation
from Transformers (BERT) to detect malware. The liter-
ature [14]proposes a novel feature representation method
for malware detection that presents a malware classi-
fication and detection system using a hybrid approach
of migration learning and texture features. The litera-
ture [3] reveals the importance of step size in malicious
code classification using RNN and the highest AUC using
Word2Vec feature vectors found by comparing different
feature vectors. The literature [17]introduced an accu-
rate static malware detection system designed specifically
for Windows environments that effectively identifies and
categorizes portable executable (PE) malware as benign
or malicious. The literature [7]proposes an incremental
malware detection model for meta-feature APIs and sys-
tem call sequences. The literature [8]develops an accu-
rate RNN model that utilizes information gain-based fea-
ture selection to identify the most relevant features for
malware detection and effectively classify malware and
benign software, outperforming other machine learning
methods. The contribution of the paper [6]is the introduc-
tion of a convolutional Recurrent neural Network (CRNN)
method for malware detection using opcode sequences,
which shows improved accuracy compared to traditional
machine learning models

In the field of malicious code analysis, Natural Lan-
guage Processing (NLP) plays a critical role in feature ex-
traction and identifying novel, unfamiliar malicious code.
NLP methods convert code into text, enabling text min-
ing to extract features. For example, N-gram models can
capture common API sequence patterns and convert them
into feature vectors. In addition, NLP helps process large
amounts of log data from dynamic analysis to extract
structured features from keywords in API call sequences.
In machine learning, NLP helps in text classification, em-
ploying techniques such as bag-of-words and deep learning
models to detect new, unrecognizable malicious code.

The literature [5]proposes a framework for early-stage
malware detection and mitigation by leveraging NLP
techniques and machine learning algorithms. The litera-
ture [16]places API call sequences as the subject of purifi-
cation and optimization processes. The literature [2]uses
common subsequences of API calls to study association
rule-based malware classification. The literature [1]pro-
poses embedding modules to convert Windows API func-
tion parameters, registries, filenames, and URLs into low-
dimensional vectors while still retaining proximity prop-
erties. The approach proposed in [4]can be applied to
real-time malware threat search, especially for security-
critical systems. The literature [13]proposes an intelligent
detection system for binary code vulnerabilities based on
program slicing. The literature [9]proposes a method for
constructing malware variants and API sequence datasets
and provides a pre-trained malware detection model based
on BERT. The literature [10] uses Convolutional Neural
Networks (CNNs) to extract features from API call se-

quences and train classifiers for malware detection. The
literature [15]proposes a malware detection method that
combines the use of API calls, TF-IDF, and RNNs.

Current behavioral analysis against malicious code is
performed in two main ways. One is static analysis, where
the binary code is disassembled and the analyst analyzes
it manually or using a static analysis tool such as IDA Pro
by analyzing the code logic and identifying the controls
between blocks of code. The other is dynamic analysis,
which involves running the malware in a controlled envi-
ronment to observe its behavior and interaction with the
system. Both static and dynamic analysis have limita-
tions. Static analysis of malicious code in assembly form
requires a combination of technical skills, knowledge of
the behavior of the malicious code, and the use of special-
ized tools and environments. Dynamic analysis involves
running malware in a controlled environment, and run-
time detection techniques involve modifying the behavior
of runtime malware by injecting code into the process.
This can be used to intercept and log system calls, net-
work traffic, and other events triggered by malware. Both
static and dynamic analysis of malicious code require a
significant investment of effort to perform, and a method
is needed to be able to classify behavior without running
malicious code against its API calls.

Therefore, this paper proposes a method to extract
API sequences from malicious code in assembly form and
then classify the behavior. The main contributions of this
paper include:

1) Propose a regular expression to extract API from as-
sembly code. The IAT (Import Address Table) is a
data structure in the PE file that contains the names
of dynamic link libraries (DLLS) and function names
on which the executable depends. During disassem-
bly, function names in the IAT can be mapped to
the corresponding API. The API call sequence is ex-
tracted by pattern matching of assembly code with a
regular expression. Regular expression is a method
based on pattern matching, so it can quickly extract
all API call sequences from assembly files, greatly
improving efficiency. You can customize regular ex-
pressions as needed to extract specific sequences of
API calls to better suit different application scenar-
ios. This method can extract the API call sequence
in assembly files quickly and efficiently, reduce the
workload of manual analysis, and thus save time and
cost;

2) Build Doc2vec model. The sequence of API calls ex-
tracted from the assembly code is taken as input and
output vectorized. The advantage of the Doc2vec
model is that it can transform unknown terms into
vector representations and calculate the relationships
between word vectors to better express the seman-
tics of documents. The traditional word bag model
or TF-IDF model regards each document as a set
of discrete words, ignoring the context information
between words. The Doc2vec model takes into ac-
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count contextual information between words so that
the semantics of a document can be more accurately
expressed;

3) A classification model with three GRU layers and
one attention layer is established. GRU is a recur-
sive neural network that can process variable length
sequences efficiently and extract important feature
information from them. GRU can model contextual
information in sequences to better capture seman-
tic information in API sequences. Compared with
the traditional classification method of the word bag
model, GRU can more accurately understand the re-
lationship between words in the input sequence. The
use of the attention mechanism can make the model
pay more attention to the important sequence parts,
to improve the accuracy of classification;

2 Related Research

Malicious code behavior analysis refers to the process of
in-depth analysis of malicious code (e.g. viruses, Trojans,
worms, etc.) to understand its attack behavior, propaga-
tion methods, functions, characteristics, and other infor-
mation. In the field of computer security, malicious code
behavior analysis is an important technique that can help
security experts identify and respond to various threats.
Malicious code analysis technology refers to a technol-
ogy that analyzes and researches malicious code samples
through various means and methods, to obtain its rele-
vant information and behavioral laws. These techniques
include static analysis, dynamic analysis, obfuscated code
analysis, machine learning, etc.

RNN and LSTM are two important neural network
structures in the field of deep learning. They can be used
for modeling and predicting sequence data and hence are
useful in analyzing sequence data such as API sequences.
GRU is a recurrent neural network similar to LSTM for
solving long-term dependency problems. They are both
designed to solve the problem of vanishing or exploding
gradients that RNNs encounter when dealing with long
sequence data, while also allowing the network to be able
to selectively forget some information.

2.1 Malware Analysis

Static analysis of malicious code is the reverse analysis of
malicious code through disassembly and decompilation to
obtain the logic and function of the malicious code and
the behavior that may be generated. This method can be
used to analyze the executable file of the malicious code.
Dynamic analysis, on the other hand, involves running the
malicious code in an infected system or virtual environ-
ment, observing its behavior and impact on the system,
collecting relevant data, and analyzing it to gain a more
comprehensive understanding of the malicious code’s be-
havior. This approach can be used to analyze the be-
havior of malware and the process of cyber attacks. Data

mining: Analyze the data collected by the malicious code,
system logs, network traffic, and other data to understand
the behavior of the malicious code, the propagation path,
the target of the attack, the degree of victimization, and
other information.

The Malicious code static analysis technique is a tech-
nique to identify malicious behavior by analyzing the code
structure and features of malicious code. Malicious code
disassembly analysis is a technical means to reverse engi-
neer malware. By disassembling malicious code, the as-
sembly code of its underlying machine instructions can be
obtained to gain insight into the implementation principle
and function of malicious code. By analyzing the disas-
sembled code and understanding the implementation logic
and specific functions of the malicious code, it is possible
to understand whether there are vulnerabilities or back-
doors, as well as information about its association with
other malware. This technique is performed without run-
ning the malicious code, thus further damage to the com-
puter system can be avoided. Static binary analysis is a
technique that determines malicious behavior and operat-
ing system calls by performing reverse analysis of binary
files. This technique can also be performed without run-
ning malicious code, thus avoiding additional risks to the
system. The main steps of static binary analysis include
file analysis (identifying the format and structure of the
binary file, including headers, segments, sections, etc.),
disassembly (converting binary code to assembly code to
better understand its structure and functionality), anal-
ysis of import and export tables (looking at import and
export tables to understand the libraries and API calls
that the program relies on), control flow analysis (analyz-
ing the program’s control flow to identify code blocks and
functions), data flow analysis (tracing the flow of data
in a program to determine the values of variables and
constants), symbolic execution (using symbolic variables
to model various paths of code execution to identify po-
tential vulnerabilities and attack vectors), and behavioral
analysis (analyzing the behavior of a program to iden-
tify potentially malicious behavior and types of attacks).
Through these analysis techniques, static binary analy-
sis can help security researchers better understand the
structure and function of binaries to identify malicious
behavior and attack vectors.

Dynamic analysis of malicious code is a technique that
runs malicious code on an infected system and monitors
its behavior to identify malicious behavior. Unlike static
analysis, dynamic analysis can provide more information,
such as how the malicious code affects the system and
how it interacts with other programs. Dynamic analysis
typically involves the following steps: running malicious
code in a secure environment, monitoring its behavior
and collecting behavioral data, then analyzing the data
to identify malicious behavior and attack vectors, and
taking timely action to prevent the malicious code from
impacting the system. For example, antivirus software,
firewalls, and quarantine of infected systems can be used
to secure systems and data. Dynamic analysis techniques
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can help security researchers gain insight into the behav-
ior and functionality of malicious code to better identify
and prevent malicious behaviors and attacks. However, it
is important to note that the process of dynamic analysis
may expose infected systems to risk, and therefore appro-
priate preventive and security measures need to be taken
to secure systems and data.

2.2 PE File Reverse Analysis

The import table in the PE file records the names and
addresses of external functions or variables that the pro-
gram needs to refer to. When the program executes the
code that needs to call the external function or variable,
it will look up the corresponding name and address in the
import table, and then jump to that address to execute
the corresponding code. The name in the import table is
usually the function name or serial number of the API.
the function name or serial number of the API is recorded
in the export table of the operating system, which pro-
vides many API functions for the program to call. When
a program calls an API function, it looks up the name or
serial number of the function in the export table of the
operating system and then jumps to the address of the
function to execute the corresponding code. Therefore,
there is a mapping relationship between the import table
in the PE file and the export table of the operating sys-
tem. The API name or serial number in the import table
will be mapped to the corresponding function address in
the export table of the operating system for the program
to call the API function correctly. This mapping relation-
ship is an important link between PE files and APIs.

The export table lists the functions and variables in the
program that can be called by external programs, which
is important for dynamic link libraries (DLLs). The Re-
sources table contains the various resources used by the
program, such as icons, bitmaps, strings, menus, etc.,
which can be used internally or externally by the pro-
gram. The relocation table contains information about
the relocation that needs to be done when the program
is loaded. The relocation table can be used to correct
address references in the program when the program is
loaded at a non-default address. These data structures
can help the analysis to better understand the structure
and function of the program for more in-depth analysis
and disassembly. As it is shown in Figure 1

The IAT (Import Address Table) in the PE file records
the names and addresses of external functions and dy-
namic link libraries that the program needs to use to dy-
namically load and call these functions at program run-
time. The function names in the IAT can be mapped
to the corresponding APIs. Reverse analysis of the PE
file to obtain the names and addresses of the external
functions recorded in the IAT. The code segments that
use these functions are then found in the reverse process
and disassembled into assembly code. There is a strong
connection between the behavioral characteristics of the
malicious code and the API calls. Malicious code usually

Figure 1: PE file

performs its malicious behavior through API calls, which
are a set of predefined functions or methods provided by
the operating system or third-party libraries that can be
used to perform various operations, such as file reading
and writing, process control, network communication, etc.
The reverse analysis process of malicious code through the
API calls helps to determine its behavioral characteristics.
When malicious code calls API functions related to net-
work communication, file operations, etc., it is likely that
the malicious code is designed for network attacks, data
theft, file tampering or stealing, and other behaviors. By
analyzing the API functions called by the malicious code,
the main functional and behavioral characteristics can be
understood.

When IDA Pro reverse analyzes a binary file, it uses
feature information from the FLIRT database to identify
known library functions. If IDA Pro finds feature infor-
mation in the FLIRT database in the binary file, it will
automatically add the function to the disassembly code
and display the name and parameter information of the
function in the disassembly code.

2.3 Gate Recurrent Unit

GRU is a variant of recurrent neural networks that solves
the gradient vanishing problem in standard RNNs and
better captures long-term dependencies in sequential data
by including reset and update gates, such as speech recog-
nition, machine translation, and natural language pro-
cessing. GRU is better than standard RNNs. It also
has a more simplified memory unit than LSTM, and
thus is faster to compute with comparable performance
to LSTM.

In malicious code classification, the API call sequence
is sequence data, and the GRU model can encode each
element in the sequence and predict the subsequent ele-
ments based on the previous encoding information. Com-
pared with other traditional sequence models, the GRU
model can effectively reduce the gradient disappearance
and gradient explosion problems when learning, thus im-
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proving the performance and generalization ability of the
model. In addition, the GRUmodel has fewer parameters,
making it relatively fast to train and capable of handling
variable-length sequence data, which makes it more suit-
able for applications in NLP fields such as malicious code
classification.

The structure of Reset and update gates is shown in
Figure 2. For a given time step t, assume that the input
is a small batch xt ∈ Rn∗d while the hidden state of the
previous time step is Ht−1 ∈ Rn∗h and then the reset gate
Rt ∈ Rn∗h and the update gate z zt ∈ Rn∗h are calculated
as follows:

Rt = σ(XtWxr +Ht−1Whr + br) (1)

Zt = σ(XtWxz +Ht−1Whz + bz) (2)

Figure 2: Reset and update gates in the GRU model

Figure 3 shows Computing the hidden state in the GRU
model. The GRU contains two gating units: A reset gate
and an update gate. The activation functions of these
gates are sigmoid functions that are used to limit the out-
put value of the gate between 0 and 1. The reset gate con-
trols the degree of influence of the previous state on the
current state, while the update gate controls the degree
of influence of the previous state and the current input on
the next state.

Ht = Zt

⊙
Ht−1 + (1− Zt)

⊙
H̃t (3)

3 Design of Classification Method

The experimental scheme is as follows,

Step 1: Read the API call sequences in each ASM file in
the training set using regularization rules, tag them
according to the names of the ASM files, and save
the results to a CSV file.

Step 2: Feed the API call sequences obtained in the pre-
vious step into Doc2vec, and represent the API call
sequences with a 50-dimensional vectorization.

Figure 3: Computing the hidden state in the GRU model

Step 3: The vectorized API sequences obtained in Step 2
are fed into the GRU network with an attention
mechanism for the multi-classification task, and the
classification effect of the model is evaluated using
loss value and accuracy. The overall procedure is il-
lustrated by Figure 4.

Figure 4: Experimental flow graph

3.1 Malware Dataset

To study and classify malware, the Microsoft Malware
Classification Challenge (BIG 2015) dataset was used.
The dataset contains labeled data for training and un-
labeled data for testing, totaling about 500 GB. The
dataset contains malware from nine different families, in-
cluding Ramnit, Vundo, Tracur, and Obfuscator.ACY,
which belongs to the worm category, as well as Gatak,
which belongs to the Trojan category, Kelihos ver3 and
Kelihos ver1, which belong to the Botnet category, and
Simda, which belongs to the backdoor category. Keli-
hos ver3 and Kelihos ver1 are in the Botnet category, and
Simda is in the Backdoor category. The total number of
malware files in the dataset is 10,868, and these files are
divided into byte files and ASM files. Unlike binary files,
the ASM file section contains intuitive assembly code. In
the experiments, only training data was used, of which
80% was used for training and 20% for testing. The
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amount of malware varies between families, with families
4, 5, 6, and 7 having lower amounts. To avoid excessive
computation, this study used only some of the six mal-
ware families with high data volumes for training. Each
family of the training data and the corresponding number
are shown in Table 1.

Table 1: Malware train data

label Family name The number of ASM file
1 Ramnit 908
2 Lollipop 1375
3 Kelihos ver3 1806
6 Tracur 150
8 Obfuscator.ACY 219
9 Gatak 623

3.2 Reverse Analysis API Extraction

Binary reverse analysis is the process of converting hex-
adecimal numbers into human-readable assembly instruc-
tions. This paper takes the form of static analysis to study
the behavioral characteristics of malicious code. Static
analysis is performed on captured malicious code sam-
ples without running them, and malicious code samples
are reverse analyzed to readable assembly code. The in-
formation in the malicious code is analyzed to infer the
logic and behavior of the program. To deeply analyze and
understand the function, behavior, and attack method of
the malicious code. Malicious code disassembly can re-
veal the true intent, command and control flow of ma-
licious code, and can reveal hidden features, encryption
algorithms, and defense mechanisms of malicious code.
Figure 5 shows an example of the malware disassembles
fragments.

Figure 5: Malicious code disassembles fragments

Disassembling malicious code can help analyze the in-
structions and flow of binary files and can determine the

functions and system calls used by the program, among
others. It is used to examine, manipulate, and modify
executable files. When it comes to reverse analysis of
malicious code, behavioral characteristics are very impor-
tant. The assembly code contains information such as
the machine instruction that operates, the marker that
marks the location, and the memory cell that stores the
data or performs the operation. The instruction is usually
a basic operation, such as moving data, performing arith-
metic operations, comparing values, etc. The operands
are the inputs and outputs of the instruction. Instruc-
tions and operands in assembly code usually manipulate
memory addresses, which can be code segments, data seg-
ments, stacks, etc. of a program. Assembly code usu-
ally contains function and call instructions that divide
the code of a program into reusable modules. Assembly
code usually contains system API call instructions that
allow the program to access operating system functions
such as file reading and writing, network communication,
process control, etc.

Regular Expressions, consisting of word symbols and
operators, are a means of pattern matching and text pro-
cessing. Regular expressions can be used to find specific
strings, URLs, or words in text. The principle of searching
strings with regular expressions is based on the matching
rules of regular expressions and the structure of strings.
To search for a string with a regular expression, you first
define a matching pattern, which consists of a regular ex-
pression and a specific flag. Then the matching pattern
is matched against the string to be searched, checking
whether there are.

In this paper, we propose a regular expression
to extract APIs from assembly code based on the
way APIs are called in assembly code. the reg-
ularized expression used to extract API sequences:
r”\s+call\s+ds:(?P<api name>[ a-zA-Z0-9]+)”, the ex-
pression ’\s’ means match one or more space characters
(e.g.space, character newline, etc.). ’call’ matches the call,
and ’ds:’ matches the character ds.(?P<api name>[ a-
zA-Z0-9]+) is a named capture group. This pattern
matches any space character before or after the state-
ment, from the capture API name in the assembly state-
ment (which can only contain letters, numbers, and un-
derscores). By applying this regular expression pattern
to each line of code in the individual assembly file of the
read dataset, a series of API calls can be extracted.

3.3 API Sequence Vectorization

In the previous step, the sequence of API calls is extracted
from the assembly code and treated as text. The API call
sequences are then trained using the Doc2vec method,
which is an unsupervised algorithm that learns a fixed
length feature representation, enabling the classification
of API call sequences of malicious code in the next step.

Using the Doc2vec algorithm, sentences, paragraphs,
and documents can be represented as vectors. This is an
extended version of the Word2Vec algorithm with several
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Figure 6: Doc2vec model

advantages, such as not requiring a fixed sentence length
and accepting sentences of different lengths as training
samples. Using the Doc2vec algorithm, malicious codes
can be classified more accurately because the structure
of the model can overcome the drawbacks of the bag-of-
words model. Figure 6 illustrates the structure of the
doc2vec model.

3.4 GRU Model

The reason why the GRU model performs well in mali-
cious code API classification is that the GRU model has
the memory capacity to process sequential data. after the
API sequences are fed into the vectorized output of the
Doc2vec model, the output vector is fed as input to the
GRU network for the multi-classification task. Figure 7
illustrates the structure of the classification model.

Figure 7: Classification model

Adding an attention mechanism to the GRU model

improves its performance of the GRU model because it
allows the model to focus more on key information when
processing sequential data. The attention mechanism al-
lows the model to visualize the features it focuses on, thus
improving the interpretability of the model. It can be
easier to understand the model’s decisions and identify
which features have the most influence on the model’s
predictions.

A model containing three GRU layers and an attention
layer with 32 neurons per GRU layer to prevent overfit-
ting was built through the Keras deep learning framework.
The shape of the input tensor consists of two dimensions
of data, the first dimension is the time step, the second di-
mension is the number of features, and the last dimension
is 1 (representing a univariate time series). Additionally,
an attention mechanism is applied in the model to im-
prove the mining of the key information of the time series.
Ultimately, the returned sequence model can return the
output sequence for each time step as needed. The model
is compiled using an Adam optimizer with a loss function
of categorical cross-entropy and an evaluation metric of
accuracy. The attention mechanism is then used to en-
hance the expressiveness of the GRU layer, and finally,
the prediction results are output using a fully connected
layer.

To address the problem of overfitting during model
training, a 20% Dropout is applied after each GRU layer,
and L1 regularization is also added to the Dense layer
before the output layer. Dropout is a regularization
technique that ignores randomly selected neurons during
training. L1 regularization is a technique used in machine
learning that works by adding a penalty term to the loss
function that is proportional to the absolute value of the
weight,.s. The model uses smaller weights, which leads
to sparsity in the weight matrix. Smaller weights reduce
the complexity of the model and can help prevent over-
fitting by limiting the ability of the model to fit noisy or
irrelevant features in the training data.

4 Result

4.1 Experimental Environment

The experiment was conducted on a Windows 11 com-
puter system with i5-11400H CPU and 16G RAM. The
development environment was Python 3.7 and Pycharm
Professional, TensorFlow 2.10.0 was used to build the
GRU model, gensim was used to build the doc2vec model,
and matplotlib was used to plot the results.

4.2 Extracting API Call Sequences from
Assembly Code

This experiment imports the necessary libraries, such as
”os” for OS-related functions, ”re” for regular expres-
sions, ”chardet” for detecting file encoding, and ”CSV”
for reading and writing CSV files for reading and writing
CSV files. Then define the regular expression pattern to
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match the API calls in the ASM file content. Specify the
path to the folder where the ASM file is located. Next,
open the CSV file in write mode and create a DictWriter
object with the field names. The code loops through the
files in the folder with the ASM extension detects the en-
coding for each file using the ”chardet. detect()” function,
decodes the file content using the detected encoding, and
reads the content. API calls are extracted from the con-
tent using regular expression patterns and stored in a list.
The file ID and the extracted API call are written to a
CSV file. This process is repeated for all ASM files in the
folder. If there is a CSV file in the dataset, each file is
tagged with a category by file name and, the two CSV
files are merged by file name. The result is saved as a
CSV file. Figure 8 shows some of the results.

Figure 8: Extract the API sequence and label it

4.3 API Calls for Sequence Vectorization

The extracted API sequence was sent to the Doc2vec
model for vectorization, and the input API call sequence
was represented by a 100-dimensional vector. The Gensim
library was used to build the Doc2vec model, the genera-
tor was transformed into a repeatable sequence, and the
doc2vec model was trained to represent the API sequence.
The vectorized representation of one of the API sequences
is shown below in Figure 9.

Figure 9: API sequence vector representation

4.4 GRU Model Classification Results

The data set used in this experiment is six types of data,
and the data are divided into training and testing sets
according to the ratio of 8:2. In this paper, the accuracy
of the model multi-classification is evaluated in terms of
accuracy and loss values. The Num epoch value of the
training process is set to 1000, the batch size value is 32,
and the L1 regularization strength is set to 0.001.

In Keras, the optimizer, loss function, and evaluation
metric can be set using the model’s compile() function.
Among them, accuracy is a common evaluation metric
that measures the classification accuracy of the model on
both the training and test sets. After the model is trained,
the model. evaluate() function can be used to calculate
the accuracy and loss values of the model on the test set.
the first argument of the model. evaluate() function is
the input data of the test set, and the second argument is
the label data of the test set. The first value in the return
value of the function is the loss value on the test set, and
the second value is the accuracy value on the test set.

By training the model and recording the training pro-
cess, the loss and accuracy curves can be plotted. These
plots can be used to evaluate the effect of model training.
The effect of model training is shown in Figure 10.

Figure 10: GRU model training accuracy curve

Figure 11: LSTM model training accuracy curve

In Figure 10, it can be seen that the accuracy of the
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model classification is low at the beginning, and the accu-
racy of the model training increases after a certain number
of training sessions, and the value of the accuracy leveled
off after 200 training sessions. In contrast, as shown in
Figure 11, the LSTM accuracy is not only lower than that
of GRU but also the accuracy fluctuation does not con-
verge to a fixed value during the training process.

Figure 12: GRU model training loss curve

Figure 13: LSTM model training loss curve

Figure 12 shows that the model shows a decreasing
trend in loss on both the training and test sets and con-
verges after a certain number of training sessions. This
indicates that the model has a strong learning ability and
can fit the data well. In contrast, the LSTM model shown
in Figure 13 shows a decreasing loss at the beginning but
later shows some fluctuations, which indicates that the
model may be affected by certain factors when classify-
ing.

5 Conclusions

Observing the graphs, we can find that the model achieves
good performance on both the training and test sets. Af-
ter reaching a certain number of training times, the clas-
sification accuracy of the model reaches a certain value
and starts to converge to a fixed value, and the loss of the
model on both the training and test sets shows a decreas-

ing trend, indicating that the model has a strong learning
ability and can fit the data well.

This study uses static analysis to examine the behav-
ioral features in the assembly code and extract useful in-
formation from them. However, static analysis has some
shortcomings. Specifically, static analysis can only ana-
lyze the static structure of the malicious code, while it
cannot obtain information about the dynamic behavior
of the code. This means that it may not be able to obtain
the complete runtime of the malicious code, and thus may
miss some critical information. In addition, many mali-
cious code authors use various techniques such as shelling
and code obfuscation to protect their code from being de-
tected. Some malicious code may use coding techniques
similar to those of normal programs, which may cause
static analysis to misidentify it as a normal program.
Subsequent analysis of the behavioral characteristics of
malicious code should consider the inclusion of dynamic
analysis, combining dynamic and static analysis of mali-
cious code to analyze the behavior of malicious code as
accurately as possible.
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Abstract

The influence maximization problem is discovering a seed
set of nodes in a social network and making the spread
as large as possible based on influence propagation. The
current related algorithm based on the greedy strategy
maintains a better influence propagation but has high
time complexity and is not very scalable. This paper
proposes a new method to solve the influence maximiza-
tion problem by reducing the time complexity, called the
Two Rounds of Filtration Metric (TRFM) algorithm. The
main work is as follows:(1) A regional node metric is pro-
posed based on the local topology to measure the nodes,
which reduces the evaluation time. (2) The submodular
characteristic is applied to discover the TOP-K seed node
set from the candidate node set; meanwhile, the evalua-
tion measurement in the whole network maintains a bet-
ter influence propagation. The experimental results on
the actual data set verify the effectiveness of the TRFM
algorithm.

Keywords: Community Division; Greedy Strategy; Inde-
pendent Cascade Model; Influence Maximization; Social
Network

1 Introduction

1.1 Overview of Influence Maximization

Social networks are increasingly integrated into every as-
pect of our working life by the new generation of informa-
tion technology. Users can follow the star, make friends,
release information, and promote products through social
networks such as Weibo, WeChat, Twitter, and Facebook.
For example, a company develops a new cell phone and
hopes to promote it through some stars to influence more
people; As well as a company develops a new APP or a
new cell phone and hopes to promote it through some
famous bloggers to attract more users to participate by
word of mouth, etc. Ultimately, we hope to maximize the

influence of other users on social networks.

1.2 Problem of Influence Maximization

The applications mentioned above can be summarized as
the influence maximization problem, i.e., we can take a so-
cial network graph, for example, where the graph nodes
represent users in the social network, the edges of the
graph represent user relationships in the social network,
which can be described as a problem how to discover the
set of k initial nodes in the graph that maximizes the
spread of the final influence by given a specified propa-
gation model. Several researchers have carried out exten-
sive research work based on this problem. Kempe first
represented the influence maximization study through a
discrete optimization problem and proved it to be an NP-
Hard problem with the simple greedy algorithm to achieve
the optimal solution of (1-1/e). In subsequent research,
some researchers keep optimizing the greedy algorithm to
improve the performance further. Others propose some
heuristic algorithms from scalability and keep advancing
to deepen the research.

1.3 The Main Work of The Method in
This Paper

In this paper, the search space is reduced by two rounds
of node filtration, significantly reducing the running time.
The experimental results on the public dataset verify the
effectiveness of this paper, and the main work of this pa-
per is as follows:

1) Propose a two-round node filtration method:
Through the two-round filtration from the commu-
nity evaluation and node evaluation method, the
node search space is reduced, and the propagation
coverage is narrowed.

2) Propose the regional metric of nodes: The local met-
ric of nodes is formed by integrating and evaluating
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nodes’ neighborhood, radiation, and connectivity at-
tributes.

3) Proposed the greedy algorithm based on submodular-
ity property: Based on the submodularity property,
the set of candidate nodes in two rounds is evaluated
by the whole network metric, the set of Top-k nodes
is found, and which can substantially reduce the time
complexity.

The remaining sections in this paper are as follows:
Section 2 addresses the review of related research works.
Section 3 focuses on the greedy algorithm based on the
two-round filtration metric in this paper. Section 4 shows
the experimental comparison and result analysis. The fi-
nal section presents the related conclusions and prospects.

2 Related Work

In the early research process, node degree became the pre-
ferred influence node criterion in terms of network struc-
ture topology, and it was believed that nodes that might
be in the central position in the network or have specific
linking properties tend to bring better influence, such as
node degree, node centrality, and so on. However, the
generative characteristics of scale-free networks determine
that such nodes tend to be linked together preferentially,
leading to more extensive duplicate coverage of influence
propagation.

With the deepening of further research, based on ear-
lier sociological analysis and marketing-related studies,
influence propagation models (independent cascade model
and linear threshold model) for interactions between users
are constructed to evaluate influence, which can get a
whole network quantitative perspective by portraying the
activation states between nodes. The current research is
mainly divided into greedy algorithms and heuristic algo-
rithms.

2.1 Introduction to The Progress of
Greedy-Based Algorithms

Kempe [17] represented the influence maximization prob-
lem as a discrete optimization problem for the first time
and obtained the maximized influence propagation by a
greedy algorithm. On this basis, Leskovec [21] proposed
the celfGreedy algorithm to reduce the number of Monte
Carlo simulations by submodular characteristics, reducing
the time complexity to a more significant extent. Still, be-
cause its search space is the nodes of the entire network
topology, the computational performance is affected by
the data set. Its worst-case time complexity is approxi-
mately equal to that of the original greedy algorithm. In
response, Goyal [13] proposed the celfPlusGreedy algo-
rithm to evaluate the influence gain of nodes by further
reducing the number of Monte Carlo simulations. Still,
the reduced time complexity is more limited.

Subsequently, researchers continued to optimize the al-
gorisms from the topology; Chen [6] proposed the new
greedy algorithm to improve the efficiency by pre-deleting
edges, which was compared with the celfGreedy algorithm
and found to be advantageous only during the first round
of computation. Wang et al. [28] proposed the CGA and
OASNET methods using a greedy algorithm and dynamic
programming approach to find the seed nodes. However,
the simulation scope is limited to within the community,
which reduces the network-wide influence metric.

Later, researchers proposed optimization schemes
with different perspectives. Borgs et al. [4] proposed
a hypergraph-based influence propagation estimation
method, which still needs the validation of scene data.
Cohen et al. [8] proposed to reduce the time complexity
by selecting the node with the highest information gain
for every round. Laya et al. [2]proposed a fuzzy prop-
agation model to deal with the influence maximization
(IM) problem. Yang et al. [29]proposed an exchange im-
provement algorithm to improve further the quality of the
solution to the non-submodular influence maximization
problem. Jie et al. [24]proposed a novel influence maxi-
mization algorithm of node avoidance based on user in-
terest. Tang et al. [23] performed influence evaluation by
measuring the lowest boundary of the propagation scope,
and the running time was better than the CELF++ al-
gorithm. The running time is better than the CELF++
algorithm. Wang et al. [27] proposed the IV-Greedy al-
gorithm based on the multi-path asynchronous threshold
model MAT, which can achieve better experimental re-
sults on the dataset. Zhou et al. [30] reduced the num-
ber of Monte Carlo simulations for influence calculation
by constructing an upper bound function for the greedy
strategy. The experimental results showed that when the
size of the seed node set is small, the time complexity is
better than the CELF algorithm.

2.2 Introduction to The Progress of
Heuristic-Based Algorithms

To further improve the scalability of influence maximiza-
tion algorithms and better apply them to large-scale social
networks, researchers have also proposed some heuristic
algorithms, such as Median centrality [3] and k-core [20],
etc. Regarding topology, Chen et al. [6] proposed the
DegreeDiscount method based on the first-order neigh-
borhood influence of nodes, which works better experi-
mentally when the propagation probability is small. Sub-
sequently, Chen et al. proposed the LDAG [7] method to
select seed nodes by updating the local topology to im-
prove scalability. Still, the experimental results are easily
affected by the network topology [15]. Cordasco et al. [9]
proposed an efficient heuristic for the network structure of
the tree, annular graphs, and complete graphs algorithm.
They extended it to conduct influence calculations in di-
rected graph network structures [10].

Then propagation paths became the focus of research;
for example, Kimura et al. [19] proposed SPM/SP1M
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method based on the shortest path, and Narayanam et
al. [22] proposed Shapley value-based method, but both
algorithms are weak in scalability. Goyal et al. [12] offered
a way to find the shortest path from the node adjacency
region. Galhotra et al. [11] proposed a heuristic algorithm
based on adjacency paths that reduce the memory over-
head compared to the CELF++ algorithm.

Around the relational perspective among nodes, Agha
et al. [18] studied variable propagation probabilities based
on node heterogeneity. They proposed an optimization
model that simultaneously constrains the seed set and
propagation scope. Wang et al. [26] argued for enhancing
the consideration of group influence on nodes in multi-
relational social networks. Chen et al. [5] used reinforce-
ment learning based on the Markov decision process to
model the influence problem. Later, the research perspec-
tive was gradually expanded, Jiang et al. [14] proposed a
simulated annealing algorithm to optimize the influence
problem; Jung et al. [16] performed incremental influence
measurement on seed nodes, which can effectively reduce
memory overhead and running time.

3 The Proposed Method of This
Paper

3.1 Main Ideas

Some improved versions of the greedy algorithm by re-
searchers have reduced the time complexity to some ex-
tent. However, the running time is relatively high and
needs further improvement in real large-scale social net-
works. In this paper, we hope to provide a filtering mech-
anism to evaluate nodes from the community and topo-
logical perspectives, which can reduce the more extensive
repeated coverage of the propagation scope of the prefer-
entially linked nodes.

3.2 Variable Representation

A social network is modeled using an undirected graph
G= (V, E), where node v represents the users in the net-
work and edge e represents the association between users.
Table ?? lists the important variables used in this paper;
In this paper, S is used as the set of nodes selected to
maximize its influence propagation, which also becomes
the seed set. simCas(S) represents a stochastic process
based on the spread of the node set S’s influence; there-
fore, the result of its influence is also a random set of
nodes. The algorithm in this paper uses the graph G and
the number k as input to generate a seed set S. The aim
is to maximize the influence of other nodes based on the
selected seed set.

3.3 Node Evaluation

Community division will help us to filtrate meaningful
and dispersed communities, which can avoid repeated

coverage of the propagation scope due to the preferen-
tial linking of nodes. Hence, the research in this pa-
per involves the work related to community division, and
to improve the performance further, this paper adopts
Raghavan’s [25] label propagation method, which can be
achieved in linear time, as the method of community cal-
culation in this paper.

There is some difficulty in evaluating the global at-
tribute metric values of nodes in the whole network, which
will consume a lot of running time, so we want to pro-
vide a fine-grained method to measure the attributes of
nodes. In this paper, we consider candidate node bench-
mark metrics (BM) by the following three factors: node’s
adjacency attribute Lv, node’s radiation attribute Rv,
and node’s connectivity attribute Cv.

BM(v) =
Lv +Rv

2
∗ Cv (1)

The variable is described as follows:

� Dv: The node’s degree, reflecting the node’s number
of neighbors.

� Lv: The neighboring metrics of a node, i.e., the ratio
of the node’s degree to the sum of its neighbor’s de-
gree, reflects the strength of the node’s influence on
neighboring nodes;

� Rv: The radiation metrics of a node, i.e., the ratio
of the sum of the node’s neighboring degrees to the
sum of the community nodes, reflects the radiation
strength of the node in the region;

� Cv: The connectivity metrics of a node, i.e., the ratio
of the node’s betweenness centrality and the sum of
the node’s betweenness centrality in the community,
reflects the node’s connectivity strength in the region.

Lv =
Dv∑

W∈N(v) D(w)
(2)

Rv =

∑
W∈N(v) D(w)∑

W∈Com(v) D(w)
(3)

Cv =
Bet(v)∑

W∈Com(v) Bet(w)
(4)

where bvw represents whether node v is connected to node
w, 1 if connected, and 0 otherwise. Dv represents the
degree of node w, N(v) represents the set of neighboring
nodes of node v, Com(v) represents the set of community
nodes of node v, and Bet(v) represents the betweenness
centrality of node v.
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Algorithm 1 The Two Rounds of Filtration Metric
(TRFM) Algorithm

Input: Graph G, the amount of seeds k
Output: Top-k vertices
1: initialize S = ∅, SG = ∅
2: community partition and get z candidate communi-

ties: C1, C2, . . . , Cz

3: for i = 1 to z do
4: in community Ci, compute the local value based on

Equation (2)
5: in community Ci, compute the radiation value

based on Equation (3)
6: in community Ci, compute the connection value

based on Equation (4)
7: compute benchmark value bv based on Equa-

tion (1), sort the candidate vertex and continually
add to the set SG

8: end for
9: for each vertex v ∈ SG\S do

10: MGv = 0
11: for i = 1 to R do
12: MGv+ = |SimCas(S ∪ {v})|
13: end for
14: MGv = MGv/R
15: store the vertex v with MGv into the Queue Q
16: end for
17: sort the Queue Q in the descending order
18: S = S ∪ {first vertex in Q} and remove first vertex

from Q
19: for i = 2 to k do
20: while true do
21: vf =first vertex, vs =second vertex in Q
22: if vs has not be evaluated in current round then
23: if MGvf in current round >= MGvs in pre-

vious / current round then
24: S = S ∪ {vf} and remove vf from Q
25: break
26: else
27: insert the vf into the Q based on its

marginal gain MGvf

28: end if
29: end if
30: end while
31: end for
32: return S

3.4 Metrics and Algorithm Execution

3.4.1 Regional Metrics for Two Rounds

In this paper, we propose Two Rounds of Region Met-
ric (TRFM); we hope to reduce the time complexity by
searching the range at the whole network level, and how to
locate the nodes’ candidate solutions becomes the key. In
the first round, we select some scaled subcommunities as
candidate communities through community partitioning,
which reduces the influence of repeated propagation due
to the nodes are often linked together preferentially in the

scale-free network; in the second round, we calculate the
local attribute metrics through candidate communities to
select some nodes with a higher ranking of benchmark
metric to join the candidate node set continuously, and
then always reduce the search scope to reduce time com-
plexity.

Based on the ”diminishing returns” property of the
submodular function, the Marginal Gain obtained by
adding a node v to the set S cannot be smaller than the
marginal gain obtained by adding the same element v to
the parent set T of S, denoted as f(S ∪ {v})− f(S) >=
f(T ∪ {v}) − f(T ). Based on the property of ”diminish-
ing returns,” the number of evaluations is reduced, and
the computational performance is improved by compar-
ing the marginal gain value of the current round with the
previous round. The time complexity is O(N) in the op-
timal case and O(KNRM) in the worst case. Therefore,
in this paper, the algorithm also introduces the idea of
submodular characteristics [21] to reduce the number of
Monte Carlo simulations, which can be in the algorithm
in two steps:

Find the first seed node: In the first round of calcula-
tion, the influence gain value is calculated for the set of
filtered nodes and stored in the queue in reverse order,
and the first node of the line is the first seed node we
found, and then the node is removed at the head of the
queue.

Find the remaining set of k − 1 seed nodes: Continue
to evaluate the marginal gain of nodes in each round and
update the queue by comparing the influence gain of the
first node in the current round with the influence gain of
the second node in the previous round, if the gain value
of the first node is more significant, we select the first
node as the seed node. Otherwise, we insert the node
into the corresponding position in the queue according to
its influence gain value. Then we iterate the comparison
of influence gain and update the node queue until the
remaining k − 1 seed nodes are found.

3.4.2 The Execution Process of The Algorithm

The algorithm in this paper is shown in Algorithm 1. Line
2 performs community division. Lines 4, 5, and 6 calcu-
late the nodes’ neighboring metrics, radiative metrics, and
connectivity metrics in the current community. The base-
line attributes of the nodes in the current community are
calculated in line 7, sorted, and added to the candidate
node set. In lines 9-18, the evaluation of influence gain
is computed for each node in the candidate node-set, and
the 1st seed node is found. In lines 19-29, the evalua-
tion calculation of the influence gain values of the nodes
stored in the queue is iterated until the k− 1th seed node
is found.

Complexity analysis: Line 2 community division
consumes O(M). Lines 3-8 consume O(MCNC). Lines
9-18 consume O(zRNC), and lines 18-32 compute sta-
tistically for the remaining k − 1 node sets with optimal
time complexity of O(NC) and worst time complexity of
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O(kzRNC). Overall, the optimal time complexity is thus
= O(M) +O(MCNC) +O(zRNC) +O(k) = O(zRNC)
and the worst time complexity is = O(M)+O(MCNC)+
O(zRNC) +O(kzRNC) = O(kzRNC).

4 Experimental Analysis

We conduct our experiments on publicly available
datasets and compare them with current heuristics and
greedy algorithms to verify the effectiveness of the pro-
posed method in two aspects: the range of influence and
the running time.

4.1 Experimental Setup

Operating system: Windows 10, processor: Intel (R) i5
1.8GHz, memory: 32G.

4.1.1 Experimental Data Set

The experimental data were obtained from the dataset of
Arxiv, a paper collaboration network [1], where a node
represents that the user published a paper and an edge
represents those two users co-authored the paper. The
dataset is as follows:

� Dblp: DBLP academic paper collaboration dataset,
where the number of nodes is about 14,485 and the
number of edges is 37,026.

� GrQc: A collaborative dataset of papers in general
relativity and quantum cosmology, where the number
of nodes is about 5,242 and the number of edges is
14,485.

� Hep: A combined dataset of articles in high energy
physics, where the number of nodes is about 15,233
and the number of advantages is 31,380.

� Phy: A collaborative dataset of papers in the field of
physics, where the number of nodes is about 14,997
and the number of edges is 57,866.

Table 2: Statistics of four real-world networks

DataSet #Vertice #Edge
Dblp 14,485 37,026
GrQc 5,242 14,485
Hep 15,233 31,380
Phy 14,997 57,866

We extracted the structure of four types of paper collab-
oration networks from the arXiv paper literature, each
node in the network represents an author, and each edge
represents the existence of two authors collaborating on
a paper. The structure of the four types of networks is
shown in Table 2.

4.1.2 Experimental Model

The goal of our algorithm is to perform validation in the
Independent Cascade (IC) model, so we use the following
two models to generate non-uniform information propa-
gation probabilities:

� UIC: i.e., Uniform Independent Cascade Model
(UIC) On each edge (v, w), we uniformly choose the
probability at random in the set 0.1,0.01, which cor-
responds to the level of influence;

� WIC:i.e., Weighted Independent Cascade Model
(WIC), in which the probability of influence on each
edge (v, w) is 1/dw, where dw is the number of de-
grees of entry of node w. However, the model can
generate asymmetric, non-uniform propagation prob-
abilities even if the original graph is undirected.

4.1.3 Comparison Method

� Random: As a basic comparison algorithm, k nodes
are randomly selected in graph G. The graph is re-
ferred to as Rand;

� MaxDegree: as a comparison algorithm, one that se-
lects k nodes with a maximum degree based on their
topology, abbreviated as HeuMD in the figure, with
time complexity of O(N);

� DegreeDiscount: proposed in the literature [6], a de-
gree discount heuristic, abbreviated as HeuDD in the
figure, with a running time of O(klogN +M);

� BetweennessCentrality: proposed in [3], a heuristic
based on the betweenness centrality of nodes, abbre-
viated as HeuBet in the figure, and the optimal run-
ning time is O(MN);

� CelfGreedy: proposed in [13] a greedy algorithm op-
timization scheme based on submodular properties,
abbreviated as Celf in the figure, and the optimal
running time is O(RMN).

� The method of this paper: The greedy algorithm
based on two rounds of filtration proposed in this
paper, referred to as TRFM in the figure, has an op-
timal running time of O(zRNC);

4.1.4 Evaluation Indicators

Influence range: To better obtain the influence propa-
gation scope of these algorithms, for each node seed set,
we got a more stable propagation scope by Monte Carlo
simulations 2000 times on UIC and WIC models, respec-
tively. The larger the influence propagation value, the
better the algorithms perform.

Runtime: We also compare the runtime of influence
propagation for the set of k=50 nodes. The smaller the
running time, the better the algorithm performs.
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4.2 Analysis of Results

4.2.1 Experimental Results Demonstration

Figure 1: Experimental comparison of algorithms based
on different data sets under the UIC model

Figure 2: Experimental comparison of algorithms based
on different data sets under the WIC model

Influence propagation: Figure 1 (based on the UIC
model) and Figure 2 (based on the WIC model) show
the scope of influence propagation based on various al-
gorithms on four different datasets. For straightforward
reading, in all the influence propagation legends, the leg-
ends rank the algorithms from the direction down accord-
ing to the scope of influence propagation (k=50). Figure 3
shows the running time comparison of the Celf algorithm
and TRFM algorithm when the k=50 seed set.

4.2.2 Analysis of Propagation Scope

First, the influence propagation scope based on the UIC
model and the WIC model is shown in Figure 1 and Fig-
ure 2, where the CELF algorithm shown in cyan as the

optimal coverage guarantees an approximate optimal so-
lution over the four data sets, and we used as the target
for the benchmark test and marked as 100%.

Secondly, the random strategy shown in black shows
the practical significance of the strategy selection that
must be employed. The maximum degree strategy is
shown in red; However, it offers a specific propagation
scope on the dblp dataset and Hep dataset; due to the
generative characteristics of the scale-free network, the
nodes with more significant degrees are often linked to-
gether preferentially, which quickly causes repeated cov-
erage of the propagation scope and cancels out part of
the propagation effect; therefore it has to perform poorly
on the GrQc dataset, Phy dataset, even inferior to the
random strategy.

Then, the betweenness centrality shown in blue and the
degree discounting algorithm shown in green, either based
on the UIC or WIC models, reflect a better and more
stable propagation scope as heuristic strategies. However,
there is still some distance to improve the propagation
scope compared to the optimal one.

Finally, the CELF algorithm under the greedy strat-
egy shown in cyan, and the TRFM algorithm based on
two rounds of filtration proposed in this paper shown in
pink, maintain excellent propagation scope on the four
data sets, and the performance can remain stable on both
the UIC model and the WIC model. The TRFM algo-
rithm proposed in this paper can significantly approxi-
mate the optimal solution of the CELF algorithm. Bench-
mark comparisons of the propagation scope of different
algorithms are shown in Table 3 and Table 4.

4.2.3 Running Time Analysis

Current algorithms: As shown in Figure 3 and Figure 4,
the CELF algorithm corresponds to the cyan histogram,
and the TRFM algorithm corresponds to the pink his-
togram. From the comparison of the data based on the
UIC model (as shown in Figure 3), compared with CELF,
the TRFM algorithm saves 96%, 89.3%, 92.9%, and 93.5%
of the running time; from the comparison of the data
based on WIC model (as shown in Figure 4), compared
with CELF, TRFM algorithm saves 97.1%, 91.5%, 92.2%,
95.8% of the running time; the TRFM algorithm proposed
in this paper substantially reduces the running time and
improves the running time by about 10 times to 30 times
compared with the CELF algorithm of greedy strategy
and maintains good stability.

Experiments on four publicly available datasets show
that the TRFM method proposed in this paper can ob-
tain a propagation scope that can approach the optimal
solution of CELF, whether based on the UIC model or the
WIC model, and, at the same time, substantially reduces
the computation time and maintains good stability.
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Table 3: Comparison of the propagation scope of different algorithms based on the UIC model

Data\Algorithm Rand HeuMD HeuMD HeuDD TRFM CRLF
Dblp 44.40% 97.10% 96.10% 96.80% 99.70% 100%
GrQc 52.80% 52.30% 88.40% 83.90% 100% 100%
Hep 60.70% 86.30% 90.80% 91.60% 100% 100%
Phy 34.40% 52.40% 77.50% 76.20% 100% 100%

Table 4: Comparison of the propagation scope of different algorithms based on the WIC model

Data\Algorithm Rand HeuMD HeuMD HeuDD TRFM CRLF
Dblp 26.60% 86.60% 85.10% 88.70% 100% 100%
GrQc 37.60% 34.30% 84.60% 70.10% 99.80% 100%
Hep 42.40% 69.80% 79.90% 76.90% 99.80% 100%
Phy 31.90% 28.20% 66.00% 47.20% 99.70% 100%

Figure 3: Comparison of the algorithm running time for
different data sets based on the UIC model

Figure 4: Comparison of the algorithm running time for
different data sets based on the WIC model

5 Conclusion and Outlook

As the problem of maximizing the influence of social net-
works is a hot research topic, this paper proposes the
TRFM algorithm with two rounds of filtration metrics,
which significantly reduces the time complexity compared
with current methods and approaches the optimal prop-
agation scope on four different datasets and has stable
performance. Nevertheless, there is still much room for
future research work; for example, solving the influence
maximization problem based on ”topic semantic model-
ing,” ”large-scale social networks,” ”dynamic online com-
puting,” etc. may provide ideas for the application of
social networks.
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Abstract

To solve the problems of privacy leakage and lack of ver-
ification of the retrieval results in the existing encrypted
speech retrieval while improving the performance of the
retrieval and the security, a verifiable encrypted speech
retrieval method based on blockchain and Convolutional
Neural Networks-Bidirectional Gate Recurrent Unit (C-
BiGRU) was proposed. Firstly, the speech is encrypted
using the AES-128 algorithm and uploaded to the cloud
servers. Secondly, the low-level features of speech are se-
lected and fused into new features and input into the de-
signed C-BiGRU model for training to extract the deep
features with more robustness and generalization abil-
ity. Finally, the constructed deep hash codes are used
as searchable encryption keywords and smart contracts
to store encrypted file hashes and the corresponding en-
crypted indexes. It incorporates the blockchain to enable
retrieval on a smart contract using a search token and ver-
ifies the integrity of the results using the SHA-256-based
Hash Message Authentication Code (HMAC-SHA256) al-
gorithm. Experimental results show that the proposed
method can effectively prevent plaintext leakage, enhanc-
ing the accuracy and security of encrypted speech retrieval
and protecting data privacy. The blockchain-based in-
tegrity verification ensures fairness and practicality while
proving to be secure.

Keywords: Deep Hashing; Feature Fusion; Result Ver-
ification; Searchable Encryption; Verifiable Encrypted
Speech Retrieval

1 Introduction

With the rapid development of mobile input devices,
Cloud storage is becoming more and more popular to
control the cost of storing massive speech and to facili-
tate daily work [14]. However, cloud servers are curious

and semi-trustworthy. Encrypted speech protects privacy
to some extent but loses its plaintext features and rele-
vance, and the owner has no direct control and access to
the stored speech [4], which prevents efficient retrieval and
makes users suspicious of the retrieval results [12]. There-
fore, it is challenging to quickly retrieve encrypted speech
and verify that the results are complete while ensuring
secure data storage conditions.

Currently, encrypted speech retrieval schemes use var-
ious easily distinguishable speech features, such as per-
ceptual hashing, biohashing, deep hashing, and audio fin-
gerprinting, with relatively stable retrieval efficiency and
accuracy. However, the robustness of the features and
the retrieval accuracy still need to be improved. The
new features after feature fusion can effectively describe
and distinguish different speech information. Perceptual
hashing retrieval uses a single feature, which leads to in-
sufficient semantic description, while the deep hashing re-
trieval also has insufficient generalization ability of the
input features. Therefore, deep learning obtains deeper
semantic features with new features after feature fusion,
and efficiency of speech retrieval is improved by reduc-
ing dimensionality through feature hashing and avoiding
exhaustive search. Data stored in the cloud is often ac-
cessed, leak, or modified by malicious servers without au-
thorization. To protect data privacy, users usually en-
crypt speech before uploading. Therefore, it is urgent
to efficiently retrieve encrypted speech and verify the in-
tegrity of the returned speech. Currently, the searchable
encryption algorithm [10] allows data retrieval without
compromising privacy. Nevertheless, the search results
are often incorrect due to malicious acts of cloud servers,
so users need to verify the correctness of the retrieval
results. To avoid users falsifying the validation results
due to financial interests, which leads to a lack of fair-
ness in validation, data integrity can be ensured based
on verifiable algorithms using the tamper-proof nature of
blockchain [3]. In addition, smart contracts [24], as self-
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executing contracts without the involvement of a central-
ized institution. Therefore, the combination of blockchain
and smart contracts is more suitable for verifying results,
ensuring the verification’s reliability and fairness, and pro-
viding strong support for users to verify the originality of
the data.

In order to prevent malicious cloud servers from violat-
ing privacy or providing false retrieval results and to im-
prove the accuracy of retrieving encrypted speech and ver-
ify results, a verifiable encrypted speech retrieval method
based on blockchain and C-BiGRU is proposed. The main
innovations of this paper can be summarized as follows:

1) A deep learning-based feature fusion encrypted
speech retrieval scheme is designed. The method ex-
tracts the MFCC and Fbank features of speech and,
after Principal Components Analysis (PCA), reduces
the dimensionality into MFCC-Fbank features and
uses the C-BiGRU model to extract deep features
that have stronger robustness and improve retrieval
accuracy;

2) A new deep hash construction method is designed
to randomly assign two equal-sized subsets to the
dataset based on double k-means and obtain compact
deep hash codes using different threshold settings,
which avoids fuzzy centroid assignment, reduces re-
trieval errors and improves retrieval performance;

3) Verifiability of the integrity of the retrieval results
is achieved. The HMAC-SHA256 algorithm is com-
bined with the smart contract to complete the veri-
fication of the retrieval results. Due to the tamper-
proof nature of the blockchain and the collision re-
sistance of the HMAC-SHA256 algorithm, the user
computation overhead is reduced, and the fairness of
the verification is ensured.

The rest of this paper is organized as follows: Section 2
reviews related work. Section 3 details the proposed sys-
tem model and the concrete implementation scheme. Sec-
tion 4 presents the experimental results and analysis and
compares the performance with existing encrypted speech
retrieval schemes. Section 5 summarizes the work in this
paper.

2 Related Works

Speech is an important medium in daily life and is char-
acterized by high frequency and a high degree of con-
fidentiality. In recent years, domestic and international
researchers have paid more and more attention to the
technology for retrieving encrypted speech and proposed
various methods for retrieving encrypted speech. These
mainly include perceptual hash based retrieval methods,
content based retrieval methods, searchable encryption
based retrieval methods, and deep learning based re-
trieval methods. For example, Zalkow et al. [20] proposed

a speech retrieval scheme based on CTC (Connection-
ist Temporal Classification), which computes a matching
function based on SDTW (Soft-Dynamic Time Warping),
which adds matching process based on SDTW, offers a
fixed length sliding window and more flexible retrieval,
but the feature robustness is not sufficient. Zhang et
al. [22] proposed an audio fingerprinting method based on
features downscaling and features fusion, extracting the
original speech MFCC, LPCC (Linear Prediction Cep-
strum Coefficient) features, based on information entropy
feature dimensionality reduction method to construct au-
dio fingerprints with good robustness, but the retrieval
efficiency is slightly insufficient. Huang et al. [5] con-
structed a hash sequence and encrypted them by ex-
tracting speech features through 2D-Gabor transform and
PCA dimension reduction, with high security and re-
trieval efficiency but the computational complexity is too
large. Li et al. [6] proposed a low-dimensional audio fin-
gerprint extraction method based on locally linear em-
bedding and an efficient hierarchical retrieval method to
construct a hash table using single-frame audio finger-
print hash, reducing retrieval complexity and narrowing
the retrieval range. Yang et al. [18] made the decision
function more discriminative, the number of parameters
reduced, and the depth feature extraction better by re-
ducing the size of convolutional layers and increasing the
number. Cai et al. [1] used a convolutional neural network
to extract features. A new loss function is designed to ex-
tract unique features with stronger generalization capa-
bility by combining with a Siamese network and hashing
algorithm to extract unique features with stronger gener-
alization ability, effectively improving retrieval accuracy.
However, the same effect cannot be achieved in crypto-
graphic conditions. Petcharat et al. [11] proposed an un-
supervised learning hashing method based on deep learn-
ing audio retrieval, which performs unsupervised learning
through neural networks and uses hash binary codes to
improve retrieval efficiency and accuracy. Still, the effi-
ciency of the retrieval algorithm is not enough. Zhang et
al. [21] proposed a speech retrieval scheme based on multi-
user searchable encryption with an LSTM (Long Short
Term Memory) network to extract speech deep features
as searchable encryption keywords to achieve efficient re-
trieval of encrypted speech and avoid privacy leakage dur-
ing retrieval. Li et al. [7] proposed a multi-user searchable
encrypted speech retrieval scheme that used the Diffie-
Hellman algorithm to ensure data security for multi-user
retrieval and improved retrieval accuracy through deep
learning. However, the retrieval results lacked integrity
verification.

To efficiently retrieve multimedia information and ver-
ify the integrity of retrieval results, Liu et al. [9] proposed
a verifiable dynamic encryption and retrieval scheme,
building inverted index and verifiable proofs and using
RSA accumulators to generate proofs of search results.
Tong et al. [13] proposed a verifiable keyword retrieval
scheme with adaptive security, using a twin Bloom fil-
ter to store keywords to improve retrieval efficiency, com-
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bined with Merkle Tree structure and the adapted multi-
set accumulator to verify the data. Li et al. [8] proposed
an efficient and verifiable fuzzy keyword retrieval scheme
with LSH (Locality Sensitive Hashing) to improve the re-
trieval accuracy and used homomorphic MAC and ran-
dom challenge technique to verify the returned results.
Ge et al. [2] proposed a searchable cryptographic authen-
tication scheme based on symmetric-key with cumulative
authentication labels that can be dynamically updated to
support the efficient verification of dynamic data.

Blockchain is decentralized, verifiable, and tamper-
evident. Efficient retrieval and verification of results in
multimedia information retrieval schemes through veri-
fiable algorithms. Yu et al. [19] improved the Merkle
Tree structure and introduced the Bloom filter to crop
the data query to achieve fast query location. Zheng
et al. [23] proposed a blockchain based verifiable med-
ical data retrieval scheme that uses verifiable oblivious
pseudo-random functions on the blockchain to generate
proofs to ensure data transparency and privacy secu-
rity. Yang et al. [17] proposed a blockchain based multi-
keyword verifiable retrieval method that utilizes smart
contracts to verify the integrity of results and achieve fair
verifiability. Xu et al. [16] proposed a blockchain based
multi-keyword verifiable searchable symmetric encryption
scheme, which combines bitmap index with hash functions
to achieve lightweight retrieval and improve retrieval and
verification efficiency.

In summary, existing content based encrypted speech
retrieval methods have received much attention regard-
ing retrieval accuracy and integrity verification of the re-
turned results. Therefore, this paper proposed a verifiable
encrypted speech retrieval method based on blockchain
and C-BiGRU based on this hot issue, which improves
the accuracy of encrypted speech retrieval and verify the
results in blockchain, protecting data privacy and verifi-
cation fairness.

3 The Proposed Method

Figure 1 shows the system model of the verifiable en-
crypted speech retrieval method based on blockchain and
C-BiGRU. This model consists of four entities, including
the data owner (DO), the data user (DU), the blockchain
(BC), and the cloud server (CS). The main tasks of the
four entities are as follows:

DO: DO encrypts the speech and uploads it to CS stor-
age, and sends the search key to DU when DU re-
quests authorization for identity authentication is
passed, and also uses the C-BiGRU model to ex-
tract features to build deep hash codes and cre-
ate encrypted index tables, which are stored in the
blockchain smart contract.

DU: DU first requests the DO to grant search permis-
sion, and when it needs to retrieve, extracts the key-
words of the speech to be retrieved and generates a

Figure 1: System model

search token to send to the smart contract for match-
ing and retrieval.

BC: The smart contract in BC stores the encrypted
index table for retrieval and requests the relevant
speech files from CS based on the retrieval results.
When verifying data integrity, the retrieved files
are verified using the collision resistance of HMAC-
SHA256 in the verify contract, and the verification
proof is sent to DU.

CS: CS stores the encrypted speech uploaded by DO, and
when DU performs the retrieval, sends the retrieval
result to smart contract to calculate the hash value,
and returns the correct retrieval result to DU.

3.1 Feature Fusion

MFCC is obtained by filtering the input signal from low
to high frequencies through bandpass filter with discrete
cosine transform, which has better robustness and recog-
nition performance than other low-level features. Fbank
extraction removes the discrete cosine transform in the
last step of MFCC, which is relatively less computation-
ally intensive and has higher feature correlation. There-
fore, MFCC and Fbank features are extracted for fusion in
this paper. The high-dimensional vector space of the new
features after feature cascading is efficiently processed by
the PCA method and the important feature information
is preserved by dimensionality reduction. Figure 2 shows
the processing flow of PCA features fusion. The specific
steps are as follows:

Step 1: MFCC and Fbank features are extracted from
the original speech and used for feature fusion.

Step 2: The extracted features are subjected to normal-
ization operation. This paper uses the zero-mean
normalization algorithm to map the original data to a
distribution with a mean 0 and a standard deviation
1.

Step 3: PCA is performed on the high-dimensional fea-
tures, which are transformed into a few significant
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Figure 2: PCA features fusion processing flow

elements. Firstly, the standardized sample matrix
Am×n is established, where p is the feature dimen-
sion, and n is the number of samples. The matrix as
in Equation (1) is standardized to obtain the stan-
dardized matrix X. The covariance matrix R of
the standardized matrix X is calculated using Equa-
tion (2); then the eigenvalues λ and eigenvectors α
of the covariance matrix X are calculated, and the
eigenvalues are rearranged to obtain λ, and the con-
tribution rate Vi of each principal component is cal-
culated according to Equation (3); finally, the top k
principal components are selected according to the
cumulative contribution rate Vi, and the transforma-
tion matrix E is obtained using Equation (4), and
the final principal component Y is calculated from
Equation (5) and used as the last fusion feature.

xi,j =
ai,j−ai

si
, i = 1, 2, ..., n; j = 1, 2, ..., p.

(1)

R = XTX
n−1

ri,j =

p∑
j=1

n∑
k=1

xj,k×xk,j

n−1 ; i, j = 1, 2, ..., p; k = 1, 2, ..., n.

(2)

Vi =
λi∑n
1 λi

. (3)

|R− λE| =
→
0

E = [α1, α2, ..., αn, ]
. (4)

Y = E ×K. (5)

3.2 Speech Secure Retrieval

Figure 3 shows the speech secure retrieval processing flow,
which consists of three main modules: construction of
encrypted speech library, deep hash, secure index table
construction, and speech retrieval.

1) Construction of encrypted speech library. DO dig-
itizes, frames, and matrix reorganizes the original
speech signal into a 4× 4 byte matrix, encrypts

the bytes in the matrix using AES-128 encryption
algorithm, obtains the encrypted speech set C =
{c1, c2, ..., cn}, and uploads to CS for storage.

2) DO extracts and fuses the MFCC and Fbank fea-
tures in the original speech and the newly fused
features are input to the C-BiGRU model to ex-
tract the deep features, and constructs the hash bi-
nary codes H = {h1, h2, ..., hn} as search keywords
W = {w1, w2, ..., wn}, and then use the generated key
pair to encrypt the hash codes H, which corresponds
to the encrypted speech one by one, and obtain the
encrypted index table I, which is sent to the smart
contract and CS for storage, respectively.

3) Speech retrieval. DU requests authorization from
DO, and after the authentication is passed, DU gets
the trusted authorization and search key. When DU
retrieves, it performs features fusion, extracts depth
features w, constructs hash code Hw, generates search
token Tw, CS retrieves according to the Tw, sends the
matching result to BC for verification, and sends the
correct result to DU if the validation is passed.

3.3 Encrypted Speech Library and Se-
cure Index Table Construction

To prevent malicious cloud servers from leaking or tam-
pering with stored speech, this paper uses the AES-128
algorithm to encrypt the speech to be uploaded and con-
structs an encrypted speech library. Figure 4 shows the
speech encryption processing flow.

The steps of speech encryption processing are as fol-
lows:

Step 1: Digitize the signal from the original speech,
framing it according to the speech duration, sam-
pling frequency, and speech signal value, and then
the framed signal value is matrix reorganized into a
4× 4 matrix of bytes.



International Journal of Network Security, Vol.26, No.3, PP.486-500, May 2024 (DOI: 10.6633/IJNS.202405 26(3).16) 490

Figure 3: Speech security retrieval processing flow

Figure 4: Speech security retrieval processing flow

Step 2: AES-128 algorithm encryption processing.
Firstly, the byte matrix of 4× 4 is subjected to
the SubBytes transformation for obfuscation; then
the ShiftRows transformation, so that the order
of the bytes changes and the order of the bits in
the bytes remain unchanged; then MixColumns
transformation is performed, and bitwise XOR
operation is applied between adjacent bytes; finally,
the corresponding rounds of the ExpandedKey with
matrix data are subjected to bitwise XOR operation.

Step 3: AddRoundKey transformation. The AES-128 al-
gorithm consists of ten rounds of encryption. Ex-
pand the input key for ten rounds. At the last round,
the MixColumns transformation was no longer per-
formed. Finally, the encrypted speech is obtained
and uploaded to CS for storage.

Using a secure index table I can significantly speed up
data retrieval and is of reference value in verifying data
integrity. The specific construction process is as follows:

Step 1: DO extracts the deep features by training the
fused speech features with the C-BiGRU model and
constructs the hash binary codes.

Step 2: DO takes the constructed hash binary codes as
the speech keyword, symmetrically encrypts the hash

codes by the generated public key pk, obtains the
security index of speech, and uploads the encrypted
speech file with the corresponding security index to
be stored in the security index table I for subsequent
DU retrieval.

3.4 C-BiGRU Model and Deep Hash
Construction

Figure 5 shows the designed C-BiGRU model. The model
mainly consists of convolutional layer, pooling layer, Bi-
GRU, and fully connected layer.

As shown in Figure 5, after the training of the C-
BiGRU model, the retrieval speed is slow due to the
large data size and linear search. This paper uses a
double k-means hash construction instead of traditional
retrieval to boost the retrieval speed. By mapping the
high-dimensional features to the low-dimensional space,
then dividing them into two parts randomly, using dif-
ferent thresholds for comparison, generating hash codes
separately, and then merging them, the problem of fuzzy
assignment of k-means centroids or quantization errors
is effectively solved, reducing the retrieval error and im-
proving the retrieval accuracy. The specific process of
constructing the deep hash binary code is as follows:

Step 1: The neurons in the hidden layer after convo-
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Figure 5: System model

lution, pooling, and BiGRU are activated by the
ReLU function. The data from the hidden layer is
fed into a fully connected layer containing 384 neu-
rons, which is also activated by the ReLU function.
This fully connected layer outputs a depth feature
vector V = {v1,v2, ...,vn}, where n is the number of
nodes in the output fully connected layer.

Step 2: Hash construction of the feature vector V using
dual k-means. Firstly, k centroids P = {p1, p2, ..., pk}
are obtained according to Equation (6) for construct-
ing and distributing deep hash binary codes, where
each specific bit of the hash code is associated with a
centroid. The training data is randomly divided into
two groups, and a hash code is created by comparing
each feature vector to a threshold.

vi,j =

{
1, ||x− pj || ≤ d
0, ||x− pj || ≥ d

(6)

where vi,j is the j -th bit value of the i -th depth fea-
ture vector, and d is the evaluation threshold.

Step 3: The hash codes are constructed for the two
training data sets according to Equation (7) and
Equation (8), respectively, which may still be associ-
ated with a close centroid even if they are not asso-
ciated with the corresponding centroid. Finally, the
two generated hash codes are combined as the depth
hash binary code of the speech data for subsequent
retrieval use.

d =

∑k
j=1 ||x− Pj ||

k
(7)

d =


||x i

2
−Pj ||

2 , i = 1, 3, 5, ..., 2n+ 1
||x i

2
−Pj ||+||x i+1

2
−Pj ||

2 , i = 2, 4, 6, ..., 2n
. (8)

where d2i+1 is the formula for calculating the arith-
metic mean and d2i is the formula for calculating the
median.

3.5 Verifiable Searchable Encryption

The verifiable searchable encryption scheme consists of
six probabilistic polynomial time algorithms: Setup, Enc,
TokenGen, Search, Verify, Dec, among them.

1) Setup(1λ)→(sk1, sk2): Given a security parameter
λ, choose a pseudo-random function F : {0, 1}∗ →
{0, 1}a, and choose a pseudo-random function H :

{0, 1}∗ → {0, 1}b, which is used to compute to ver-
ify the data integrity. With the help of the security
parameter λ, DO generates a symmetric key sk1 and
also randomly generates {0, 1}l → sk2. The sk1 gen-
erated by this algorithm is used to encrypt the speech
file stored in the cloud and the file hash, and sk2 is
used to encrypt each keyword with the index struc-
ture corresponding to the file.

2) Enc(D, W, sk1, sk2)→(C, IB , B): Given a speech file
D = {d1, d2, ..., dn} to be stored in the cloud servers,
a keyword set W = {w1, w2, ..., wn} and keys sk1,
sk2, the algorithm generates a encrypted speech li-
brary C = {c1, c2, ..., cn}, a checklist B, an encrypted
index IB . For each speech file di, idi is the file identi-
fier of di, the extracted keyword wi and idi are used
to construct the index table, DO encrypts speech by
key sk1, sk2 encrypt the index structure to get the en-
crypted index IB , and at the same time, the pseudo-
random function H is used to calculate the encrypted
speech hash value, and store encrypted speech and
hash value into the encrypted speech library C and
checklist B respectively. Finally, IB and B are sent
to the blockchain, and C and IB are sent to CS for
storage separately.

3) TokenGen(w, sk2)→Tw : Given the keyword wi and
the key sk2 of the desired query speech file di as
input, the search token Tw is output, and Tw is sent
to the blockchain and CS, respectively.

4) Search(C, IB , B, Tw)→(Cw, Judge) : Given the en-
crypted speech library C, encrypted index IB , check-
list B, and search token Tw, the cloud servers, af-
ter receiving the search token, will query the cor-
responding file Cw and send it to the blockchain
for verification based on the given keywords w and
IB . The blockchain obtains the hash value H =
{hash1, hash2, ..., hashn} and computes Judge =
hash1 ⊕hash2 ⊕ ...⊕hashn for data validation. The
algorithm is shown as follows.
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Algorithm 1 Search algorithm

Input: Encrypted speech library C, encrypted index IB ,
checklist B, search token IB

Output: Encrypted speech Cw, Verifying certificate
Judge

1: DU:
2: wList = [ ]
3: for w ∈ W do
4: bw = F(H(w), sk2); tw = H (Σw —— bw); wList =

wList ∪ [tw]
5: end for
6: Server:
7: Fw = [ ]
8: for w ∈ W do
9: bw = F(H(w), sk2); tw = H (Σw —— bw); wList =

wList ∪ [tw]
10: end for
11: get encrypted specch Cw = {c1, c2, . . . , cn}
12: Blockchain:
13: get checkList cL = {hash1, hash2, . . . , hashn}
14: get Judge = hash1 ⊕ hash2 ⊕ ...⊕ hashn

5) Verify(Cw, Judge)→(pf, r) : Given the retrieval re-
sult Cw and the Verifying Certificate Judge, the ver-
ification result and proof are output. To verify the
integrity of the speech data, the blockchain will re-
trieve the result Cw by H (Cw) → H, calculating
the hash value and calculating Judge

′
, then get the

hash value H
′
corresponding to the file ID in the re-

sult from checklist B, compare the two of Judge and
Judge

′
, if they are equal, pf is true, the retrieval

result r is returned. Otherwise it is false, and the
retrieval result is returned ϕ. The verification pro-
cess is performed on the blockchain, and the hash
value stored on the blockchain cannot be modified,
so the fairness of the verification is guaranteed. The
algorithm is shown as follows.

Algorithm 2 Verify algorithm

Input: Retrieval results Cw, Verifying certificate Judge
Output: Proof pr, Verifying result r
1: Blockchain:
2: Hw = ϕ
3: for ci ∈ Cw do
4: Hw = Hw ⊕ H(ci)
5: end for
6: if Hw = Judge then
7: pr = True, r = Cw

8: else
9: pr = False, r = ϕ

10: end if
11: send pr, r to DU

6) Dec(Cw, sk1)→Dw : Given the symmetric key sk1
and the verified correct retrieval file Cw, output the
plaintext speech file Dw of this encrypted speech.

4 Performance Analysis

To evaluate the retrieval performance of the proposed
method and to verify the universality, the open Chi-
nese speech database THCHS-30 [15] of Tsinghua Uni-
versity and the speech in the TIMIT [25] English dataset
were used to evaluate the proposed method. THCHS-30
dataset contains news clips containing 1,000 different con-
tents, comprising 13,388 speech clips. TIMIT dataset con-
sists of 630 speakers from 8 regions in the United States
speaking ten sentences, with a total of 6,300 speech clips.
Different speech content clips from the two datasets were
subjected to content retention operations to obtain 15,000
speech clips each for model training.

The experimental hardware platform is Intel(R)
Core(TM) i5-7300HQ CPU @ 2.50GHz, 32GB RAM. The
software environment is Windows 10, PyCharm 2021.1.3,
MATLAB R2021b, Solidity language to write smart con-
tracts, and using TestRPC to simulate an Ethereum en-
vironment.

4.1 Speech Encryption Performance
Analysis

Speech encryption must first ensure the privacy of the
speech and resist extraneous attacks. The encryption al-
gorithm should also be guaranteed to be unbreakable for
several hours. The security of the proposed encryption al-
gorithm is analyzed regarding key space, histogram, and
audio entropy.

Key space analysis. The key space is an important
component of the encryption algorithm for encrypt-
ing speech, and the larger the key space of the algo-
rithm, the higher the key flexibility and achievability.
The key length of the AES-128 encryption algorithm
is 128 bits, and the key space is 2128, which is enough
to resist any brute force attack to crack the algo-
rithm. Therefore, the AES-128 algorithm is secure
enough.

Histogram analysis. Figure 6(a) and Figure 6(b) show
the original and encrypted speech signals of a ran-
domly selected speech in the THCHS-30 dataset, re-
spectively.

As can be seen in Figure 6, the waveform in Fig-
ure 6(b) produces rapid changes during the encryp-
tion process, in contrast to the waveform graph
shown in Figure 6(a); meanwhile, the speech frag-
ments after being encrypted cannot be partially re-
covered, which fully demonstrates that the proposed
encryption algorithm has better security.

Information entropy analysis. Information entropy
is the expectation of the amount of information
that could be generated to gain the degree of
uncertainty. To resist statistical attacks, a higher
expectation is required. Table 1 shows the results of
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(a) Original speech

(b) Encrypted speech

Figure 6: The flow diagram of decryption algorithm

the information entropy comparison for some of the
encrypted speech used in this paper.

As seen from Table 1, the speech encrypted by the
proposed encryption methods has higher entropy values,
better speech encryption performance and higher security
than the encryption methods used in Ref. [2,5,13] and is
suitable for speech encryption.

4.2 Retrieval Performance Analysis

To achieve the most superior model feature representation
capability, this section employs hash sequences of different
lengths to evaluate the C-BiGRU model’s test accuracy
experimentally. Figure 7(a) and Figure 7(b) show the
test accuracy curves of the C-BiGRU model under the
THCHS-30 and the TIMIT dataset, respectively.

As seen in Figure 7, the proposed model tests the high-
est accuracy when the hash code length is 512. Although
the longer hash codes have more advantages in terms of
feature expression, the retrieval efficiency only improves
some of the time. Considering the subsequent searchable
encryption and the calculation overhead during data in-
tegrity verification, as well as the basic overlap in test
accuracy between 384-bit and 512-bit in the last ten iter-
ations. The proposed method choose to construct a deep
hash code of length 384.

Figure 8 compares test accuracy and loss curves of the
C-BiGRU model under THCHS-30 and TIMIT datasets
when the hash code length is 384 bits. As the number of

(a) THCHS-30 dataset

(b) TIMIT dataset

Figure 7: Test accuracy curves of C-BiGRU model

iterations increases, there is no difference in the retrieval
accuracy between the training and test sets in the two
different datasets, which fully indicates that no overfitting
and underfitting occurs in the training of the proposed C-
BiGRU model, and the test accuracy and loss value reach
the expected level.

Figure 9(a) and Figure 9(b) show the test accuracy
curves of the C-BiGRU model before and after feature
fusion under THCHS-30 and TIMIT datasets. Under dif-
ferent datasets, the test accuracy of the MFCC-Fbank is
significantly higher than that of the features before fusion
after the same number of training of the model, reaching
the expected value, fully indicating the better retrieval
performance of the MFCC-Fbank.

Table 2 shows the test accuracy and mAP values com-
parison of different features of different models. When the
extracted features are MFCC and Fbank, respectively, the
highest test accuracy reaches 99.06% and 98.21% when
constructing a deep hash code of 384 bits in length; when
the selected features are MFCC-Fbank, the highest test
accuracy reaches 99.75%, which has better retrieval ac-
curacy compared with other features. At the same time,
the mAP values of the fused MFCC-Fbank features are
also improved compared to the low-level features before
fusion. The mAP values are calculated as shown in Equa-
tion (9). Test accuracy and mAP values of the C-BiGRU
model also have a significant advantage over the other
models.
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Table 1: Information entropy and PSNR of the encryption algorithm

Methods Encryption method
THCHS-30 TIMIT

Original Encrypted Original Encrypted

Proposed AES-128 4.9043 7.9786 2.1445 7.6568

Ref. [5] 4D Hyperchaotic 5.3306 7.1511 3.9566 7.2589

Ref. [13] AES 3.8852 6.9655 3.0133 6.8844

Ref. [2] RSA 5.967 6.5581 4.2106 6.3697

Table 2: Comparison of the test accuracy and mAP values for different features of different models

Network Methods Test Accuracy (%) mAP(%)

CNN

Fbank 97.18 95.15

MFCC 99.03 98.21

MFCC-Fbank 99.14 98.85

BiGRU

Fbank 94.68 91.86

MFCC 98.37 97.43

MFCC-Fbank 98.55 98.33

C-BiGRU

Fbank 98.21 96.83

MFCC 99.06 98.62

MFCC-Fbank 99.75 99.07

mAP =
1

|QR|
∑
q∈QR

AP (q). (9)

where —QR— denotes the number of queries, AP(q) de-
notes the accuracy of the q-th query, N denotes the num-
ber of speech files, and pr(N ) denotes whether the N -th
speech fragment is relevant to the queried content, and is
1 if it is relevant and 0 if it is not.

The recall rate (R), precision rate (P) and F1 score
are also commonly used to evaluate the performance and
goodness of the model, and the calculation formulae are
shown in Eqs. (10)-(12). Table 3 shows the comparison
results of the proposed model’s P, R and F1 score after
five different content preserving operations.

R =
TP

TP + FN
× 100%. (10)

P =
TP

TP + FP
× 100%. (11)

F1 =
2P ×R

P +R
. (12)

where TP and FP are the retrieved query-related and
unrelated speech, respectively, FN is the number of not
retrieved query-related speech, the sum of TP and FN is
the total number of query-related speech, and the sum of
TP and FP is the total number of returned speech.

As shown in Table 3, the proposed model has obvious
advantages in R and P under different data sets and five
various content retention operations. The retrieval accu-
racy rate is close to 100% under multiple content retention
operations, which is more robust. Although it is slightly
deficient in individual content preserving operations, it
is still an excellent retrieval algorithm suitable for most
retrieval environments.

As can be seen from Figure 10, the retrieval perfor-
mance of the proposed method is slightly less than that
of Zhang’s method (2021) [22]. Still, from the area en-
closed by the comparative Huang’s method (2021) [5], Li’s
method (2021) [6] and Petcharat ’s method (2019) [11]
method and the area surrounded by the coordinate axes,
the retrieval performance of the proposed method is sig-
nificantly better than the comparative Huang’s method
(2021), Li’s method (2021) and Petcharat ’s method
(2019) method.

To analyze the retrieval efficiency of the proposed
method for encrypted speech, 1,000, 3,000, 5,000, 7,000
and 10,000 speech fragments were randomly selected from
the THCHS-30 and TIMIT datasets, respectively. Table 4
shows the comparison of the retrieval time under different
datasets.
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(a) THCHS-30 accuracy curve (b) THCHS-30 loss curve

(c) TIMIT accuracy curve (d) TIMIT loss curve

Figure 8: Comparison of accuracy and loss curves of C-BiGRU model in different datasets

(a) THCHS-30 dataset (b) TIMIT dataset

Figure 9: Comparison of accuracy curves of C-BiGRU model before and after feature fusion

4.3 Performance Comparison with Exist-
ing Speech Retrieval

To demonstrate the superiority of the retrieval perfor-
mance of the proposed method, an objective analysis is
performed from several evaluation metrics and the re-
trieval performance is compared with that of existing
Ref. [6, 7, 11, 21, 22]. Table 5 shows the performance
comparison results of the proposed method with existing
speech retrieval methods.

Table 5 shows that the R, P, and F1 score of the pro-

posed method is better than speech retrieval methods in
Ref. [6, 7, 11], respectively, indicating that the proposed
method has good applicability to different speech frag-
ments. The speech retrieval performance is improved by
constructing compact hash binary codes as keywords for
encrypted speech retrieval. The proposed method out-
performs Ref. [6, 7, 11] in terms of P, R, and F1 score,
mainly because the features used in the speech retrieval in
Ref. [6,7,11] are low-level features of speech. In contrast,
the proposed method fuses the extracted features MFCC
and Fbank for dimensionality reduction, extracts deep se-
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Table 3: Comparison of the test accuracy and mAP values for different features of different models

Content preserving operations
THCHS-30 TIMIT

P/% R/% F1 P/% R/% F1

Re-sampling 99.7 99.5 0.996 99.9 99.6 0.9975

MP3 compression 100 99.9 0.9995 98.79 99.61 0.992

Amplitude increase 100 100 1 100 100 1

Amplitude decrease 100 100 1 100 100 1

Adding noise 98.3 97.1 0.977 99.1 98.5 0.988

Figure 10: P-R curve comparison results

Table 4: Comparison of retrieval time for different number
of speech segments

Number of speech
Retrieval time (ms)

THCHS-30 TIMIT

1,000 11.41 10.33

3,000 12.24 11.59

5,000 13.89 13.29

7,000 16.97 16.07

10,000 18.19 17.85

mantic features, constructs a hash binary code with richer
semantic information, and improves the speech retrieval
accuracy. The proposed method is lower than that pro-
posed by Ref. [21, 22] in terms of P, R, and F1 score be-
cause the extracted speech features MFCC and LPCC
are used to construct a combined feature matrix, the fea-
ture dimensionality reduction method with information
entropy and energy is given to reduce the dimensionality
of the feature matrix and retain most of the features. At
the same time, the deep learning used in the proposed
method to extract semantic features will lose the origi-
nal feature information to some extent during the train-
ing process; Ref. [21] is relatively small in the number

of speech, and the number of matches is reduced during
speech retrieval. When extracting the features of MFCC,
the retrieval performance of the proposed method could
be better in comparison. The model is complex compared
to the LSTMmodel used in Ref. [21] due to the large num-
ber of parameters used, and the speech features appeal to
poor realism, thus, the retrieval performance is slightly
deficient.

Regarding retrieval efficiency, the proposed method
outperforms Ref. [6, 11, 22]. In constructing hash binary
codes, the proposed method uses double k-means to di-
vide the dataset into two random parts with the threshold
values of arithmetic mean and median, which may still
be associated with a close centroid even if they are not
associated with the corresponding centroid, and finally
the two parts of hash codes are combined as hash binary
codes, which effectively reduces the retrieval error. The
Ref. [22] did not change in the index structure and did not
construct hash binary codes, and only retrieved by the
normalized Hamming distance algorithm. Ref. [6, 11] re-
trieves data through the hierarchical retrieval structure of
hash tables. Still, the number of hash tables is too large,
the multi-probe method will have the problem of coarse
quantization or quantization error, and the retrieval work-
load is large. The retrieval efficiency of the proposed
method is slightly lower than that of Ref. [7,21], the same
model used for deep hash construction, and the feature
dimensionality is slightly slower in retrieval speed due to
the higher dimensionality of the individual features ex-
tracted by the fusion compared to Ref. [21]. The dataset
of Ref. [7] is a homemade foreign language dataset with a
short length of speech segments, which has a shorter total
duration and higher retrieval efficiency compared to the
Chinese speech library used in the proposed method.

Regarding the verifiability of retrieval results, the pro-
posed method achieves result verification compared to
Ref. [6, 7, 11, 21, 22]. Combining the tamper-evident na-
ture of the blockchain and the HMAC-SHA256 algorithm,
the integrity of the retrieved results is verified while pre-
venting malicious cloud servers from modifying the results
and data users from evading verification, which is more
fair and trustworthy and has high practicality.
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Table 5: Comparison of the test accuracy and mAP values for different features of different models

Metrics Ref. [22] Ref. [6] Ref. [11] Ref. [21] Ref. [7] Proposed

Model - - DNN LSTM LSTM C-BiGRU

Speech Feature MFCC-LPCC Audio Fingerprint Audio Fingerprint MFCC MFCC MFCC-Fbank

R(%) 100 98.1 91.5 100 93 99.7

P(%) 100 97.2 98.92 100 94 99.5

F1 score 1 0.9765 0.9506 1 0.935 0.996

Number of speech 1,000 5,000 678 1,000 3,600 10000

Retrieval time (s) 0.5328 1.027 0.15 0.269 0.139 0.0182

Result Verification No No No No No Yes

4.4 HMAC-SHA256 Algorithm Security
Analysis

DU verifies the integrity of retrieval results by the HMAC-
SHA256 algorithm on the smart contract. The speech
is combined with an encryption key to generate a fixed-
length message digest as the output using the SHA-256
function.

The security of HMAC is determined partly by the cho-
sen hash function and partly by the key, and the SHA256
algorithm, as the core algorithm, has several important
properties:

1) Anti-sub-originality: given a speech file di, another
input speech d cannot be constructed such that the
hash value hi obtained by di using the hash function
corresponds to the hash value h obtained by speech
d using the hash function.

2) Collision resistance: given any speech file in the
dataset, the same hash value will not be generated.

3) Avalanche effect: The algorithm is highly sensi-
tive; for each bit position of the original speech file
changes, a large part of the output hash value will
also change.

The key also plays a crucial role in the security of
the HMAC algorithm. The key length of the HMAC
algorithm is arbitrary. Even if the length of the key
keeps increasing, the security of the HMAC algorithm
does not keep improving, and a shorter key reduces se-
curity. Therefore, the output hash value length is the
prime choice for the length of the key of the proposed
method. The key is generated by a random number gen-
erator and updated frequently to ensure security. If mali-
cious users cannot get the key, even if the SHA-256 algo-
rithm is cracked, it still cannot cause an effective attack
on the content. Therefore, HMAC is used for verification
and is very secure.

4.5 Security Analysis of Searchable En-
cryption Algorithm

The searchable encryption scheme requires that the CS
cannot identify any information related to the document

and the keywords queried by the user after the search is
completed. In this paper, the adversary in the searchable
encryption scheme is adaptive, i.e., the adversary can se-
lect new keywords based on previous keywords and search
results, constructing games IdealA,S(γ) and RealA(γ),
proving that the scheme is indistinguishably secure un-
der selective keyword attacks (INDistinguishability under
Chosen Keywords Attack, IND-CKA2).

Definition 1. A verifiable searchable encryption scheme
on the blockchain is IND-CKA2 secure under the attack of
adaptive adversary A. L = {Setup, Search} is the leak-
age function, A is the probabilistic polynomial-time adver-
sary, S is the polynomial-time simulator of A. Adversary
A cannot computationally distinguish the output results
of the game IdealA,S(γ) and RealA(γ), and the security
game of simulator S with adversary A is as follows:

RealA(γ): Challenger CH runs Setup(1λ) generates a
key set K = {sk1, sk2}, and sends it to adversary A.
A randomly chooses document D = {d1, d2, ..., dn}
and sends it to CH. Challenger CH runs Enc(D,
W, sk1, sk2)→(C, IB, B), and sends (C, IB) to
A. A chooses different keywords wi for polynomial
times of adaptive queries, and for each query Q =
{q1, q2, ..., qn}, receives the search token generated
from the challenger run TokenGen(w, sk2)→Tw,
and finally, A receives the token and returns the out-
put of the game.

IdealA,S(γ): A randomly chooses document D, known as
L(D), and simulator S generates and sends (C, IB)
to A. A chooses different keywords wi and gener-
ates a polynomial number of adaptive queries Q =
{q1, q2, ..., qn}. According to each query qi, simulator
S generates search tokens Tw and S (L (D)) → Di,
and finally, A receives the tokens to return the output
of this game. If, for A, there exists a valid simulator
S satisfying Equation (13), it is shown that the pro-
posed searchable encryption scheme is secure under
IND-CKA2.

|Pr[RealA(γ) = 1]− Pr[IdealA,S(γ) = 1]| ≤ negl(γ). (13)

where negl is the ignorable function and γ is the
safety parameter.
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4.6 Smart Contracts Consumption Anal-
ysis

In Ethereum, when smart contracts need to be deployed
or invoked, a certain consumption is generated, which is
in wei as a unit. The consumption varies from command
to command, increasing with the computational resources
consumed increase. When conducting this experiment,
1 ether = 1,405 USD and 1 gasprice = 2×10−9 ether.
According to different function methods, Table 6 shows
the cost of smart contracts.

It can be from Table 6 that the cost of deploy-
ing search and verify contracts is 5.64562×105 wei =
1.5864 USD and 5.86431×105 wei = 1.6477 USD, respec-
tively. TestSearch and TestVerify functions initialize
the search function and Verify function parameters. The
AddTrapdoor function only adds search tokens and does
not consume much gas. DU calls the Search function is
designed to compare the search token with the stored key-
word index and consumes the most gas; calHash function
calculates the retrieval result hash value by the HMAC-
SHA256 algorithm; the primary gas consumption is to call
HMAC-SHA256 algorithm; Verify function is invoked by
DU to verify whether the incoming file hash value is con-
sistent with the file hash value stored in the blockchain.
If the CS returns the retrieval result is modified, DU will
not pay the corresponding gas to CS. In the meantime,
the blockchain is introduced to verify the retrieval results,
and DU cannot save computational overhead and skip the
verification or falsify the results. Therefore, the fairness
and reliability of the verification are ensured.

The above experimental results show that the gas con-
sumption of smart contracts is acceptable for all entities,
and it is feasible to use smart contracts to search and
verify the integrity of the returned data.

5 Conclusions

This paper proposes a verifiable encrypted speech re-
trieval method based on blockchain and C-BiGRU, which
not only solves the problems of privacy leakage and doubt-
ful correctness of retrieval results in the retrieval process
of existing encrypted speech but also protects the pri-
vacy security of speech, improves the retrieval accuracy
and efficiency, and realizes the verification of retrieval re-
sults in the blockchain environment. To ensure efficient
speech retrieval, the method designs a C-BiGRU model,
and the fused MFCC-Fbank features are fed into the C-
BiGRU model for training to obtain deeper features with
higher retrieval accuracy, which further improve the re-
trieval performance. A searchable encryption algorithm
is used to ensure the privacy and confidentiality of the
data returned by the user and improve the security of the
speech data retrieval.

The future research in this paper will concentrate on
multi-keyword verifiable encrypted speech retrieval, with
the aim of enhancing retrieval efficiency while ensuring
data integrity.
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Abstract

Aiming at the low accuracy and poor robustness of local-
ization algorithm in wireless sensor networks, an improved
Received Signal Strength Indication (RSSI) location algo-
rithm based on Gaussian filter and quasi-Newton method
without adding node hardware is proposed. First, in the
ranging stage, the received RSSI values are processed by
Gauss filtering, and the dynamic parameters of the model
are obtained by periodically measuring the path loss fac-
tor to correct the RSSI ranging. Then, in the location
stage, the errors between the unknown and anchor nodes
are used to introduce a correction coefficient of the dis-
tance measurement error ∆µ. Finally, taking the esti-
mated value as the initial value, the coordinates of the
unknown nodes are iteratively optimized by the quasi-
Newton optimization algorithm. The simulation results
show that the location accuracy of the proposed algorithm
is improved by 20% compared to the traditional RSSI al-
gorithm and about 5%-10% to literature9 and literature
18. The improved algorithm has higher positioning accu-
racy without increasing the node hardware cost. It can
solve the problems of large positioning errors and a small
application range of wireless sensor networks.

Keywords: Correction Coefficient; Path Loss Factor;
Quasi-newton Algorithm; Wireless Sensor Network

1 Introduction

Node location technology is one of the key supporting
technologies in wireless sensor network (WSN), and a ba-
sis of network topology management, coverage control and
routing algorithm design of nodes. Its location accuracy
will directly affect the overall performance of networks.
Thereby it is particularly important to improve the loca-
tion accuracy of sensor nodes [22].

Many researchers have proposed various location algo-
rithms without GPS modules. Practically, they can be di-
vided into two types: ranging algorithm and non-ranging
algorithm [19]. Since non-ranging location algorithms are
coarse-grained, the current location systems cannot meet
the requirements of high-precision location, and most are
based on ranging location algorithms. Common ranging
algorithms are Time difference of arrival (TDOA) [12],
Time of arrival (TOA) [13], Angle of arrival(AOA) [15]
and Received signal strength indication(RSSI) [21]. The
first three methods need high-cost hardware. The node
has wireless transmission function and the signal strength
is easy to measure. RSSI algorithm is widely used due to
its low price and high location accuracy. However, in ac-
tual environment, it is easy to be affected by reflection,
multipath propagation, antenna gain and obstacles, with
large measurement errors. As such, related measures are
necessary for the improvement of location accuracy [4].

In recent years, there have been many related studies
on RSSI location. Since the RSSI algorithm depends on
the environment and leads to poor location accuracy, the
algorithm can reduce the ranging error by increasing the
correction factor and introducing weights, so as to cor-
rect the ranging value between the nodes to-be-located
and the beacon nodes [8]. In this way, a probabilistic al-
gorithm was proposed based on Bayes’ theorem [7]. The
algorithm used the Blue-tooth RSSI measurement data as
the prior information to dynamically select the location
beacons by setting distance thresholds. According to the
Bayesian algorithm, the location distribution probability
of the to-be-located points for multiple location beacons
was estimated. The coordinates of the maximum prob-
ability points were used as the estimated location of un-
known nodes. Based on the location technology of RSSI,
a weighted centroid location method with power correc-
tion was introduced to improve the accuracy [2]. In the
Hop Distance-Corrected Localization algorithm [1], the
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Hop distance was corrected through unbiased estimation,
and the collinearity was used to select suitable anchor
nodes to estimate the position of unknown nodes. At the
same time, an improved unconstrained optimization 3D
DV-Hop (Distance Vector-Hop) location algorithm was
used [26]. The minimum hop value was calculated by a
dual communication radius strategy, and its weighted hop
distance values were used as the hop distance values of
the unknown nodes. In addition, a new distributed local-
ization algorithm was established to solve highly nonlin-
ear non-convex optimization problems in large-scale sen-
sor networks [25]. This algorithm decomposed a global
undirected graph composed of large-scale wireless sensor
networks into a series of partially overlapping subgraphs,
allowing the optimization problem to be solved iteratively
in each subgraph independently. Furthermore, a cluster-
ing routing algorithm based on link quality was proposed
to solve the problem of unstable or failed data transmis-
sion [6]. A link quality estimation model based on gra-
dient boosting decision tree algorithm was constructed
to determine the packet reception rate based on RSSI,
LQI (Link Quality Indicator) and SNR (Signal to Noise
Ratio). Clusters were then established based on the es-
timated PRR (Pulse Repetition Rate) to implement effi-
cient data transmission. The non-line-of-sight recognition
method based on weighted k-nearest neighbor classifica-
tion [24] has high recognition accuracy and wide applica-
bility. Aiming at the fact that the underground WLAN
location fingerprinting personnel positioning system does
not fully consider the singularity problem, a class- rela-
tionship K-Means algorithm was proposed [23]. This al-
gorithm takes the ratio of intra-class dispersion and inter-
class dispersion as the objective function, and realizes the
optimal clustering without singularity through the clus-
tering aggregation and separation process of the minimum
ratio, thus completing the reasonable division of location
area. Consequently, the positioning accuracy using this
algorithm was improved effectivity.

The positioning algorithms have certain application
value in improving the positioning accuracy, but most of
the algorithms require high network topology, large com-
munication overhead and large computation. This paper
aims to effectively improve the positioning accuracy of
nodes without increasing the computational and hardware
costs.

In view of the low accuracy and high computation in
current location algorithms, an improved RSSI location
algorithm based on Gaussian filter and Quasi-Newton
method is improved. At each location stage, different
schemes are adopted to reduce errors. In the ranging
stage, the RSSI values received by unknown nodes are fil-
tered by Gauss filter, and the mean value is taken as the
measurement value. Through the periodical and dynam-
ical measurement of the RSSI values between the anchor
nodes near the nodes to-be-located, the path loss factor
at the anchor node is calculated in real time, and the dis-
tance is obtained according to the wireless signal trans-
mission model. In the location stage, the distance errors

are fully utilized by unknown nodes and anchor nodes,
and the correction coefficient ∆µ of the distance mea-
surement error is introduced. The position coordinates of
unknown nodes are iteratively estimated by quasi-Newton
method.

The background, research status, existing problems
and solutions of the improved method are presented in
Section 1; the principle of RSSI localization algorithm is
described in Section 2; the localization algorithm of wire-
less sensor networks based on Gaussian filter and quasi-
Newton method is presented in Section 3, including the
pretreatment of RSSI Gaussian filter algorithm, dynamic
acquisition of path loss factor, establishment of signal
transmission model in line with the actual environment,
optimization of distance measurement error, and itera-
tive refinement of unknown node coordinates using quasi-
Newton method. In Section 4, the proposed algorithm is
simulated and compared with the traditional localization
algorithm, literature 9 and literature 18 to verify the po-
sitioning accuracy of this algorithm. Finally, Section 5
gives the conclusion and further research direction.

2 Principles of RSSI Location Al-
gorithms

The common used signal propagation model in wireless
sensor networks is the logarithmic-normal distribution
model [5, 11,16], described as:

P (d) = P (d0)− 10k lg(
d

d0
) + ξn (1)

where P (d) is the RSSI value of the signal strength
after the electromagnetic wave signal passes the distance
d;P (d0) is the signal strength when the electromagnetic
wave signal passes the distance d0,d0 = 1m ;k is the Path
loss factor, reflecting the influence of the surrounding en-
vironment on the ranging, usually as 1-5; ξn is a Gaussian
random variable with a mean of zero and a variance of σ,
and the standard deviation is generally 2-10.

The distance between two nodes can be derived from
Formula (1) [27]:

d = 10
P (d0)+ξn−P (d)

10k (2)

When the unknown nodes receive information from
three or more anchor nodes, the trilateral location method
or least square method can be used to solve the position
coordinates [3, 20].

As the path loss factor varies, the relationship between
the RSSI and the path loss factor k is shown in Fig-
ure 1, and that between the RSSI and the signal transmis-
sion distance under theoretical and practical conditions is
shown in Figure 2.
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Figure 1: The relationship between RSSI and k

Figure 2: The relationship between RSSI and and d

From the logarithmic-normal distribution model, it can
be seen that the received signal strength is related to the
distance d between the anchor node and the unknown
node, and also related to the path loss factor k. The path
loss factor is a real-time dynamic parameter that varies
in different environments. The traditional RSSI location
algorithm uses the fixed path loss factor to calculate the
distance, which will result in large measurement errors.

3 An Improved RSSI Location Al-
gorithm Based on Gaussian Fil-
ter and Quasi-Newton Method
(G-K-RSSI)

3.1 RSSI Gaussian Filter Preprocessing

During the target location process, Gauss filtering is per-
formed on the RSSI values received by the unknown

nodes, and then the arithmetic mean of these RMS val-
ues is calculated. Then processed RSSI values are used
for location. Gauss filtering model is suitable for event
sets that obey or approximately obey the lognormal dis-
tribution law [3, 18]. Formula (1) is the lognormal distri-
bution model. Assuming that an unknown node receives
n sampling value of RSSI signal {x1, x2, x3, · · ·, xn}, the
sampling n value obeys the normal distribution (µ, σ2),
and the RSSI value approximately obeys the Gauss dis-
tribution . The probability density function is as follows:

F (x) =
1

σ
√
2π

e−
(x−µ)2

2σ2 (3)

µ =
1

n

n∑
i=1

xi (4)

σ2 =
1

n− 1

n∑
i=1

(x− µ)2 (5)

where µ is the mean, dBm and σ is the standard devia-
tion, dBm. The interval probability of the regular func-
tion F (x) is P (|xi − µi| < σ) = 2Φ(1)− 1 = 0.683. Φ(x)
is the distribution function of the standard normal distri-
bution. The RSSI value presents in this area are selected
as valid values and average to obtain the optimized RSSI
value:

RSSI =
1

n

n∑
i=1

xi(xi ∈ (µ− σ, µ+ σ)) (6)

The RSSI values obtained from the original sampling
and Gauss filter model are compared. As shown in Fig-
ure 3, the RSSI values optimized by the Gauss filter are
smoother, and the abrupt data and noise fluctuations are
removed in the first stage.

Figure 3: Comparison of Gaussian filter before and after
correction
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3.2 Dynamic Acquisition of Path Loss
Factor k

Assuming that there are three nodes N1, N2, N3, and the
unknown node N3 receives the RSSI value of the adja-
cent anchor nodes N1, N2, which can be obtained from
Equation (1):

P (d1) = P (d0)− 10k lg(
d1
d0

) + ξn (7)

P (d2) = P (d0)− 10k lg(
d2
d0

) + ξn (8)

The subtraction of Equation (7) and Equation (8) is:

P (d1)− P (d2) = 10k lg(
d1
d2

) (9)

where P (d1), P (d2) are the RSSI values between N3 and
N1, N2, and d1, d2 are the actual distances between N3

and N1, N2. From Equation (9), k can only be obtained
by calculating P (d1), P (d2) and d1, d2, regardless of P (d0)
. According to the wireless signal transmission model,
the actual distance between the unknown node and the
nearby anchor node are used to calculate the path loss fac-
tor of the anchor node in this area in real time. Then the
real-time dynamic loss factor is applied to the RSSI rang-
ing to effectively eliminate the influence of environmental
factors on the ranging accuracy and obtain accurate dis-
tance information.

3.3 Establishment of Radio Signal Trans-
mission Model

After the RSSI values are preprocessed by Gaussian filter-
ing, the RSSI values between the anchor nodes near the
unknown nodes are measured periodically and dynami-
cally. The path loss factor k is calculated and obtained
in real time for anchor node location. The parameters
are substituted into the radio transmission loss model to
obtain a new signal transmission model that conforms to
the actual environment.

3.4 Correction Coefficient of Distance
Measurement Error ∆µ

After the signal transmission model that conforms to the
actual environment is established, in order to further im-
prove the location accuracy, based on the distance di, the
error correction coefficient of distance measurement ∆µ
is used to participate in the calculation of location co-
ordinates. When the anchor nodes in the communication
range of the unknown nodes are k, the three anchor nodes
closest to the unknown node are selected for location cal-
culation. The coordinates of the three anchor nodes are
set as follows:

(x1 − x)2 + (y1 − y)2 = (d1 +∆µ1)
2

(x2 − x)2 + (y2 − y)2 = (d1 +∆µ2)
2

(x3 − x)2 + (y3 − y)2 = (d1 +∆µ3)
2

(10)

Since the distance between the unknown node and
the anchor node cannot avoid some errors with
the actual distance, it can be concluded that

Ax + ∆µ = b, A = −2

[
x1 − x3 y1 − y3
x2 − x3 y2 − y3

]
, b =[

d1 − d3 − x1 + x3 − y1 + y3
d2 − d3 − x2 + x3 − y2 + y3

]
, x =

[
x
y

]
, and ∆µ is

the dimension random error vector of k − 1 . From the
matrix equation, ∆µ = b − Ax can be obtained. The
smaller the matrix equation ∆µ, the more accurate the
location. The least square method can be used to obtain
the estimation formula of the coordinates of the nodes
x̃ = (AT

g A)−1AT
g b.

3.5 Unconstrained Quasi-newton Itera-
tive Refinement of Unknown Node
Coordinates

Quasi-Newton method is an efficient method to solve op-
timization problems due to its fast convergence speed and
high location accuracy. For location calculation, the least
square method is used to estimate the coordinates of un-
known nodes, but its accuracy is low. Taking the es-
timated value as the initial value, the quasi-newton op-
timization algorithm is used to iteratively optimize the
coordinates of unknown nodes. Thereby, the localiza-
tion problem can be transformed into a non-linear least
squares optimization problem, also known as the uncon-
strained minimal squares sum function problem [10,17]:

F (x, y) =
n∑

i=1

((xi − x)2 + (yi − y)2 − d2i )
2

minF (x, y)

 (11)

The steps to solve the unknown node coordinates through
the quasi-Newton method are as follows:

Step 1: The estimated value of the unknown coordi-
nate X is obtained by the improved least square
method.X is taken as the initial value of the quasi-
Newton algorithm X(0), H0 ∈ Rn×n, 0 ≤ ϵ ≤ 1, i = 0;

Step 2: If ∥ gi ∥≤∥ ▽F (Xj) ∥≤ ϵ , the calculation is
stopped; otherwise, continued;

Step 3: A linear search is performed along the direction
dj to obtain find aj , and then let xj +1 = xj + ajdj ;

Step 4: Hj+1 = Hj is corrected to establish the quasi-
Newtonian condition;

Step 5: Let j = j + 1, and repeat Step 2.

3.6 Algorithm Implementation Process

Three improvements are made based on RSSI location
algorithm. The specific implementation process is as fol-
lows:
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1) Improvement of the ranging accuracy: the anchor
nodes in wireless sensor networks periodically send
data with their own ID (Identity Document) and co-
ordinate information; after receiving the information,
the location nodes record their RSSI values and corre-
sponding coordinate information; then the RSSI val-
ues are optimized by Gauss filtering and the arith-
metic mean involves in the subsequent location cal-
culation.

2) Improvement of the radio transmission model: ac-
cording to Equation (7)-Equation(9), the path loss
factor is calculated and obtained in real time for the
location of anchor node. Then a new signal transmis-
sion model that conforms to the actual environment
is obtained.

3) Improvement in the location estimation stage: the
correction parameter of the distance error is used to
optimize for locating coordinate calculation. Then
the quasi-Newton method is used to iteratively op-
timize the coordinates of the estimated unknown
nodes.

The improvement of the location algorithm in this pa-
per is as shown in Figure 4:

4 Simulation and Experiment Re-
sult Analysis

4.1 Performance Evaluation Index and
Numerical Simulation Environment

To verify the location performance and validity of the
proposed algorithm, as well as to compare it with the al-
gorithm in reference [9] and [18], and the RSSI algorithm,
experimental verification based on MATLAB simulation
was conducted.

1) The location error Ei of node i in the network is
defined as [9, 14]:

Ei =
∥ pi − zi ∥

R
(12)

2) The normalized average location error of node Eavg

is defined as:

Eavg =

√
∥ pfi − zfi ∥2

NR
(13)

where i = 1, 2, 3, · · ·, N , and N is the number of net-
work nodes ; R is the network communication radius;
pi is the final estimated coordinate; zi is the real co-
ordinate, pfi is the final estimated vector, zfi and is
the real position vector.

The simulated environment is set as the wireless sen-
sor nodes that randomly distributed in a square area of

Figure 4: The flow chart of localization algorithm imple-
mentation in this paper
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100 × 100m2. The network parameters are set according
to the communication radius of nodes, the total nodes
and the anchor nodes. In the actual communication en-
vironment, there are some errors in RSSI ranging due
to the interference of various conditions in the wireless
channel, so it is necessary to simulation the random er-
ror. The standard deviation of Gauss random variable σ
can be expressed as σ = Rβ. R is communication radius
of the node and β is the ratio of RSSI ranging error to the
node R. β can be adjusted to simulate the ranging error,
and total 100 times are simulated to take the mean value.
The simulation variables and parameters in this paper are
shown in Table 1.

4.2 Performance Analysis and Compari-
son

Figure 5 is the simulation environment. Figure 6 is the
deviation diagram of the improved algorithm and the orig-
inal RSSI algorithm to locate unknown nodes. As show in
Figure 6, the improved algorithm can greatly improve the
location accuracy with better stability than the original
RSSI algorithm.

Figure 7 shows the anchor nodes under ten different
schemes of multiple tests to verify the effectiveness of the
proposed algorithm. Compared with the traditional RSSI
algorithm, the proposed algorithm can significantly im-
prove the accuracy and stability of the location.

Figure 5: Node random distribution diagram

Figure 8 shows the relation diagram of the location er-
ror and anchor nodes. In the simulation environment, the
total nodes are set to 100; the communication radius of
nodes is 20 meters, and the variance of the ranging error
σ2 is 20. As the anchor nodes increase, the location accu-
racy is high and then tends to be stable. Compared with
the traditional RSSI algorithm, the localization accuracy
of our method is improved by about 20%. Compared with
the literature [9] and the literature [18], the localization
accuracy is improved by about 5%-10%.

Figure 6: Unknown node location error

Figure 7: Comparison of location errors between two al-
gorithms
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Table 1: Simulation variables and parameters

variable Description(parameter setting)
BorderLength Regional scope(100 × 100)
NodeAmount Total number of nodes(100)

SimulationTimes SimulationTimes(100)
AnchorAmount Anchor nodes(10,20,30,40)(100)
UNAmount Unknown nodes
NodeAmount Total number of nodes(100)

R Communication radius(15,20,25,30,35,40)
k Dynamic path loss factor
∆µ Correction coefficient of distance measurement error
σ The Standard deviation of Gauss random variable

Figure 9 shows the relation diagram between the loca-
tion error and communication radius of the anchor nodes.
The total nodes are set to 100; the anchor nodes are 30,
and the variance of the ranging error σ2 is 15. It can be
seen from Figure 9 that when the communication radius
are 15m, 20m, 25m, 30m, 35m and 40m respectively, the
location errors of the three algorithms decrease with the
communication radius. When the communication radius
is 20 meters, the normalized mean error of the RSSI algo-
rithm is 0.302; the algorithm in the literature [9] is about
0.276, the algorithm in the literature [18] is about 0.238,
and the improved algorithm is only 0.201. This indicates
that as the communication radius increases, the location
where the anchor nodes involve in increase, which is ben-
eficial to improve the location accuracy.

Figure 8: The relation diagram of location error and an-
chor nodes

Table 2 simulates the average location error of G-K-
RSSI algorithm and RSSI algorithm when the communi-
cation radius is 20. It can be seen that the average loca-
tion error of G-K-RSSI algorithm is smaller than that of
RSSI algorithm, which does not need additional hardware
and hardware overhead. Thereby it has obvious advan-
tages in location.

Figure 9: The relation between the location error and the
communication radius of anchor nodes

Table 2: Comparison of two algorithms

anchor
nodes

RSSI
G-K-RSSI
algorithm

Error/m NRMSE Error/m NRMSE
10 6.2156 0.04012 4.6682 0.01272
20 5.5126 0.02869 3.7961 0.00358
30 5.0189 0.02143 3.1862 0.00218
40 4.6225 0.01156 2.5796 0.00146
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5 Conclusions

From our paper, an improved RSSI node location algo-
rithm is proposed, and the error suppression measures are
taken for each localization stage location without increas-
ing the node hardware. First, Gaussian filter is used to
preprocess the RSSI, and a new signal transmission model
is obtained to improve the ranging accuracy by calculating
the dynamic path loss factor in real time. Then, the er-
ror between the anchor nodes and unknown node is fully
utilized, and the correction coefficient of distance mea-
surement error ∆µ is used to calculate the location coordi-
nates. Finally, the position coordinates of unknown nodes
are estimated iteratively by the quasi-newton method.
The experimental results show that the location accuracy
of the proposed algorithm is higher than that of RSSI,
literature 9 and literature 18 under the same conditions.
At the same time, the G-K-RSSI algorithm is applicable
to many fields, such as environmental monitoring, disas-
ter monitoring, post-disaster rescue, etc. The proposed
algorithm is only verified in the simulation environment,
and the environmental factors of actual applications, such
as multipath effect and signal fading are not considered,
which will have a great impact on the radio transmission
model. It is necessary to further optimize the algorithm
model in different environments, which is also our further
research direction.
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Abstract

To solve the problems of unreasonable role and permis-
sion assignment and risky access behavior in role-based
access control for the Internet of Vehicles, this paper pro-
poses a trust and risk adaptive access control model based
on RBAC research. In trust control, the final trust value
is obtained by a weighted summation of direct, recom-
mended, and historical trust. In risk control, the risk
value of access behavior is predicted by the BP neural
network, and the risk-adaptive access control is realized
by reducing the amount. The experimental results show
that the trust threshold will effectively influence the role
assignment, the risk impacts the final trust, the expected
risk has high accuracy, and the comparison verifies the
usability of this improved model.

Keywords: Access Control; BP Neural Network; Internet
of Vehicles; Risk Adaptive

1 Introduction

Internet of Vehicles (IOV), as an emerging industry with
the deep integration of a new generation of network com-
munication technology and automobiles, electronics, road
traffic and transportation, the cybersecurity issues in its
development have also received the attention of the dele-
gates and members of the National People’s Congress [12].
At the same time, the demand for data security has also
brought industry opportunities. The industry generally
believes that with the rapid development of intelligent
networked vehicles worldwide, the connected vehicle secu-
rity industry will usher in an explosive period [6]. With
this, a large amount of vehicle information will be gen-
erated, while increasing the interaction between vehicle
information, facing a more complex security communica-
tion environment, and the in-vehicle network architecture
is vulnerable to information security challenges. In order
to provide a better experience and security to users, the
trust and risk adaptive access control model for the In-
ternet of Vehicles is further investigated.

Currently, Internet of Vehicles services focus on vehicle
access, device management, and business functions that
meet the needs of data collection, and remote control,
and provide data and information access capabilities for
Internet of Vehicles users. Scholars have conducted re-
search on the information collection and risk assessment
of the IOV, and have used access control techniques to
implement differentiated management of its functions by
making operations such as cutting off sessions or reduc-
ing access levels through trust relationships [9]. In recent
years, there has been a good research prospect for the
research of security access control technology for Inter-
net of Vehicles, which provides a safe and reliable access
environment for users through trust assessment of access
rights of access users and dynamic access control of data
changes [20,22].

This paper addresses the above issues and intends to
establish further research on access control technology in
the vehicle networking environment. By integrating trust
mechanisms and risk control in role-based access control,
the research results will have a theoretical contribution to
vehicle networking access control and will have a propul-
sive effect on enhancing vehicle networking security, pop-
ularizing vehicle networking applications, and improving
people’s quality of life.

2 Related Theories

2.1 IOV Network Framework

IOV is conceptually derived from the Internet of Things
(IoT), which takes the moving vehicle as the information-
sensing object and realizes the network link between the
car and the cloud platform, the car and the car, the car
and the road, the car and the people, and the car and
the scenario inside the car with the help of new genera-
tion information and communication technology, and in-
tegrates a large number of cameras, radars, speed detec-
tors, navigators and other kinds of sensors to realize the
transformation of the car from a simple manual driving
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vehicle to an intelligent car with It has become a net-
worked information node and data hub that deeply col-
lects, processes, transmits and uses a large amount of per-
sonal information, car operation data and environmental
data. In the process of generating and flowing a large
amount of car data, the safety of the car data itself be-
comes the key to the safe operation of smart cars, and the
important data among them extends to the safety issues
involving personal information subjects, enterprises, and
the state [3, 5].
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Figure 1: IOV network architecture

2.2 Information Entropy

Entropy is used as a measure of uncertainty, and informa-
tion entropy is called information quantity in information
theory. Information entropy can be used as the basic unit
of information to describe the degree of dispersion of a
random variable [7]. A higher value of information en-
tropy entropy indicates a greater degree of dispersion of
that kind of information. The information entropy of a
discrete random variable is defined as (1):

H(X) = −
∑
x∈X

p(x) logb p(x) (1)

where the random variables take values with probability
of occurrence and the base takes different values indicat-
ing that there are different ways of measuring information
entropy.

The literature [21] conducted a privacy security metric
based on information entropy, which describes the privacy
risk environment based on Markov theory, considering the
impact of multiple factors on the risk. The literature [2]
measured the stability of the system based on information
entropy for accessing the system with legitimate and non-
legitimate user metrics.

This paper intends to use the information entropy the-
ory to measure the degree of confusion in the selection of
work targets and connected vehicle information as a ba-
sis for determining the risk level of connected vehicle user
access behavior.

2.3 BP Neural Network

BP neural network is a multi-layer feed-forward neural
network where the signal is propagated forward while the
error is propagated backward. The BP neural network
starts with feed-forward propagation, which determines
the input values of the neural network. The input values
are passed through the input layer to the implicit layer,
where they are processed by trained implicit units, which
may have more than one layer, and then passed to the
output layer, which finally produces one or more output
values, and the feed-forward propagation is completed. If
there is an error between the output prediction and the
desired result, and the error is higher than required, the
feedback propagation process is entered. Feedback prop-
agation is the reverse propagation of the resultant error
from the output layer to the implied layer and then to
the input layer, in which the feed-forward and feedback
processes are repeated until the output error meets the
error requirements through the continuous correction of
the implied layer units and the final prediction is out-
put [11]. The Levenberg-Marquardt algorithm (L-M) pro-
vides a numerical solution for number nonlinear minimiza-
tion (local minimum). This algorithm can modify the
parameters at execution time to achieve the advantages
of combining the Gauss-Newton algorithm and gradient
descent method and improve the shortcomings of both,
this algorithm can increase the training speed and obtain
higher accuracy when training neural networks [10].

3 Improved Access Control Model

Role-based Access Control (RBAC) differs from other ac-
cess control models by adding roles between subjects and
information resources to achieve the separation of sub-
jects and information resources, and the set of subjects
will not be directly mapped to the set of information re-
sources [4, 8, 16,17].
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Sessions

Figure 2: RBAC model

In the role assignment process, it is only necessary to
match the roles of the subjects, and it is not necessary to
match the access rights, because the corresponding roles
correspond to the corresponding access rights of the in-
formation resources.

The literature [18]proposed a multi-factor trust assess-
ment method based on the sub-analysis method to calcu-
late trust values from direct trust, indirect trust, and RSU
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trust, and did not consider the influence of the historical
access process on trust. The literature [19] proposes a
quantitative assessment method for the security risk of
vehicle networking based on combination weighting, and
uses a fuzzy evaluation method to establish the index eval-
uation set and calculate the risk interval of each index, but
ignores the perfection of security risk index. In this paper,
based on Figure 2, we combine trust-to-control and risk-
control-related technologies, make several improvements
to the model, and propose a trust and risk adaptive access
control model for vehicle networking as shown in Figure 3.

Permissions

IOV Information

Trust Threshold

Risk Quota

RolesUser

Trust 

Control
Risk Control

Figure 3: Improved trust and risk adaptive access control
model

1) Introduction of trust control and quantification of
trust

Most scholars have studied trust-based access con-
trol for the access rights phase after role assignment
[13, 15]. In this model, trust control is added in the
middle of the user-role assignment, and the role as-
signment can be performed only when the user’s trust
value is higher than the trust threshold required for
the role he/she applied for, so as to achieve trust
control in role assignment.

Relative to the calculation of trust value most of
them are single, only direct trust and recommenda-
tion trust are taken into account. This paper finds
that historical access risk has some influence on user
trust, so the historical trust value influenced by his-
torical risk is added to the trust value calculation,
and then the direct trust, recommendation trust, and
historical trust are weighted and summed to reflect
the influence of risk on trust, which makes the quan-
tification of trust more specific.

2) Introduce risk control and quantify the risk

Users have the corresponding object access rights af-
ter obtaining the role, and problems can easily oc-
cur during this period. Such as some unlawful users’
ultra-authorized access and beyond the authorized
read-on-write behavior can lead to a series of po-
tential problems such as data leakage. This paper
adds risk control in the middle of role and object
permissions, which can identify and predict the risk
of access behavior, and then develop access policies
to strengthen the access control effect.

Through the influence of trust on the risk of access
behavior and assuming the difference between normal
and abnormal user behavior, the information entropy
theory was invoked to quantify the entropy value of
the user when choosing the work target and accessing
the vehicle network information, and finally the user
trust value, the entropy value of the user choosing the
target and the entropy value of accessing the vehicle
network information were identified as the influenc-
ing factors for the occurrence of risk during access.
In this way, a risk prediction model based on the BP
neural network was constructed to predict the risk of
access behavior.

3) Adaptive access control through quota reduction

According to the special nature of big data in the
realistic scenario of vehicle networking, especially in
some important moments when users need to access
certain more information, the special permission con-
trol cannot just stay in the control of allowing or
denying absoluteness. To address this issue, by set-
ting up risk bands as shown in Figure 4, the risk band
value is generally set by the system administrator,
and the risk band value is used as a hierarchical di-
vision, by calculating the risk and risk band value,
different risk amounts are consumed under different
risks, and then a risk-adaptive access control policy
is developed to control access requests dynamically
based on satisfying the minimum privilege.

Allow

Hard BordersSoft Borders

RejectQuantitative risk values

Risk Band

Figure 4: Diagram of risk zone

By studying a large number of trust-based access con-
trol models and risk-based access control models it is
found that there are subjective and objective factors in
the quantification method of trust. For example, the risk
of data leakage due to the failure of vehicle systems or
devices is an objective cause, while privacy leakage events
due to misuse or careless management of vehicle managers
are subjective. In a word, trust and risk are independent
but also influence each other. This paper considers the
reliability of access behavior while also considering the
risk brought by access behavior, and this model is more
comprehensive and scientific compared to the indepen-
dent trust or risk for vehicle network access control.
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4 Quantifying Trust and Risk in
IOV Nodes

Trust refers to the degree of trustworthiness of the user’s
ability to ensure that the risk of access behavior is within
controllable limits based on his direct access experience
to information resources within a certain time frame and
in an open network environment, also known as direct
trust. In the same time frame and network environment,
the degree of trustworthiness of the ability to ensure that
the risk of access behavior is within the controllable range
based on the recommendation information of other recom-
menders for both information resources can be accessed
honestly, also known as indirect trust. In addition, in
this paper, after studying the relationship between trust
and risk, historical trust is considered in the calculation
of trust value based on the fact that the access behavior
of vehicle network users causes historical risk.

4.1 Trust Quantification

In the context of the era of big data gradually tends to be
openly shared, there will be a variety of users accessing
vehicle network data information, such as car owners, car
dealerships, drivers, 4S stores, DMV, traffic police, car
manufacturers, insurance companies, etc. The categories
of users are more detailed and their access rights are dif-
ferent, and there are inevitably risks when assigning roles
to users. To avoid this risk, this paper adds trust control
before assigning roles to users and blocks the assignment
of roles if the trust value is lower than the trust threshold.

In this paper, the final trust value is calculated us-
ing the weighted sum of direct trust value, recommended
trust value, and historical trust.

1) Calculation of direct trust value DT

The direct trust value is the most basic trust. When
a vehicle network access user needs to log in to the
system, he/she has to provide authentication infor-
mation to the administrator, and the system will cal-
culate the direct trust value of the user through For-
mula (2) based on the current environment the user
is in and the identity information he/she provides.

DT (U) =

∑
D(i, u) · α1 +D(p, u) · α2 +D(e, u) · α3

α1 + α2 + α3
(2)

Where D(i, u)is the trust correlation judged by the
system administrator based on the identity informa-
tion of the accessing user,D(p, u)is the trust correla-
tion judged by the system administrator based on the
authority applied by the user,D(e, u)is the trust cor-
relation judged by the system administrator based
on the network environment in which the user is
located,α1 is the weight of the user identity infor-
mation in the direct trust value;α2 is the weight of
the authority applied by the user in the direct trust

value;α3 is the weight of the network environment in-
formation in which the user is located in the direct
trust degree.

2) Calculation of recommended trust value RT

Recommendation trust value in judging the trust
value of a user will have trust transfer recommen-
dation, with the help of the dynamic reputation tree
model, other individuals with indirect trust relation-
ship with the subject can be constructed very clearly,
while the weight between different levels can be speci-
fied according to the difference of trust difference lev-
els between the subject and the recommended sub-
ject, and the general principle is that the closer to the
subject the greater the weight of the recommended
subject. It is generally judged by the recommen-
dation information and satisfaction degree of other
vehicle network users to the user, which can be de-
scribed as

RT (U) =

n∑
k=1

(λ (Ui) ·DT (Ui, Uj)) ·
1∑n

k=1 λ (Ui)

(3)

where n is the number of indirect referrers,λ (Ui) is
the weight factor of the referrer, and λ (Ui) is defined
as according to the different levels of the referrer

λ (Ui) =

1∏
m=0

DT (Um, Un) (4)

The definition DT (Um, Un)denotes the direct trust
value of Um on its successor nodes on the trust path
from Um to Uk in the trust tree, and l denotes
the level at which the recommendation weights are
placed.

3) Calculation of historical trust value HT

The historical trust value contains the trust value ob-
tained by the vehicle network users in accessing the
information resources and the risk value generated
during the access by the vehicle network users. The
historical trust value is positively correlated with the
trust value obtained by the user in accessing the in-
formation resource.

HT1(U) =

∑n
i=1 H(u, j, t) · vj

n
(5)

where H(u, j, t) is the trust value of the vehicle net-
work user u at time t when the accessed information
j is accessed,vjis the defined coefficient for this ac-
cess, and vj takes a negative value if it is an illegal
access and a positive value vice versa.

Besides, the user’s historical trust value is inversely
correlated with the risk of its access history. When
the risk of historical access records is higher, the
trust value is lower; when the risk of historical ac-
cess records is lower, the trust value is higher. The
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time of access behavior is used as the weight, and the
closer the time is, the greater the weight and the fur-
ther the time is, the smaller the weight. The initial
determination of the weight distribution is shown in
Table 1, and the real operation can be adjusted flex-
ibly according to the situation.

Table 1: Weight assignment

Time Period Weights wi

Within one month w1 = 0.4
One month to three months w2 = 0.3
Three months to six months w3 = 0.2

Six months to one year w4 = 0.1

The relationship between historical trust value and
risk value is shown in Equation (6)

HT2(U) = a

4∑
i=1

wiRt (6)

Rt denotes the average of the risk values of access
behaviors occurring in the corresponding period, and
a is the reconciliation factor. Then, the historical
trust value is calculated as (7)

HT (U) = HT1(U) +HT2(U) (7)

4) Calculation of the final trust value FT

The final trust value is obtained based on the
weighted sum of direct trust value, recommended
trust value, and historical trust value obtained from
Equation (2), Equation (3), and Equation (7), and
the weights of these three trust values are set as
WDT ,WHT ,WRT and the relationship is as in Equa-
tion (8)

WDT +WHT +WRT = 1 (8)

The final trust value is calculated as

FT (U) = WDTDT (U) +WRTRT (U) +WHTHT (U)
(9)

4.2 Trust Quantification

The access behavior of a vehicle network user after being
assigned a certain role can be divided into selecting a
work target and accessing vehicle network information, as
shown in Figure 5. The information of one access behavior
of the user is noted as a triad ⟨u, o,Mu⟩, where u ∈ U ,
o ∈ O, Mu ⊆ M .

After the user has been given the appropriate role, the
user has to choose a work objective for this visit. For
example, the car dealership detects whether the vehicle
owner is paying the loan on time, predicts the vehicle
owner’s repayment status, etc. After that, the car deal-
ership user selects the car network information related to
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Figure 5: User access behavior

that goal to help him/her confirm the vehicle situation.
For example, check the vehicle movement status and spe-
cific location, etc. Of course, if the prediction proves to
be wrong, the user can select a working target again and
then view the corresponding vehicle network information.
The process can be repeated until the job is completed.

4.2.1 Calculation of Entropy Value

It is assumed that normal vehicle network users make ac-
cess always select work targets related to actual work and
access only vehicle information related to work targets,
and do not regularly select work targets unrelated to ac-
tual work or frequently access vehicle information unre-
lated to work targets. Anomalous users will frequently
select job targets that are not related to the actual job,
or frequently access vehicle information that is not related
to the job target.

To describe the model formally, this paper introduces
the notation shown in Table 2.

For the stage of user selection of the work target, the
entropy value of the user at the time of selecting the work
target is calculated based on the history of the user’s vis-
its.The probability that user u chooses job target o is

pu(o) =
f (SOu, o)∑

t∈SOu
f (SOu, o)

(10)

Definition 1 Work goal entropy
The job goal entropy describes the degree of confusion

in the job goal chosen by the user, formally described as

Ho(u, o) = −
∑

o∈SOu

pu(o) log (pu(o)) (11)

The probability that the user selects the car network
information r for a given work objective o in this stage of
selecting car network data information is

pu,o(r) =
f (SMo

u, r)∑
r∈SMo

u
f (SMo

u, r)
(12)

Definition 2 Vehicle Network Information Entropy
Vehicle information entropy describes the level of con-

fusion in the user’s selection of vehicle information for a
particular job objective. Formally, it is described as
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Table 2: Description of symbols

Symbols Meaning
U Collection of users
O Collection of work objectives
M A collection of IOV information records

f (M, e) The number of occurrences of element e in the set M
SOu A collection of work objectives selected by the user u
SMo

u The user u selects the set of car network information recorded under the given work objective o

HR(u, r) = −
∑

t∈SM0
u

P(u,o)(r) log (po,t(r)) (13)

This paper introduces risk into the access control
model to greatly reduce the losses incurred by malicious
access, quantifying risk by introducing the concept of en-
tropy benchmark. Risk is always present, and in risk
quantification risk greater than the benchmark will have
an impact on their access behavior, which can also be un-
derstood as the benchmark is the risk threshold. Suppose
that users are divided into two categories according to
the magnitude of access behavior risk: normal users and
abnormal users. The entropy values of the two types of
users’ access behavior obey two normal distributions with
different means, and a threshold can be determined as a
benchmark based on the weighted average of their means.

By analyzing users’ work target selection and vehicle
information selection, it is assumed that normal users al-
ways select targets and information corresponding to their
roles when selecting work targets and accessing vehicle
information, and rarely access irrelevant targets and in-
formation. In contrast, abnormal users will select work
targets and vehicle information more often to access tar-
gets and information that are not related to their roles.
The normal user selects the work target more clearly and
accesses the vehicle information more singularly. In con-
trast, abnormal users choose multiple work targets or
access multiple information about vehicles, so abnormal
users have more confusion in choosing work targets and
vehicle information. This paper measures this level of
confusion by information entropy and uses it as a basis
for risk quantification.

4.2.2 Build BP Neural Network

In this paper, the inputs to the neural network are three
factors, user trust value, work goal entropy, and vehicle
network information entropy, which are the key factors
affecting the risk size of user access behavior, so the out-
put value is the risk value of access behavior. The three
elements are preprocessed and normalized in the range of
[0,1]. The number of nodes in the input layer of the BP
neural network is 3. There is no certain formula to quan-
tify the number of hidden layers, generally, a single hidden
layer is needed when learning a continuous function, and

only two hidden layers are needed when learning a dis-
continuous function. In this paper, the number of hidden
layers of the neural network is set to 1. This results in a
three-layer neural network with input, hidden, and output
layers. The L-M algorithm is based on the Gauss-Newton
method with the addition of a variable factor, and the
derivation of the Gauss-Newton method is shown in the
following equation.

f(x+ h) ≈ L( h) = f(x) + J(x)h

F (x+ h) ≈ L( h) =
1

2
L(h)TL(h)

=
1

2
fT f + hTJT f +

1

2
hTJTJh

= F (x) + hTJf +
1

2
hTJTJh

Thus the minimum transformation of finding F (x+ h)
is given by

hgn = argmin{L(h)}

L′(h) = JT f + JTJh

L′′(h) = JTJ

make L′(h) = 0 ⇒
(
JTJ

)
hgn = −JT f

J is a full rank matrix

⇒ hgnTF ′(x) = hgnT
(
JT f

)
= −hgnT

(
JTJ

)
hgn < 0

That is hgn as the direction of descent of F .
The L-M algorithm is similar to the Gauss-Newton al-

gorithm and is described as follows(
JTJ + µI

)
hlm = −g with g = JT f and µ ≥ 0

1) Degenerate to the Gauss-Newton algorithm when
µ = 0;

2) When µ is large,hlm = − (F ′(x)) /µ degenerates to
the gradient descent method with a smaller step size.

The focus of the L-M algorithm is how to determine
the µ value, introduce an evaluation quantity

e =
F (x)− F (x+ hlm)

L(0)− L (hlm)
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This quantity describes the degree of approximation of
the decline in F using the decline in L.

With the above algorithm it is possible to train the
training sample data and decide whether the current
learning is finished according to whether the error reaches
the corresponding accuracy requirement.

5 Trust and Risk Control Strate-
gies

When a vehicle network user requests access, the trust
control center will first calculate the final trust value of
the current user and determine whether the final trust
value of the user is greater than the trust threshold, and
if it is greater than the corresponding role is assigned,
otherwise the role assignment and access are denied.

In the process of risk control, the quantification of risk
values is achieved by establishing a risk prediction model,
which in turn requires the development of access control
policies to achieve adaptive access control to meet the
access requirements in line with the big data of Internet of
vehicles. In this paper, adaptive access control is achieved
by establishing a risk amount to consume the risk amount.

The trust and risk control strategy is shown in Figure 6.
The user of Telematics will request the corresponding ac-
cess privileges after obtaining the role. The risk value of
the access behavior is calculated according to the user’s
trust influence, work goal entropy, and Telematics infor-
mation entropy, and the risk amount is changed in the
way of ” slowly increasing and decreasing” to make the
risk assessment more rationalized. According to the risk
value calculation and different levels of risk quota reduc-
tion, different privileges are given to the current user. If
there is any remaining risk level, access will be assigned
accordingly; if the risk level is exhausted, access will be
denied.

6 Experiments and Analysis of
their Results

6.1 Experimental Environment and De-
scription

Software: conducted by using veins as an open source
framework as well as OMNET++ as a network sim-
ulator and SUMO as a traffic simulator, SUMO is
able to simulate vehicle motion states more realis-
tically and is widely used in vehicle networking re-
search [1, 14].

Hardware: Intel(R) Core i5-6200U CPU @2.30 GHz
processor, 8 GB RAM, Microsoft Windows 10 Pro-
fessional operating system.

The maps in this experiment simulation process use
OpenStreetMap to import with realism, use SUMO’s own
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Figure 6: Trust and risk control strategies

netconvert tool to convert osm files to road files (net.xml),
use radomTrips.py and duarouter tool to generate traffic
flow files (rou.xml), and then generate vehicle movement
OMNET++ queries and schedules the vehicle movement
status through TraCI.

After a large number of simulations, this paper gets
600 groups of visitors’ historical access records, including
10% of abnormal visitors, and makes statistics by calcu-
lating the trust value and risk value of each user’s access.
This experiment sets the trust value range between 0 and
1, the initial trust value is 0.5, and the trust threshold
is 0.3, in the case the initial trust value is greater than
the trust threshold, the Internet of Vehicles information
access users are given the appropriate role, while having
the corresponding rights to generate access will also then
generate risk.

6.2 Analysis of Experimental Results

In the study of role-based access control models for vehicle
networking, many scholars are developing their own re-
search through the perspective of trust assessment. This
paper is to introduce the characteristics of trust and risk
interactions and to further study the connected vehicle
access control under their mutual influence.

1) Trust analysis in the interaction process

The final comprehensive trust value of this exper-
iment consists of direct trust value, recommended
trust value, and historical trust value, which in turn
includes the impact of historical access behavior trust
and historical risk.

In this experiment, 20 sets of sample data are ran-
domly selected for simulation, and the sample data
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are shown in Table 3, which describes the risk value
and trust value of the samples.

In the calculation process, it can be found that the
risk is generated immediately after the IOV user gen-
erates access, and after some access operations it is
found that the trust value is changing in the process
of changing risk.
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Figure 7: Relationship between trust and risk variables

From the analysis of Figure 7, it can be found that
when the access risk value increases continuously dur-
ing the access process, the corresponding historical
trust value decreases and the final trust value de-
creases, indicating that the greater the risk the lower
the trust and the higher the trust the lower the risk,
confirming that risk and trust affect each other and
the impact of risk in the access process cannot be
ignored.
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Figure 8: Comparison of trust values for access interac-
tions

The comparative analysis of the experimental data in
Figure 8 shows that the initial trust value set in the
early stage is greater than the trust threshold and
the corresponding roles can be assigned to the users
accessing the Internet of Vehicles information, and
the role is created while the access interaction also
starts, thus generating the risk and trust value. After

calculating the final trust value, it is found that most
of the access users with a final trust value greater
than the trust threshold are allowed to access, and
very few access users with a final trust value less than
the trust threshold will be denied access.

2) Interaction process risk analysis

The 100 sets of access records generated during the
simulation were selected during this experiment, in-
cluding 10 % of abnormal access records, and the rest
were normal accesses. The risk values of normal and
abnormal accesses vary with the number of interac-
tions.
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Figure 9: Trend of normal/abnormal access risk value

As can be seen from the analysis of Figure 9, the risk
value decreases continuously and relatively quickly
with the increase in the number of interactions in
normal access. Starting abnormal access operations
in order to access more system resources (disguise),
the risk value of access shows a decreasing trend, but
its access behavior with the increase in the number
of access interactions, will launch an attack on the
system, and the risk value is rapidly increasing trend.

3) Risk prediction and error analysis

In this paper, 300 sets of data as comprehensive and
representative as possible were selected as training
samples and 45 sets as test samples. In the model,
it was determined that a three-layer BP neural net-
work was used, and the trinlm training function was
used after several training sessions, with an accuracy
requirement of le-4.

As can be seen from the analysis in Figure 10, the ac-
tual output risk value and the expected output risk
value almost overlap during the experiment, indicat-
ing that the error between the actual risk value and
the expected risk value is extremely small in accor-
dance with the expected requirements, and the BP
neural network has high accuracy in calculating the
risk value under the trinlm training function.
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Table 3: Results of sample trust value calculation

Access Serial Number Initial Trust Value Time Weighting Risk Value History Trust value Final Trust value
1 0.5 0.1 0.21 0.483 0.692
2 0.5 0.1 0.30 0.469 0.627
3 0.5 0.3 0.44 0.416 0.529
4 0.5 0.2 0.38 0.425 0.544
5 0.5 0.2 0.41 0.409 0.499
6 0.5 0.4 0.62 0.357 0.398
7 0.5 0.4 0.69 0.251 0.295
8 0.5 0.4 0.73 0.210 0.277
9 0.5 0.1 0.29 0.474 0.648
10 0.5 0.2 0.33 0.458 0.609
11 0.5 0.1 0.31 0.462 0.622
12 0.5 0.3 0.51 0.404 0.453
13 0.5 0.1 0.35 0.449 0.595
14 0.5 0.3 0.56 0.395 0.427
15 0.5 0.1 0.36 0.437 0.586
16 0.5 0.3 0.59 0.385 0.421
17 0.5 0.3 0.61 0.378 0.418
18 0.5 0.4 0.82 0.173 0.203
19 0.5 0.2 0.40 0.416 0.529
20 0.5 0.4 0.79 0.197 0.241
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Figure 10: Actual risk value versus expected risk value

7 Conclusions

In response to the shortcomings of role-based access con-
trol research for the Internet of Vehicles, this paper pro-
poses a trust and risk adaptive access control model for
the Internet of Vehicles. This paper focuses on the rela-
tionship between trust and risk, and trust control of roles
when they are assigned reduces the risk of illegal access by
unknown identity users to a certain extent, and quantify-
ing the risk when the access behavior occurs can achieve
effective control of malicious access. The experimental re-
sults show that trust and risk interact with each other, the

setting of trust value can effectively control role assign-
ment, there is a significant change of risk value during
normal and abnormal interaction, and the trinlm train-
ing function has a high accuracy in the calculation of risk
value. In future research, the setting of initial trust value
and trust threshold can be more objective, and the consid-
eration of risk factors can be more comprehensive, which
makes the research more practical application value.
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Abstract

There are still many shortcomings in detecting network
illegal intrusion vulnerabilities under legal supervision.
Firstly, this paper briefly analyzed the legal regulation
of vulnerability detection. Then, for the purpose of
vulnerability detection, the Glove+ELMo was used to
realize the stacked embedding of word vectors. A con-
volutional neural network+bidirectional gated recurrent
unit (CNN+BiGRU) model was designed to acquire local
and global features, and the probability distribution was
obtained through the softmax layer to realize vulnerabil-
ity detection. Experiments were carried out on synthetic
and actual vulnerability datasets. The results showed
that compared with word2vec, Glove, and ELMo, the
word vector obtained by Glove+ELMo obtained a better
vulnerability detection effect. Compared with the single
model TextCNN, BiGRU, and CNN+bidirectional long
short-term memory (BiLSTM), the accuracy, F1, and
Matthews correlation coefficient of CNN+BiGRU was
94.81%, 94.57%, and 90.21% respectively, which were
better than Devign and other existing methods. The
results prove the reliability of the CNN+BiGRU model.
Some suggestions were proposed for the prevention of
vulnerabilities under legal supervision.

Keywords: Illegal Intrusion; Legal Supervision; Network
Security; Vulnerability; Vulnerability Detection; Vulnera-
bility Prevention

1 Introduction

Network vulnerability refers to the weaknesses and defects
that threats in the network system may exploit. The vul-
nerability itself will not cause damage, but once it is not
found, it may be used and abused, resulting in the ille-
gal invasion of the network [6]. With the development of
technology, the research on vulnerability mining and de-
tection is also deepening [19]. Cheng et al. [3] designed

a method that integrates environment information and
binary code information and used graph embedding and
deep neural networks to realize the detection of vulner-
abilities. They found through experiments that the ac-
curacy of this method was more than 80% on the real
dataset.

Khanh et al. [4] designed a software vulnerability de-
tection approach based on a long short-term memory
(LSTM) model to learn the semantic and syntactic fea-
tures of the code automatically. They found that the
method performed well in the experiments. Chao et
al. [15] designed an Android application vulnerability de-
tection technique combining dynamic and static analysis.
Through experiments, it was found that this method ef-
fectively improved the accuracy.

Alenezi et al. [2] designed an automatic vulnerability
detection method based on character n-gram embedding
technology, evaluated the effectiveness of this method in
detecting four kinds of vulnerability, and obtained excel-
lent performance. However, in this process, there are also
some differences in the views of vulnerability mining and
detection.

Driven by economic interests, vulnerability detection
has become a tradable industry. It is also common to
maliciously disclose vulnerabilities to obtain illegal bene-
fits. At present, there are still many uncertainties in the
legal regulation of the detection and disclosure of vulner-
abilities.

Under legal supervision, this paper studied the
detection and prevention of network illegal in-
trusion vulnerabilities, designed a convolutional
neural network+bidirectional gated recurrent unit
(CNN+BiGRU) vulnerability detection method based
on Glove+ELMo word embedding, and proved its ef-
fectiveness through experimental analysis. This paper
aims to provide a new and effective approach for vul-
nerability detection in enterprises and manufacturers to
improve network security and achieve safer enterprise
and individual networks.
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2 Legal Regulation of Network
Illegal Intrusion Vulnerability
Detection

Due to some reasons in system design, development and
testing, the existence of vulnerabilities is common and
long-term, and they have become an essential problem
in network security [11]. Through the vulnerability, the
attacker can realize the illegal invasion of the network
without authorization [14].

In recent years, with the economy and technology ad-
vancing constantly, coupled with the growing prevalence
of vulnerabilities, the mining and detection of vulnerabil-
ities has gradually formed an industrialized market. Due
to the differences in policies, laws, and regulations of vari-
ous countries, the vulnerability industry is slowly becom-
ing specialized and fragmented, and the demand for its
industrial regulation is becoming more and more urgent.

However, when network vulnerabilities are still explod-
ing, the deficiencies at the system level are becoming more
and more obvious. There is a lack of perfect legal norms
for vulnerability reporting, and there are many difficul-
ties in combating the underground vulnerability trading
market.

In 2016, the Cyber Security Law clearly involved the
legality of network security testing for the first time,
and some regulations for vulnerability detection were pro-
posed, but the operability was not strong. Moreover, the
relevant provisions in the Criminal Law can only be used
to judge the illegal degree of vulnerability detection be-
havior.

Articles 285, 286, and 287 all have relevant provisions
for crimes carried out by using computers and the In-
ternet. However, there are many places that need to be
further clarified in judicial interpretation and practice,
and there are still many deficiencies in the conviction and
sentencing of malicious disclosure or sale of vulnerabili-
ties. At present, the non-malicious vulnerability mining
or disclosure is not clear.

White hat hackers, who are the main force in combat-
ing illegal network invasions, may potentially face charges
of illegal access to computer data. The current law for se-
curity research exceptions still lacks relevant provisions.

For malicious and illegal vulnerability detection, in
addition to further strengthening industry norms and
multi-party governance, it is necessary to pay attention
to legal supervision. It is necessary to standardize and
legalize the means and tools of vulnerability detection
from the legal level, guide and encourage disordered
vulnerability detection to the legal, and establish a
standardized and orderly vulnerability trading market to
achieve healthy development.

3 Vulnerability Detection Algo-
rithm Based on Source Code

3.1 Word Vector Model

This research primarily focuses on the vulnerability de-
tection algorithm based on source code [12] because by
using the source code, the system can be found in the de-
velopment phase of the system in time. The source code
contains many statements unrelated to the vulnerability.
After preprocessing, the code slice can be obtained, and
the next step of work can be carried out. Codes look like
natural language. To convert them into symbols that al-
gorithms can recognize, it needs to be represented by word
vectors. At present, the commonly used word embedding
models are shown below.

1) word2vec model
word2vec can be divided into skip-gram and continu-
ous bag of words (CBOW) models [13]. The principle
of CBOW is to use contextual words to predict con-
text, which is more suitable for small datasets. In
this paper, the CBOW model in word2vec is chosen
for research. Figure 1 illustrates the structure of the
CBOW model.

Figure 1: CBOW structure

CBOW takes the words in the context window of
a word as input, averages them to obtain a vector
to represent the context information, inputs it into a
neural network for prediction, and updates the result
according to the error between the prediction result
and the actual target vector. After repeated itera-
tions, the high-quality word vector representation is
obtained.
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2) Glove model
Glove is a method that uses a word-word co-
occurrence matrix to train word vectors [8]. Let
Xij denote the number of times that wordj appears
in the context of wordi in the corpus, then the co-
occurrence probability of two words can be written
as:

pij =
xij

xi

Then, the co-occurrence probability is used to reflect
the correlation between different words:

ratio(wi, wj , wk) =
pik
pjk

The loss function for the model is written as:

J = f(Xij)[w
T
i wj + bi + bj − log(Xij)]

2

f(x) =


( x
xmax

)α, x < xmax

1, x ≥ x+max

where bi and bj are bias terms.

3) ELMo model
Compared with word2vec and Glove, ELMo [18] can
obtain dynamic word vectors, which realizes model
training based on double-layer bidirectional LSTM
(BiLSTM). For sequences t1, t2, · · · , tN , word vectors
−→
h LM

N,1 ,
←−
h LM

N,1 ,
−→
h LM

N,2 , and
←−
h LM

N,2 , can be obtained after
double-layer BiLSTM training. The final word vector
can be obtained after weighted fusion:

ELMotaski = βtask
L∑

j=0

staskj hLM
i,j

where βtask is the coefficient related to downstream
tasks and staskj is the coefficient of softmax.

3.2 CNN+BiGRU-based Vulnerability
Detection Model

3.2.1 Overall Structure of the Model

The current vulnerability detection approaches based on
source code often only consider part of the features, i.e.,
the extraction of code features is not sufficient. There-
fore, in the design of a vulnerability detection model
in this paper, Glove and ELMo stacked embedding are
used, and the dynamic and static word vectors are used
as input. Moreover, a text convolutional neural network
(TextCNN) [7] is used to obtain the local feature of the
code, and BiGRU [17] is used to obtain the global feature
of the code. The two outputs are combined, and the final
vulnerability detection results are obtained by processing
the output with the fully connected and softmax layers.

Figure 2 illustrates the overall structure of the model.

According to Figure 2, assume that the word vec-
tor obtained by Glove is wg and the word vector ob-
tained by ELMo is we. After stacking, the input of the
CNN+BiGRU model is obtained:

Input = [wg, we].

3.3 Feature Extraction Part

Taking the word vectors obtained by stacking in the
the preceding stage as input, the convolutional layer of
TextCNN is calculated:

F = f(I ⊙W + b),

where I is the input of the convolution layer, W is the
convolution kernel, ⊙ is the convolution operation, b is the
bias, f is the activation function, i.e., the ReLU function:

ReLU(x) = max(0, x).

Max pooling is used in the pooling layer:

Zmax = max(Zi),

where Zi is the i-th feature map. BiGRU is used to
achieve global feature extraction. At time t, the output of
BiGRU is composed of forward GRU and backward GRU:

−→
ht = GRU(xt,

−−→
ht−1,

←−
ht = GRU(xt,

←−−
ht−1,

ht = |
−→
ht ,
←−
ht |.

where xt is the input of the hidden layer,
−−→
ht−1 and

←−−
ht−1

are the forward and backward hidden layer states at time
(t− 1).

3.4 Fully Connected and Softmax Layers

Firstly, the fusion feature is obtained by combining the
local feature obtained by TextCNN and the global feature
obtained by BiGRU in a Concat way:

F = FP ⊕ FG

where ⊕ is the Concat operation.
Fused feature F is fed to the fully connected layer and

fused with dropout at the fully connected layer to alleviate
overfitting:

Y = Dropout(w · F + b),

where Y is the output of the fully connected layer, w and
b are the weight and bias of this layer.

Finally, the softmax layer is used to obtain the proba-
bility distribution:

Ŷ = softmax(w · Y + b),

where w and b are the weight and bias of this layer.
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Figure 2: The structure of the CNN+BiGRU-based vulnerability detection model

4 Results

4.1 Experimental Setup

The experiment was carried out in a Windows 10 environ-
ment, with CPUNVIDIA RTX3060 i7-11800H and 32 G
memory. Python3.6 development language was used, and
the model was implemented based on the PyTorch frame-
work. In the experiment, the Adam function was used
for training, and rectified linear unit (ReLU) and Tanh
activation functions were used for CNN and BiGRU, re-
spectively. The remaining parameters are set as shown in
Table 1.

Table 1: CNN+BiGRU parameter settings

Parameter Value

Batch size 128
Number of iterations 30
Learning rate 0.0001
Word vector dimension 300
Dropout 0.5

Six different C/C++ source code datasets were se-
lected from SARD (https://samate.nist.gov/SARD/) and
the NVD vulnerability database (https://nvd.nist.gov/).
Four were synthetic datasets, and the other two were from
the real world (Table 2).

The source code was preprocessed, the length of the
code slice was 300, and the training set and the test set
were divided according to 4:1. The assessment of vulner-
ability detection results is based on the following indica-
tors:

1) Accuracy (ACC): it evaluates the overall perfor-
mance of an algorithm,

Accuracy =
TP + TN

TP + FP + TN + FN

2) F1 value: it is a comprehensive measure of precision
and recall rate,

F1 =
2×Recall × Precision

Recall + Precision

3) Matthews correlation coefficient (MCC): it evaluates
the correlation between the detection ability of the
algorithm and the true label:

MCC =
TP × TN − FP × FN√
(TP + FP )× (TP + FN)

× 1√
(TN + FP )× (TN + FN)

where TP is the quantity of samples that are cor-
rectly detected as positive, TN is the quantity of
samples that are correctly detected as negative, FP
is the quantity of samples that were incorrectly de-
tected as positive, and FN is the quantity of samples
that were incorrectly detected as negative.

4.2 Analysis of Results

Firstly, the impact of different word vector models on vul-
nerability detection was analyzed, and the results were
averaged (Table 3).

From Table 3, it can be found that in the comparison
of single models, word2vec performed the worst in vul-
nerability detection, with an ACC of only 90.87%, an F1
value of 91.84%, and an MCC value of 88.12%. Glove,
another static word vector model, demonstrated signifi-
cantly better performance with an ACC of 92.37%, an F1
value of 93.12%, and an MCC of 89.03%. The results ob-
tained by the ELMo model were better than the word2vec
model but slightly worse than the Glove model, with an
ACC of 91.62%, an F1 value of 92.16%, and a MCC of
88.94%. From this perspective, when it comes to vulner-
ability detection, if a single model is to be used, Glove
should be chosen. Then, it can be found that the ACC
of the Glove+ELMo model was 94.81%, which was 2.44%
higher than the Glove model, the F1 value was 94.57%,
which was 1.45% higher than the Glove model, and the
MCC was 1.18%. These results verified the reliability of
using dynamic and static word vector stacked embedding.

Then, The CNN+BiGRU model’s effectiveness was
confirmed through a comparison with the following struc-
tures: TextCNN, BiGRU, and CNN+BiLSTM. Table 4
presents the results obtained.

From Table 4, in the case of using single feature ex-
traction, both TextCNN and BiGRU models performed
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Table 2: Experimental datasets

Dataset Not vulnerability Vulnerability

CWE-362 375 189
CWE-476 1,227 396
CWE-754 3,684 1,359
CWE-758 995 367
Big-Vul [5] 168,752 10,547

FFMPeg+Qemu [20] 12,294 10,067

Table 3: Result analysis of different word vector models

Word vector model ACC/% F1/% MCC/%

word2vec 90.87 91.84 88.12
Glove 92.37 93.12 89.03
ELMo 91.62 92.16 88.94

Glove+ELMo 94.81 94.57 90.21

Table 4: Comparison of CNN+BiGRU with other struc-
tures

Model ACC/% F1 value/% MCC/%

TextCNN 87.21 88.76 83.56
BiGRU 89.34 91.25 84.33

CNN+BiLSTM 92.31 93.07 88.64
CNN+BiGRU 94.81 94.57 90.21

poorly in vulnerability detection, with both ACC below
90%. The performance of the BiGRU model was slightly
better than the TextCNN model but still significantly in-
ferior to the CNN+BiGRU model, which verified the ad-
vantages of using two models for feature extraction. Then,
the ACC, F1 value, and MCC of the CNN+BiGRU model
were 94.81%, 94.57%, and 90.21%, which was 2.5%, 1.5%,
and 1.57% higher than the CNN+BiLSTM model. The
results verified the reliability of using BiGRU to extract
global features.

Finally, the proposed method was compared with
the following approaches: Devign [20], IVDetect [9],
FUNDED [16], and VulDeePecker [10]. The results ob-
tained are presented in Table 5.

From Table 5, it can be found that compared with De-
vign and other methods, the CNN+BiGRU model showed
the optimal values, with ACC, F1 value, and MCC above
90%. Among the compared methods, Devign performed
poorly, and VulDeePecker performed slightly better but
was still inferior to the CNN+BiGRU model. It further
proved the reliability of the CNN+BiGRU model in vul-
nerability detection.

Table 5: Comparison between CNN +BiGRU and exist-
ing vulnerability detection methods

Model ACC/% F1 value/% MCC/%

Devign 85.64 84.21 72.36
IVDetect 87.87 85.92 75.34
FUNDED 88.25 87.37 76.72

VulDeePecker 92.31 91.64 88.37
CNN+BiGRU 94.81 94.57 90.21

5 Discussion

The illegal invasion of computer viruses, i.e., propaga-
tion and replication, is based on the existence of vulner-
abilities. Vulnerabilities provide attackers with an illegal
invasion way. With the development of technology, the
incidence and number of vulnerabilities are also increas-
ing [1]. The management and prevention of vulnerabili-
ties need the cooperation of technology and law. Using
cutting-edge technology, coupled with strict adherence to
legal regulations, can realize better legal security.

Given the current shortcomings in legal supervision,
the following suggestions are put forward to prevent vul-
nerabilities.

1) The government should further improve the relevant
provisions of the Network Security Law and promote
the legalization and standardization of the behavior
of vulnerability mining, detection, and disclosure. At
the same time, it is also necessary to standardize
the legality of the behavior of security researchers
through the legal system, determine the exception
system of network security research, reduce the le-
gal risk of practitioners, and provide exemptions for
the mining behavior of white hats under the super-
vision of the government. It should also provide a
legal basis for the vulnerability mining and detection
behavior of civil subjects.

2) The government should improve the vulnerability
database. At present, many countries have estab-
lished vulnerability databases, such as NVD, etc. A
sound vulnerability database is more conducive to
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managing and repairing vulnerabilities. In addition,
it is also necessary to further establish and improve
the vulnerability early warning mechanism to ensure
security from the discovery of vulnerabilities to the
repair process.

3) The authorization of vulnerability detection should
be classified. According to the degree of damage
caused by system destruction, the boundary of white
hat mining behavior should be further clarified. For
example, the mining of secret critical infrastructure
should be prohibited, and the mining of other large
facilities should be carried out under the premise of
obtaining permission.

4) The cross-border flow of high-risk vulnerability data
should be strictly restricted. Vulnerabilities should
be managed as national strategic resources according
to the National Security Law.

6 Conclusions

This paper studied vulnerability detection and preven-
tion under legal supervision, improved the word vector
embedding method, and designed a CNN+BiGRU detec-
tion model. Through experimental analysis, it was found
that the word vector stacked embedding method ob-
tained better vulnerability detection performance. Com-
pared with other structures and existing methods, the
CNN+BiGRU method obtained better results in various
indicators, demonstrating its reliability in vulnerability
detection and practical applicability.
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Abstract

With the development of the Internet, many patients’
private medical data are maliciously stolen by attackers.
Therefore, Liu et al. proposed an improved ECC-based
three-factor user authentication scheme. The main ad-
vantage of their scheme is that it provides the same or
better security than other schemes using more secondary
keys. However, this article will show that Liu et al.’s
scheme is vulnerable to denial of service attacks. In addi-
tion, their protocol uses public key cryptography, which
is inefficient. Finally, the method is not immune to coun-
terfeit smart card attacks. In this paper, we also improve
their protocol from the perspective of practicality and se-
curity.

Keywords: Password; Telemedicine Information System;
Three-Factor Authentication; User Authentication

1 Introduction

With the rapid development of the Internet, the applica-
tion of the Internet in various fields of our lives has made
positive progress, such as wearable medical devices, in-
dustry, smart homes, etc. [6]. The Internet has become
an essential aid in many fields. It improves work efficiency
and actively drives us to change how we live, moving to-
wards more advanced and innovative ways. However, the
dependence on the network is getting higher and higher,
and network security has become the focus of network
development [10].

The user authentication protocols were designed to ver-
ify an authorized service in a server via an insecure chan-

nel. The user and server could authenticate each other
and then use the server’s services by employing a user
authentication protocol [7, 8, 22].

Many user authentication protocols have been pro-
posed [1–5,9, 12, 14–16,19,21, 23–26]. A suitable user au-
thentication protocol must meet security requirements, be
simple, and be practical [17, 18,20].

In 2018, Li et al. showed that Jiang et al. proto-
col [11] had some common weaknesses: clock synchro-
nization and the lack of a password change stage [13].
Therefore, in 2018, Li et al. proposed an improved of
Jiang et al. scheme. They claimed their scheme pro-
vides good security protection against relevant security
attacks. However, in 2022, Liu et al. [18] showed that Li
et al.’s scheme could not be against no user anonymity,
no password change phase, inapplicable to IoT environ-
ments, failure to defend known session-specific temporary
information attack, and no clock synchronization mecha-
nism. They thus proposed an enhancement to Li et al.’s
user authentication scheme. This article will show that
Liu et al.’s user authentication scheme could not with-
stand the fake smart card attack and the denial of service
attack.

The rest of the paper is organized as follows. First,
the review and weaknesses of Liu et al.’s protocol are
described in Sections 2 and 3. Then, in Section 4, we
propose an improved remote user authentication protocol
that can resist all possible attacks mentioned in Section
3. Finally, Section 5 concludes the paper.
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2 Review of Liu et al. Three-
Factor Remote User Authenti-
cation Protocol Using ECC

In 2022, Liu et al. proposed a secure three-factor remote
user authentication protocol using elliptic curve cryptog-
raphy [18]]. We will review their protocol in this section.
In the Liu et al. protocol, there are three primary enti-
ties: the server S, gateway node GWN, and the user Ui.
Furthermore, there are three phases: Registration, login
and authentication, and password change phases.

2.1 Registration Phase

The procedures of the registration phase of Liu et al.’s
protocol are listed as follows:

Step R1: The User Ui selects his/her identity (IDi),
password (PWi), and a random number ci.

Step R2: The User Ui extracts his/her biological feature
(bi) as the second-factor authentication.

Step R3: The User Ui computes a strength parameter,
r1 and r2, an anonymous RIDi, and a strength pass-
word RPWi as follows:

r1 = biP ;

r2 = cir1;

RPWi = h(PWi||r2);
RIDi = h(IDi||r2).

Here, P is a base point on the elliptic curve; ci is
a random number; and the symbol || denotes a con-
catenation operation.

Next, The user Ui sends {RIDi, RPWi, r1} to the
gateway node GWN with a secure channel.

Step R4: The gateway note GWN generates a random
number di and calculates r3, r4, α, δ, Ai, and Bi as
follows:

r3 = diP ;

α = h(r1);

r4 = dir1;

Ai = h(RIDi||RPWi||r4);
Bi = h(RPWi||r4)⊕ h(RIDi||KGWN );

δ = r1 ⊕ r4;

X = xPpar.

Here, KGWN denotes a GWN secret key, and x
denotes a secret key of GWN. Ppar denotes a
parameter chosen by GWN. Next, The Gateway
Node stores RIDi in GWN database and stores
{Ai, Bi, r3, α, δ,X} in SC. Next, WGN sends the
smart card SC to the user Ui by a secure channel.

Step R5: The user Ui stores r1, ci into the
smart card. The smart card SC includes
{α, δ,Ai, Bi, r3, X, ci, r1}.

2.2 Login and Authentication Phases

The procedures of the login and authentication phases of
Liu et al.’s protocol are listed as follows:

Step LA1: Ui inserts the SC and extracts biological fea-
ture b′i, gets r3 and δ from SC, and calculates

r′4 = b′ir3

= b′idiP ;

r′1 = b′iP ;

R4” = δ ⊕ r′1.

Next, SC checks whether r′4 = R4” holds.

Step LA2: The user inputs IDi and PWi,
and the smart card computes A′

i =
h(h(IDi||cib′iP )||h(PWi||cib′iP )||r′4) and checks
whether A′

i = Ai holds. Next, SC produces two
random numbers, mi and ni, and computes

D1 = h(h(RPWi||ci||)||r′4)⊕ bi;

D2 = miPpar;

D3 = miX;

D4 = RIDi ⊕D3;

D5 = D1 ⊕ ni

D6 = SIDi ⊕ h(RIDi||ni);

D7 = h(D1||SIDi||D3||ni).

SC sends {D2, D4, D5, D6, D7} to the Gateway Node.

Step LA3: GWN calculates D′
3 and RID′

i as follows:

D′
3 = xD2 = xmiPpar;

RID′
i = D4 ⊕D′

3;

D′
1 = h(RID′

i||KGWN );

n′
i = D5 ⊕D′

1;

SID′
i = D6 ⊕ h(RID′

i||n′
i);

D′
7 = h(D′

1||SID′
i||D′

3||n′
i).

GWN checks whether RID′
i = RIDi and D′

7 = D7

hold.

Step LA4: GWN generates a random number yi and
calculates K ′

GWN−S computes

D11 = h(RID′
i||SID′

i||K ′
GWN−S ||n′

i||yi);
D10 = yi ⊕ n′

i;

D9 = yi ⊕ h(RID′
i||K ′

GWN−S);

D8 = RID′
i ⊕K ′

GWN−S .

Next, GWN transmits {D8, D9, D10, D11} to the
server S.

Step LA5: Server S computes

RIDi” = D8 ⊕KGWN−S ;

Y ′
i = D9 ⊕ h(RIDi”||KGWN−S);

ni” = y′i ⊕D10;

D′
11 = h(RID′′

i ||SIDi||KGWN−S ||ni”||yi).
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S verifies whether D′
11 = D11 holds. If it is true, S

produces gi (a random number) and computes

SKi = h(RIDi”||SIDi||ni”||y′i||gi);
D12 = g′i ⊕KGWN−S ;

D13 = h(KGWN−S ||SKi||gi).

Next, S sends {D12, D13} to GWN.

Step LA6: GWN computes

g′i = K ′
GWN−S ⊕D12;

SKGWN = h(RID′
i||SID′

i||n′
i||yi||g′i);

D′
13 = h(K ′

GWN−S ||SKGWN ||g′i).

GWN verifies whether D′
13 = D13 holds. If it holds,

S calculates

D14 = D′
1 ⊕ yi;

D15 = n′
i ⊕ g′i;

D16 = h(RID′
i||SKGWN ||yi||g′i).

The Gateway Node transmits these parameters
{D14, D15, D16} to the user Ui.

Step LA7: The user Ui computes

yi” = D14 ⊕D1;

gi” = ni ⊕D15;

SKi = h(RIDi||SIDi||ni||yi”||gi”);
D′

16 = h(RIDi||SKi||yi”||gi”).

Ui verifies whether D
′
16 = D16 holds.

2.3 Password Change Phase

The procedures of the password change phase of Liu et
al.’s protocol is listed as follows:

Step PC1: Ui selects a new PWnew
i . Next, the smart

card computes

Anew
i = h(h(IDi||r2)||h(PWnew

i ||r2)||r′4);
Bnew

i = h(h(IDi||r2)||KGWN )⊕ h(h(PWnew
i ||r2)||r′4).

Next, Ui updates A
new
i and Bnew

i in smart card with
Ai and Bi respectively.

3 Weakness of Liu et al. Three-
Factor Remote User Authenti-
cation Protocol

This section shows that Liu et al.’s user authentication
protocol using ECC [18] could not withstand a fake smart
card attack and a difficult-to-remember random number.

3.1 The Fake Smart Card Attack

Step R6: The hacker intercepts the smart card sent from
GWN and sends a fake smart card SC (FSC) to the
user Ui. The fake smart card has installed malicious
software in order to steal the user’s Ui biological fea-
ture information.

Step LA1’: Ui inserts the fake SC and extracts his/her
biological feature bi. Once FSC obtains the biological
feature information, it sends the biological feature
information to the hacker and displays a message,
”the smart card failed and should replace it”, with
Ui.

Since the hacker has obtained Ui biological feature infor-
mation, the hacker can forge the identity of the user Ui

and register with GWN and a server.

3.2 Denial of Service Attack (DoS)

In this attack, an attacker will make the GWN and server
to cost a large of resources (computation). If the ad-
versary intercepted the user’s login request parameters
{D2, D4, D5, D6, D7} in Step LA2, the attacker will at-
tack the GWN and server as follows:

Step LA2’: The adversary re-sends the intercepted mes-
sage {D2, D4, D5, D6, D7} to the gateway node as a
new login request.

Step LA3: Upon receiving {D2, D4, D5, D6, D7} from
the adversary, the gateway node calculates D′

3,
RID′

i, n
′
i, SID

′
i, andD′

7. Next, GWN checks whether
RID′

i = RIDi and D′
7 = D7 hold. Since the login

request parameters messages {D2, D4, D5, D6, D7} is
a legal and valid message from the user Ui, GWN will
pass the authentication in this step and continue to
perform the following steps.

Step LA4: GWN generates a random number yi and
K ′

GWN−S computes D8, D9, D10, and D11. Next,
GWN sends {D8, D9, D10, D11} to the server S.

Step LA5: The server S computes RIDi”, Y
′
i , Ni”, and

D′
11. S checks whether D′

11 = D11 holds. Since the
messages {D8, D9, D10, D11} is a legal and valid mes-
sage from the legal GWN, the server S will pass the
authentication in this step. Therefore, S generates a
random number gi and calculates D12, SKi, and D13.
Next, S sends {D12, D13} to GWN.

Step LA6: GWN computes g′i, SKGWN , and D′
13.

GWN checks whether D′
13 = D13 holds. Since

the messages {D12, D13} is a legal and valid mes-
sage from the legal server S, GWN will pass the
authentication in this step. Therefore, GWN cal-
culates D14, D15, and D16. Next, GWN sends
{D14, D15, D16} to the user Ui (hacker).



International Journal of Network Security, Vol.26, No.3, PP.528-534, May 2024 (DOI: 10.6633/IJNS.202405 26(3).20) 531

Although the hackers are unable to obtain the session
key SKi, the GWN and the server S will cost a large of
computation and denial of other servers for other legal
users.

4 The Proposed User Authentica-
tion Protocol

In the proposed protocol, there are also three phases:
Registration, login and authentication, and password
change. The password change phase of the proposed pro-
tocol is the same as that of Liu et al.’s user authentication
scheme.

4.1 Registration Phase

The procedures of the registration phase are listed as fol-
lows:

Steps R1, R2, and R3: These steps are the same as
that of Liu et al.’s user authentication protocol.

Step R4: The gateway note GWN generates di (a ran-
dom number) and computes Ai, Bi, r3, r4, α, and δ
as follows:

α = h(r1);

r3 = diP ;

r4 = dir1;

δ = r4 ⊕ r1;

X = xPpar;

Ai = h(RIDi||RPWi||r4);
Bi = h(RPWi||r4)⊕ h(RIDi||KGWN );

S = Sig{α, δ,Ai, Bi, r3, X}.

Here, Sig denotes a signature which is produced by
the GWN. Next, The Gateway Node stores RIDi

in GWN database and {Ai, Bi, r3, α, δ,X, S} in SC.
Next, WGN sends the SC to Ui by a secure channel.

Step R5: Ui verifies the signature S whether
{α, δ,Ai, Bi, r3, X} was produced by GWN. If
pass the verification, the user Ui stores r1 and ci
in to the smart card. The smart card SC includes
{α, δ,Ai, Bi, r3, X, S, ci, r1}.

4.2 Login and Authentication Phases

The procedures of the login and authentication phases of
the proposed protocol are listed as follows:

Step LA1: The step is the same as that of Liu et al.’s
user authentication protocol.

Step LA2: Excepting D3, the step is the same as that
of Liu et al.’s protocol.

D3 = miX ⊕ Ti.

SC sends {D2, D4, D5, D6, D7, Ti} to the Gateway
Node.

Step LA3: GWN checks the time stamp Ti. If Ti is
the current time, GWN continues calculates D′

3 and
RID′

i as follows:

D′
3 = xD2 ⊕ Ti

= xmiPpar ⊕ Ti;

RID′
i = D4 ⊕D′

3.

GWN checks whether RID′
i = RIDi. If holds, GWN

continues perform the following steps, otherwise step
the login request. The other procedures are the same
as that of the step of Liu et al.’s protocol.

Steps LA4 ∼ LA7: These steps are the same as that of
Liu et al.’s user authentication protocol.

5 Cryptanalysis and Performance
Analysis

The proposed three-factor remote user authentication
protocol could withstand the fake smart card attack and
denial of service attack.

Upon receiving {D2, D4, D5, D6, D7, Ti} from the ad-
versary in Step LA2, the gateway node checks the time
stamp Ti. Since the Ti is not current time, GWN thus
stops the following procedures. Therefore, the proposed
scheme can withstand the denial of service attack.

Table 1 compares the performance in routine proce-
dures (without attacking situations). Thash denotes a
hash operation computation time; Tmul denotes a mul-
tiplication operation computation time; T⊕ denotes an
exclusion OR operation computation time; Tsig denotes a
signature operation computation time; and Tver denotes
a verification signature operation computation time. Al-
though, the proposed scheme more one Tsig and Tver,
these cost is for withstanding the fake smart card attack.

Table 2 compares the performance of Liu et al. and
the proposed schemes in a denial of service attack. In
Step LA2, the gateway node checks the time stamp Ti.
Since the Ti is not current time, GWN thus stops the
following procedures. Therefore, the proposed don’t need
to perform Steps LA3 ∼ LA7.

Table 3 compares the performance of Liu et al. and
the proposed schemes in one routine procedure and one
denial of service attack. The total operation time of the
Liu et al. scheme is 24Thash + 6Tmul + 23T⊕. However,
the total operation time of the proposed scheme is only
4Thash + 5Tmul + 7T⊕.

6 Conclusion

In summary, we have shown the weakness of Liu et al.’s
three-factor user authentication scheme based on ECC.
Their protocol could not withstand the fake smart card
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Table 1: Comparison of the performance in routine procedures (without attacking situations)

Schemes Liu et al. Scheme [18] The Proposed Scheme

Step R4 4Thash + 3Tmul + 2T⊕ 4Thash + 3Tmul + 2T⊕ + 1Tsig

Step R5 - 1Tver

Step LA2 1Tmul 1Tmul + 1T⊕
Step LA3 3Thash + 1Tmul + 3T⊕ 3Thash + 1Tmul + 4T⊕

Table 2: Comparison with the performance of Liu et al.
and the proposed schemes in a denial of service attack

Liu et al. The Proposed
Schemes Scheme [18] Scheme

Step LA3 3Thash + 1Tmul + 3T⊕ 0
Step LA4 2Thash + 3T⊕ 0
Step LA5 4Thash + 4T⊕ 0
Step LA6 3Thash + 3T⊕ 0
Step LA7 2Thash + 2T⊕ 0

attack and denial of service. We also propose an improved
three-factor remote user authentication protocol that to
withstand these weaknesses as that in Liu et al.’s protocol.
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