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Abstract

Accessing wireless services is convenient but not secure.
The issue of privacy and security is highly demanded on
the internet. The information is sent with the undesired
threats of eavesdroppers. Secure communication enables
the desired receiver to correctly and successfully receive
the information without interruption. In the meantime, a
secure system protects the transmitted information from
the eavesdroppers. Traditionally, encryption, authoriza-
tion, and authentication schemes could be employed to
protect from eavesdroppers. However, the unanticipated
attacks have been developing. According to Shannon’s
perfect communication, the undesired receivers, such as
eavesdroppers, could receive an error-free cryptogram.
Based on the physical-layer security, it could be ex-
pected that secure communication could be implemented
without complex computing at the higher level. The
physical-layer security coding scheme aims to achieve
an extremely low decoding error probability and obtain
a critical security level against attackers. The positive
secrecy capacity (secrecy rate) could provide secure
communication. Hence, a positive secrecy capacity is the
primary concern in the system. Besides, physical-layer
security coding is not only to help the system achieve a
critical level of security but also to obtain an extremely
low decoding error probability. However, it decreases the
bandwidth efficiency and suffers the system performance.
Hence, the tradeoff between the security level and the
coding rate is important to lead a secure communication.

Keywords: Bandwidth Efficiency; Physical-Layer Secu-
rity; Secrecy Capacity; Shannon Perfect Communication

1 Introduction

Recently, mobile devices could access the wireless commu-
nications for internet services conveniently. It leads a lot
of mobile users and requests for the more services, such as
navigation service. However, the wireless transmission is
an open but unsecure environment. The issue of privacy
and security are highly demanded in the internet. There
exist many security threats of eavesdropper on the link
between the source station and the destination station.
Hence, the security performance of the system is suffered.
The objective of a secure communication enables the au-
thentic destination station successfully to receive the cor-
rect information. At the meantime, a secure system pro-
tects the secret information away from the eavesdroppers
and ensures the desired receiver to obtain this informa-
tion. For the purpose of security, the eavesdropper detec-
tion could be the practical solution [1]. However, to de-
tect and to identify the eavesdroppers are difficult works.
Traditionally, the encryption is used to protect the eaves-
droppers even though the eavesdroppers could receive the
same data stream. Besides, a secure system employs the
access control schemes with the authorization and authen-
tication schemes [2–4]. These schemes are adopted under
the assumption of limited computing resources that the
attackers have. Moreover, the unanticipated attacks have
been developing. Usually, in the higher-network layer, it
adopts the encryption scheme. Without the hardware in-
frastructure, the complex and difficult encryption schemes
could not be developed. For the device with a lower com-
puting resource, such as IoT (Internet of Things), it is not
appropriate to apply with encryption scheme [5, 6]. Ac-
cording to Shannon’s perfect secrecy [7], it could provide
an error-free cryptogram for the open access. Hence, it
is expected that the physical-layer coding scheme could
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offer a secure communication [8, 9].
The physical-layer coding security comes from the wire-

tap channel model [10]. The coding scheme attempt to
approach an extremely low error decoding probability at
the desired destination. At the same time, this coding
scheme provide a critical level of security. Coupling with
cryptographic schemes, the scheme gives the solution for
the secure communication [11]. The coupling promises
the code individually provides error correction because of
interference, but allows the coding scheme functions as
a security enhancement. The scheme supposes the at-
tackers are confused because of codewords. In Shannon’s
theorem [7], the positive secrecy capacity could provide
a perfect communication. If the mutual information be-
tween the source station and the destination station is
larger than that between the source station and the eaves-
dropper, there exists a positive secrecy capacity. In the
information theory [12], the mutual information is related
to the source entropy and the conditional entropy in the
receiver. For the perfect communication, one solution is
to maximize the mutual information between the source
and the destination but also to minimize that between
the source and the eavesdroppers. For the source infor-
mation, the amount of entropy depends on the probability
distribution of source. However, under the wire-tap chan-
nel assumption [13] the distorted codeword (cypher) leads
the conditional entropy of source given in the codeword.
Hence, the codeword mapping is the initial concern in this
work.

Not only the physical-layer security coding obtains a
critical level of security to against the eavesdroppers, but
also benefits to achieve an extremely low error probability
at the desired destination [13,14]. Under the noisy trans-
mission, the destination station receives the distorted sig-
nal. It might lead the received the distorted signal and
might make decoded error. Also, it degrades the band-
width efficiency because of coding. Coding rate is the in-
dex to evaluate the bandwidth efficiency. Generally, the
scheme with a higher coding rate suffers the system per-
formance of decoding error. Hence, he this work concen-
trates to maximize the mutual information between the
codeword and the received information to ensure the se-
cure communication. Therefore, the objective of this work
is to analyze the tradeoff between the security and band-
width efficiency in the physical security coding scheme.
In Section 2, based on the information theorem, it de-
scribes the secure communication system. Section 3 gives
the cypher assignment scheme and the secrecy capacity
analysis. Section 4 proposed the coding implementation
scheme. Finally, the conclusion is given.

2 Information In Secure Commu-
nications

In the wireless communication system, the data are trans-
mitted in the open environment. Each one, including
eavesdroppers, could receive the same data. For the con-

cerns of security, it is realized to avoid the undesired re-
ceivers. It is reasonable nut difficult to detect who the
eavesdroppers are. Instead of detecting the eavesdrop-
per, using cypher to forward the transmitted informa-
tion might be the solution. In the cryptology, if one
wants to protect the confidentiality of data, one trans-
forms the data (denoted as the information X) under
control of a secret key K with the encryption algorithm
into the cypher C, i.e. C = EK(X). Without the
noisy disruption, the recipient can decrypt the cypher C
with the decryption algorithm to obtain the plaintext or
Y = DK(C) = X. Access control with authorization
and authentication schemes is employed in the secure sys-
tem [2–4]. The security mechanism, similar to that with
cryptology, the physical layer security coding could be im-
plemented efficiently with consideration of cost. Consider
a communication system shown in Figure 1.

According to Figure 1, the sourceX is assigned (coded)
to be codeword C. It could be illustrated in Figure 2.

For a possibly mapping from the source X, the code-
vector c has the probability

p(cj) =
∑
i

p(xi)p(cj |xi). (1)

The entropy of distorted codeword C is

H(C) =
∑
j

p(cj) log
1

p(cj)
(2)

The conditional entropy between the information source
and codeword

H(C|X) =
∑
i

p(xi)
∑
j

p(cj |xi) log
1

p(cj |xi)
(3)

The mutual information between X and C becomes

I(C;X) = H(X)−H(X|C)

= H(C)−H(C|X)

= I(X;C). (4)

On the other hand,

I(X;C) =
∑
i

∑
j

p(xi, cj) log
p(cj |xi)

p(cj)

=
∑
i

∑
j

p(xi, cj) log
p(cj , xi)

p(cj)p(xi)
(5)

At the destination, the received information denotes Y .
Since the received information Y is related to the infor-
mation source, distorted because of noisy channel, the in-
formation I(X;Y ) should be positive. Within the coding
scheme, it is expected the codeword C to compress X as
much as possible. However, in the reliable transmission,
it needs as much of the information about Y as possi-
ble. The amount of information about Y given under the
distorted codeword C is given by

I(C;Y ) =
∑
k

∑
j

p(cj , yk) log
p(cj , yk)

p(cj)p(yk)

≤ I(X;Y ). (6)
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Figure 1: Secure communication system

Figure 2: Codeword assignment from the source X

It is obvious that the codeword could not carry the more
information than that from the original source. For the
secure communication, it leads the maximum the mutual
information between C and Y . In Equation (6), there
exists a tradeoff between the codeword and the source in-
formation. It leads the information is equal at the source
X and that at the codeword. With the coding scheme, it
is feasible way to deal is to keep a fixed amount of infor-
mation on Y at the destination and to minimize the infor-
mation of codeword C. In other words, it needs the max-
imum the information of codeword C under the source X
and minimum the information of codeword C under the
condition of the destination Y , as shown in Figure 3.

Figure 3: Maximum I(C;Y) with codeword mapping
scheme

Hence, the secure transmission could be achieved with
the codeword mapping scheme. It is the idea that the
source X is coded to the codeword according to the cod-

ing scheme with a control parameter [15]. The received in-
formation is chosen properly from the received codeword.
Initially, the concept of code mapping is to design a func-
tion, C = f(X) in a signal processing algorithm. The
mapping is typically considered as a table which stored
the respective codeword C for each possible information
of source X. While the table approach a suitable situ-
ation, the application of secure communication could be
hold. For example, for a large information sources, the ta-
ble implementation becomes large according to the coding
scheme. It could be thought that the coding scheme is a
function corresponding to and denotes as C = fθ(X) with
M parameters θ = [θ0, θ1, · · · , θM−1] that optimize the
maximum mutual information I(C;Y ) in Equation (6).

3 Cypher Assignment

The perfect secrecy makes the theoretical limitation for
error-free cryptogram. In fact, physical-layer security
coding scheme leads to realize the positive secrecy capac-
ity is the requirement to achieve the level of security [8].
Channel coding is designed to make reliable communica-
tions by adding redundant bits to the transmitted data
for error detection or error correction. The redundancy is
added to the source information to become a codeword.
Let l be the number bits of source message and n be the
number bits of the codeword. The coding rate for the cod-
ing is R = l/n and the code denotes (l, n) code. According
to Shannon theory, if the coding rate, if the coding rate
of the code is less than the channel capacity, there exists
a coding scheme with an extremely low error probability
of decoding. Moreover, a physical-layer security code is
designed to obtain not only the extremely low error prob-
ability of decoding but also to provide a certain level of
security against eavesdroppers. Based on the theoretical
physical layer security, the secrecy capacity is based on
satisfying the low error probability and preventing from
the eavesdroppers.

In the system, three random variables, the informa-
tion source X, distorted codeword (codevector) C and
received information Y are considered. These three ran-
dom variables X,C, Y to form a theoretical chain. Let
the information source X with probability p(x) and the
distorted codeword space denote C. According to Shan-
non Secrecy Capacity [7], the positive secrecy capacity Cs
should be kept for the secure communication, i.e.

Cs ≥ I(X;Y )− I(X;C). (7)
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Bsed on the equal equation in Equation (7), for the se-
cret communication, the coding scheme, one-time pad en-
cryption, it meets the least requirement. In one-time pad
encryption [16], the key is kept as long as the source.
The code mapping belongs to one-to-one, i.e. j = 0 in
Figure 2. Also, the interleaving coding scheme with the
purpose of error control contributes the secure commu-
nication with the same characteristic that one-time pad
scheme does. [17]. In the interleaving coding, the number
bits of source message are equal to be the number bits
of the codeword. It could function as one-time pad en-
cryption does. Besides, if a multiple assignment scheme is
chosen for code mapping, it will increase the information
of the codeword. For example, binary sources are coded
by using m-bit codeword assignment, i.e. i = 1, j = m.
Figure 4 shows the secrecy capacity for the multiple as-
signment.

Figure 4: Increasing the number of codewords to increase
the secrecy capacity

On the other hand, the coding rate R is related to the
bandwidth efficiency and transmission error probability.
The lower coding rate could approach to lower error trans-
mission rate. Under the transmission bandwidth limita-
tion, Figure 5 shows the relationship between the secrecy
capacity and the coding rate.

4 Coding Implementation

According to Figure 2, to achieve the maximum informa-
tion, the codeword should be generated with the equal
probability. Hence, based on the binary bit assignment,
the length of codword is equal and larger than that of
the source. If there are n symbols in the source, with
codeword assignment scheme, the maximum information
of codeword could be approach as that shown in Figure 6.

Figure 5: Secrecy capacity increasing with coding rate
decreasing

Figure 6: Codeword (Cypher) assignment
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If the length of codword is equal to that of the source,
i.e. j = 0, the numbers of the source are equal to the num-
bers of codeword, codeword assignment is proposed with
one-to-one random assignment scheme. The interleaving
coding is an example. In the scheme, the codeword is
generated with the position change for those bits in the
source code. One-time pad coding is another scheme with
the spreading the secret key. These schemes keep the
equal length of source and that of codeword. It leads the
zero-secrecy rate and provides the minimum requirement
for the secure communication.

For each source, the codeword encoding adopts the
multiple assignment scheme. For the codeword subset,
the codeword subset {ci1, ci2, · · · , cij} is assigned for the
source xi, as that shown in Figure 7.

Figure 7: Multiple codeword assignment

All the eigen-vectors of the codeword cij are corre-
sponding to the source xi. Hence, the decoding proce-
dure could be implemented according to the eigen-vector
calculation of received codeword.

5 Conclusion

The issue of privacy and security becomes important in
the wireless environment. This work intends to realize us-
ing physical layer coding scheme to improve the secrecy
capacity. In fact, the channel coding scheme is used to re-
sist the imperfect transmission environment and to reduce
the transmission error. Especially, in the fading channel,
it is useful to employ the coding scheme to reduce the suf-
fering because of impact of unstable channel. However, it
also provides the opportunity to increase the secrecy ca-
pacity and enhance the performance of secret communi-
cation. Multiple codeword assignment scheme proposed
to increase the secrecy capacity to enhance the critical
level of security. Besides, multiple assignment applying
with AI algorithm for help to group the codeword sub-
set for the source might be a practical application of the

coding/decoding scheme. To develop the effective AI al-
gorithm for coding scheme might be the research topics
in the future.
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Abstract

This paper briefly introduces network information data
security protection from a legal perspective. Blockchain
technology was integrated with a software-defined net-
work (SDN) as a method to enhance the security of net-
work information transmission. Subsequently, the pa-
per conducts simulation experiments in a laboratory set-
ting to evaluate the detection performance of SDNs that
combined blockchain with local blockchain validation and
practical byzantine fault tolerance (PBFT) voting vali-
dation strategies. The two SDNs were compared with a
traditional SDN in terms of information transmission pro-
tection performance. The results showed that the SDN
combining blockchain with the PBFT voting validation
strategy performed better in detection and was more ef-
fective in protecting data transmission compared to the
traditional SDN.

Keywords: Blockchain; Legal Background; Network Data
Protection; Software-Defined Network

1 Introduction

As the Internet develops so quickly, people are enjoying
more convenience in their lives. However, this surge in
Internet usage has led to a huge increase in information
data [8], much of which is spam. Nevertheless, modern big
data technology enables the extraction of valuable infor-
mation from this influx, which may include users’ private
data [9]. In addition to spam, users often store critical
information on the Internet. Unfortunately, the openness
of Internet platforms can make this important informa-
tion vulnerable to malicious actors [11]. Consequently, the
rapid development of the Internet not only brings conve-
nience but also poses security risks to information data.
The threats of network attacks, data leakage, and the
theft of personal information by malicious entities taking
advantage of the Internet’s openness seriously jeopardize

network security and user privacy. Despite legal protec-
tion for network information data, including user privacy,
the realm of Internet big data faces challenges such as
traceability, accountability, and lenient punishment [2].

Blockchain technology, as a decentralized distributed
ledger technology, has gained widespread attention and
application as a solution to these challenges. With its
characteristics of decentralization, non-tampering, trace-
ability, and anonymity, blockchain, when combined with
encryption technology, can effectively enhance the secu-
rity of network data. Its traceability enables swift le-
gal recourse against parties responsible for network secu-
rity issues, and the non-tampering and transparency fea-
tures allow network data to serve as judicial evidence [10].
Yazdinejad et al. [13] proposed a novel architecture,
blockchain-enabled packet parser (BPP). They found that
BPP could effectively detect attacks and strategies on the
software-defined network (SDN) control plane, thereby
efficiently detecting attacks from the packet structure.
Yi [14] introduced the use of blockchain to protect lo-
gistics security and personal privacy, constructed a lo-
gistics blockchain model, and verified its efficiency and
security in a distributed platform. Mao et al. [6] devel-
oped a blockchain evaluation system to enhance food sup-
ply chain management. This paper briefly overviews the
security protection of network information data from a
legal perspective. Blockchain was integrated with SDN
as a means to secure network information transmission,
followed by laboratory simulation experiments.

2 Network Information Security
Protection from a Legal Per-
spective

The proliferation of the Internet has given rise to sig-
nificant challenges in the realm of information security.
While the openness of the Internet allows users to freely
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engage with information, this very openness creates vul-
nerabilities that can be exploited by malicious actors, pos-
ing a threat to network information security. To address
the information security challenges posed by the expand-
ing Internet landscape, China has implemented pertinent
laws, including the Cyber Security Law of the People’s
Republic of China, the Cryptography Law of the People’s
Republic of China, the Data Security Law of the People’s
Republic of China, and the Personal Information Protec-
tion Law of the People’s Republic of China. Additionally,
there are administrative regulations specifically address-
ing network information security, such as the Regulations
of the People’s Republic of China for Safety Protection of
Computer Information Systems.

The existence of the aforementioned laws and adminis-
trative regulations provides legal support for the protec-
tion of network information security, ensuring that those
responsible for compromising network security are subject
to legal repercussions [7]. However, current laws and reg-
ulations have certain deficiencies and shortcomings. They
lack a comprehensive and systematic structure, resulting
in decentralization and generality in their provisions. The
content often takes the form of broad principles to encom-
pass a wide range of scenarios, leading to challenges in de-
termining responsibility and providing proof. Addition-
ally, the nature of information security risks in the realm
of the Internet, characterized by suddenness, secrecy, and
intelligence, poses challenges. Suddenness refers to the
swift outbreak of network information risks with little
prior indication. Secrecy involves the covert nature of
unlawful activities on the virtual network. Intelligence
denotes the advancement of tools used for compromising
network security, often with automatic features. These
characteristics imply that, despite existing laws and reg-
ulations, they may not completely prevent network risks.
For instance, the suddenness of network risks can result
in damage and loss before their realization, making laws
and regulations primarily a basis for recourse. The se-
crecy of network risks can complicate forensic efforts and
recourse, and the intelligence aspect further heightens the
threat and covert nature of risks. Therefore, in addition
to relying on legislation as a recourse foundation, effective
prevention and mitigation of network risks necessitate the
use of technical means to minimize potential losses [12].

3 Security Protection of Network
Information Data Transmission
Based on Blockchain

3.1 Integration of Blockchain with SDN
Architecture

The preceding article discussed the protection of network
information security from a legal standpoint, emphasiz-
ing the importance of establishing relevant laws and reg-
ulations to provide a legal foundation for safeguarding

network information security. This legal framework has
spurred increased attention from network operators and
Internet enterprises toward protecting network informa-
tion security. Simultaneously, the article highlighted the
shortcomings of current laws and regulations in address-
ing network risks, prompting Internet users to recognize
the need for enhanced network information security pro-
tection. This growing awareness is expected to further
encourage network operators and Internet enterprises to
prioritize measures for safeguarding network information
security [1].

To enhance the protection of network information on
the Internet, a strategic approach involves focusing on
both information storage and information transmission.
Information storage entails constructing a secure database
where crucial network information is stored, isolated from
the broader Internet environment. Information transmis-
sion is ensured through certain means to guarantee the
security of network data during the process of transmis-
sion. This paper adopts a perspective that emphasizes
information transmission to implement security measures
for safeguarding network information data.

As illustrated in Figure 1, the SDN controller, situated
in the control plane of the SDN, plays a pivotal role in
formulating routing policies and dispatching them to the
data plane. In the data plane, the SDN switch functions
akin to a router, directing data based on the routing poli-
cies it receives.

The SDN segregates the control and forwarding func-
tions by centralizing the control function in the control
plane and centralizing the switch responsible for forward-
ing data in the data plane. Alterations to correspond-
ing management rules are facilitated by debugging the
SDN controller, without the need to reconfigure all de-
vices in the network. However, this structural conve-
nience also introduces specific network risks. The SDN
controller governs switch forwarding through the flow ta-
ble, and switches follow the rules outlined in the flow table
during operation without validating them. Consequently,
a potential attacker can intercept the flow table during
transmission from the controller and substitute it with
erroneous rules. The flow table rules control the forward-
ing of data by switches, and their security is crucial for
ensuring the overall network’s information transmission
safety [5].

3.2 Protection of Flow Table Rules in
SDN Based on Blockchain

Upon integration with blockchain technology, as depicted
in Figure 1, the overall structure remains unchanged, with
the only difference being that the SDN controller not only
issues flow table instructions to the switch [4] but also acts
as a node in the blockchain network. The principle of this
structure for securing network information transmission is
that, while issuing flow table rules, the controller creates a
copy and uploads it to the blockchain. Subsequently, dur-
ing subsequent operations, the controller randomly selects
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Figure 1: SDN network architecture incorporating blockchain

a flow table rule from the switch and compares it with the
version stored in the blockchain to confirm the integrity
of the rules within the switch.

The flow of utilizing blockchain to guard the flow table
rules in SDN is shown in Figure 2.

1) The SDN controller simultaneously transmits the
flow table rules to the switch while generating a
copy of these rules and packaging them into the
block format needed by the blockchain. The block
header [3] holds crucial information, including the
version number, random number, timestamp, pre-
vious block hash, current block hash, and Merkle
root [15]. The block body encompasses data perti-
nent to the transactions associated with the block,
i.e., the duplicated flow table rules in this paper.
These rules are digitally signed to ensure their verac-
ity and immutability and aggregated to the Merkle
root using a hash.

2) The packaged blocks are broadcast across the
blockchain network, and a consensus is performed by
the consensus algorithm. In the event of consensus
failure, the SDN controller is halted from issuing the
flow table rule. Conversely, with a successful con-
sensus, each node deposits the block into its local
blockchain. Following the storage of the accurate
flow table rules, the subsequent step involves scru-
tinizing the flow table rules within the SDN.

3) During the protection detection of flow table rules in
a switch, the SDN controller initially chooses a switch
randomly.

4) A flow table rule is randomly selected from the
switch’s collection and converted into block format.

5) The SDN controller accesses the blockchain and ver-
ifies whether there is a block in the blockchain that
matches the selected flow table rule. If a match is
found, no action is taken; if not, the SDN controller
deletes that flow table rule from the switch.

The critical steps in the blockchain-based flow table
rule protection method include uploading the issued flow
table and comparing the randomly selected flow table
from the switch with the blockchain. In the latter opera-
tion, in theory, due to the consistency of the blockchain,
the local blockchain of each node where the SDN con-
troller is located should be the same. Therefore, the con-
troller only needs to compare the randomly selected flow
table rule with the local blockchain to make a judgment.
However, in practice, the consistency between the nodes
of the blockchain can be unstable, influenced by factors
such as node downtime, node intrusion, and the creation
of branch chains due to node uplinking. This inconsis-
tency may lead to misdiagnosis by relying solely on the
local blockchain. Therefore, this paper adopts a voting
mechanism within the practical byzantine fault tolerance
(PBFT) consensus algorithm to validate the flow table
rules in the switch. The inspection steps are as follows.

1) A controller node is randomly selected as the master
node, and the controller node that needs to validate
the switch flow table rules acts as the requesting node
to initiate a voting request to the master node.

2) The master node receives the request and sends
preparation information to other controller nodes
participating in the verification. The verification
nodes start entering the voting phase after passing
the preparation information and completing confir-
mation.

3) Each validation node, during the voting phase, uses
its respective local blockchain to validate the flow
table rules for pending detection. If the same flow
table rule exists in the local blockchain, the valida-
tion node casts a correct vote to the requesting node;
otherwise, it casts an incorrect vote to the requesting
node.

4) When the requesting node receives more than half
of the number of incorrect votes, it determines that
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Figure 2: Blockchain-based protection flow of SDN against flow table rules

the flow table rule is erroneous. This triggers the
controller of the requesting node to issue a command
to delete the flow table rule in the switch. Conversely,
if it does not receive a majority of incorrect votes, it
takes no action.

4 Simulation Experiments

4.1 Experimental Environment

The experiments were conducted on a laboratory server
with a Windows 7 operating system, 16 GB memory, and
a Core i7 processor.

4.2 Experimental Setup

Figure 3: Topology of the devices in the laboratory in the
simulation experiment

The network device topology for the simulation exper-
iments in the laboratory is depicted in Figure 3. The
setup consisted of a total of 15 switches (A1-A15) and
12 user hosts (B1-B12). The controllers needed to estab-
lish the SDN were created through the blockchain plat-

form. In this paper, Ethereum virtual machines were em-
ployed as controllers in the SDN, totaling 5 (C1-C5), with
each controller overseeing three non-repeatedly numbered
switches.

1) Detection performance of error flow table rules
in blockchain-based SDN with different verification
strategies:

a. It was assumed that all five controller vnodes
operated stably in the blockchain platform and
the uplinked flow table rules were consistent.
Prior to the commencement of the test, 200 in-
correct flow table rules were directly injected
into switch A15. Once the test began, the SDN
utilized the controllers to inspect flow table rules
using two strategies: local blockchain verifica-
tion and PBFT voting verification. The num-
ber of detected incorrect flow table rules was
recorded as the detection frequency increased.

b. The downtime probability was set to 0.01 for
the controller node to simulate the condition
of blockchain consistency instability during the
SDN operation. Prior to the test, 200 incor-
rect flow table rules were directly injected into
switch A15. Once the test began, 12 user hosts
randomly sent files to each other to generate cor-
rect flow table rules. Simultaneously, the SDN
used the controller to inspect flow table rules
employing two strategies: local blockchain val-
idation and PBFT voting validation. The false
positive rate of flow table rules was recorded as
the number of correct flow table rules increased
to 100, 200, 300, 400, and 500.

2) Testing the performance of SDN for protection of in-
formation transmission with and without blockchain:
The SDN without blockchain was compared with the
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SDN incorporating blockchain. The structural differ-
ence between the SDNs with and without blockchain
and the SDN was only that five servers were used
as five SDN controllers. User host B1 was required
to send a file of 10 GB size to user host B10 for a
total duration of 10 s. After 5 seconds of transfer,
an error flow table rule was injected into the switch
to cause the file to be transferred to user host B12.
The file size sent by user host B1 and the file size
received by user hosts B10 and B12 in the SDN with-
out blockchain, the local blockchain-validated SDN,
and the PBFT voting-validated SDN combined with
blockchain were recorded.

4.3 Experimental Results

As shown in Figure 4, the number of erroneous flow ta-
ble rules detected by the SDN incorporating blockchain
increased with the number of detections under the local
blockchain validation strategy and the PBFT voting val-
idation strategy, and the growth under both validation
strategies was first fast and then slow. Overall the SDN
with the PBFT voting validation strategy detected more
erroneous flow table rules.

Figure 4: The false positive rate of erroneous flow table
rules by SDNs adopting two verification strategies under
different numbers of correct flow table rules

As shown in Figure 5, the SDN’s false positive rate
of incorrect flow table rules under the local blockchain
validation strategy increased with the number of correct
flow table rules in the switches, whereas the SDN’s false
positive rate of incorrect flow table rules under the PBFT
voting validation strategy stayed the same and was always
maintained at 0%.

The three SDNs were tasked with sending a file total-
ing 10 GB from host B1 to host B10 within 10 s. The
introduction of incorrect flow table information into the
switch after 5 seconds of transmission resulted in the file
being directed to host B12. The transmission and recep-
tion outcomes following B1’s file transmission are detailed
in Table 1. Table 1 reveals that the introduction of the
erroneous flow table rule did not impede the transmission
from host B1. In all three SDNs, host B1 successfully sent

Figure 5: False positive rate of SDNs adopting two veri-
fication strategies under different numbers of correct flow
table rules

a 10 GB-sized file. However, in terms of file reception,
the SDN without blockchain saw host B10 receiving a 5.1
GB-sized file, while host B12 received a 4.9 GB-sized file.
In the SDN validated by the local blockchain, host B10
received a 9.3 GB-sized file, and host B12 received a 0.7
GB-sized file. The PBFT voting-validated SDN witnessed
host B10 receiving the full 10 GB-sized file, while host B12
received a 0 GB file. These results demonstrated that the
traditional SDN, without blockchain support, struggled
to transmit and receive files correctly in the presence of
erroneous flow table rules. Conversely, the SDN validated
by the local blockchain accurately transmitted most of the
file, with only a small proportion being transmitted incor-
rectly. The PBFT voting-validated SDN demonstrated
accurate file transmission and reception.

5 Discussion

The advent of the Internet has significantly enhanced
people’s lives, providing convenience and access to vast
amounts of user information, often containing sensitive
privacy data. However, this openness also poses risks
to network information security. To address these chal-
lenges, China has enacted laws and regulations, as men-
tioned earlier. While these legal frameworks provide a
foundation for Internet management, there are short-
comings, including insufficient systemization, decentral-
ization, and the generality of provisions. This results in
challenges such as unclear responsibility attribution and
proof difficulties in legal pursuits. The sudden, secretive,
and intelligent nature of Internet risks further complicates
management and prevention. To address these inadequa-
cies in laws and regulations on network information secu-
rity, several suggestions are proposed.

1) The refinement of legislation in the network field
should be accelerated to enhance the vertical system
of the legal framework for networks.

2) Rules for handling data, especially personal informa-
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Table 1: File transmission and reception results for three SDNs under the interference of erroneous flow table rules

Blockchain-free Local blockchain-validated PBFT voting-validated
SDN SDN SDN

Size of the file sent by B1 10 GB 10 GB 10 GB
Size of the file received by B10 5.1 GB 9.3 GB 10 GB
Size of the file received by B12 4.9 GB 0.7 GB 0 GB

tion, on the Internet, should be clarified, and insti-
tutional rules should be standardized for data man-
agement by Internet platforms.

3) Internet-related departments should stay updated
and enact timely and specialized regulations for man-
aging network information in their respective do-
mains.

4) The coordination and harmonization of relevant laws
and regulations in the cyber domain should be
strengthened to reduce ambiguity in responsibility
attribution.

Beyond legal perspectives, network information and data
security can also be approached from a technological
standpoint. This paper introduced blockchain technol-
ogy into the SDN structure to secure network informa-
tion transmission. The decentralized and tamper-proof
characteristics of blockchain were leveraged to store flow
table rules in SDN switches, serving as a basis for detect-
ing tampering. Simulation experiments in a laboratory
assessed the performance of SDNs with different verifica-
tion strategies and compared the security protection of
network information transmission in the traditional SDN
and the SDNs enhanced with blockchain under various
verification strategies. The results are presented above.

When the number of incorrect flow table rules was
fixed, as the number of detections increased, SDN with
blockchain detected more incorrect flow table rules. How-
ever, there was a trade-off, as the detection process be-
came slower. It is because as more incorrect rules were
identified, the remaining ones became fewer, making them
harder to spot-check in random selections by the SDN
controller. Concerning the false positive rate, the SDN
with local blockchain validation experienced an increase
as the number of correct flow table rules in the switch
rose. In contrast, the SDN utilizing PBFT voting vali-
dation maintained a consistent false positive rate of 0%.
The reason behind this discrepancy lies in the instabil-
ity of blockchain consistency. With the increase in flow
table rules, some nodes might not record the changes.
Local blockchain validation might incorrectly judge cor-
rect rules as incorrect due to this inconsistency. How-
ever, PBFT voting verification required a majority con-
sensus, and more than half of the nodes could not have
problems simultaneously. Results from network informa-
tion transfer experiments indicated that SDNs incorpo-
rating blockchain securely transferred data to the correct

addresses, with PBFT voting validation demonstrating
superior performance. The traditional SDN lacked the
inherent ability to judge the correctness of flow tables,
allowing tampered flow tables to redirect data to manip-
ulated addresses. The integration of blockchain enabled
the assessment of flow table correctness, and the PBFT
voting validation strategy minimized false positive rates
effectively.

6 Conclusion

This paper provides a brief overview of securing network
information data from a legal perspective. Blockchain
technology was integrated with SDNs as a means to en-
hance the security of network information transmission.
The detection performance of blockchain-combined SDNs
adopting local blockchain verification and PBFT voting
verification strategies was tested using simulation experi-
ments in a lab. Moreover, they were compared with a tra-
ditional SDN. It was found that the number of detected
incorrect flow table rules increased with the increase in
the number of detections, showing an initial rapid growth
followed by a slower rate. With the growth in the num-
ber of correct flow table rules, the false positive rate rose
for the SDN with local blockchain authentication, while
remaining consistently at 0 for the one with PBFT voting
authentication. SDNs with blockchain demonstrated a
more secure data transmission to the correct address, par-
ticularly when employing PBFT voting authentication.
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Abstract

To tackle the issues of expensive fees and inadequate secu-
rity in online trading for remote regions. In this paper, we
propose a method for automated trading using blockchain
smart contracts called Non-Online Commodity Trading
Agreements (NTA). By designing constraints and NTA
metrics using smart contracts, integrating digital trad-
ing with offline functions, establishing a cost relationship
between the three based on gas consumption, function
call method, and variable storage, and finally compar-
ing them with several existing schemes. The proposed
scheme fulfills the requirements for automated transac-
tions in offline mode, providing functionality, anonymity,
traceability, and verifiability for commodity transactions
while ensuring security. Additionally, it establishes an
effective method for cost control. The tests conducted
on the Remix IDE platform indicate that the proposed
scheme effectively supports offline transactions. Addition-
ally, the regression method based on NTA metrics opti-
mizes transaction costs.

Keywords: Blockchain; Commodity Trading; Gas Con-
sumption; Smart Contracts

1 Introduction

As of June 2022, China’s overall internet penetration rate
had reached 74.4%. However, the rural areas of China
have only achieved an internet penetration rate of 58.8%,
indicating that almost half of these regions are still with-
out internet access [1]. This has posed a significant ob-
stacle to promoting high-quality economic development
in China and implementing the strategy for rural revi-
talization. Buyers and sellers cannot realize information
exchange instantly, which becomes the main challenge of
non-online commodity trading. The main solutions cur-
rently include (1) ensuring comparable quality of service
(QoS) between rural and urban communication sites in-

clude increasing hardware infrastructure, such as the BS
deployment and resource management methods proposed
by [2] for remote and rural areas, which obviously has
huge investment cost and offer little benefit. (2) To estab-
lish mobile storage forwarding strategies, such as [3,4] es-
tablishing delay-tolerant networks or self-organizing net-
works by drones or cars carrying mobile storage devices
to transmit transaction information to areas with net-
works, this approach would require new network protocols
and the forwarding devices are easily intercepted and the
information is easily tampered with. (3) Satellite com-
munication approach, [5] researched the use of massive
MIMO technology installed on existing infrastructure of
TV towers to cover large rural areas with a radius of tens
of kilometers to provide sparse area connectivity, but suf-
fers from the disadvantage of neglecting cost control. All
of the aforementioned strategies can be observed to suf-
fer from the requirement to build hardware facilities, high
costs, and poor security.

Smart contract technology in blockchain is expected
to solve this problem. The automatic execution of smart
contracts when pre-defined conditions are met perfectly
addresses the pain points of offline transactions. First pro-
posed by Szabo in the 1990s, smart contracts are defined
as ”a set of digitally specified promises, including agree-
ments between parties to fulfill them” [6]. Smart con-
tracts enable the establishment of contractual terms that
can be executed automatically on the blockchain, without
the need for a third-party intermediary. This is achieved
by converting the formulated rules into a blockchain pro-
gram in the form of code programming, which is then com-
piled and deployed on blockchain nodes [7]. Smart con-
tracts can significantly enhance the quality of transactions
and trading environments. For instance, the community-
based smart virtual power plant (CVPP) smart contract
trading platform enables users to trade energy based on a
contract without the need for a third-party organization.
This platform addresses the trust issue between the two
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parties and reducing the energy cost per household [8]. [9]
researched blockchain-based financial transaction verifica-
tion and secure service management with smart contracts,
which gave cost control but was not suitable for remote ru-
ral transaction characteristics. [10] proposes a delayed and
fault-tolerant network through UAV-assisted blockchain
offline transactions to transmit transaction information
from remote areas to locations with networks, but does
not incorporate smart contracts for cost control. Despite
the current research trend, few studies that have applied
smart contracts to remote areas. However, smart contract
technology is gradually gaining attention for its potential
to improve transactions in harsh environments, partic-
ularly offline transactions. The use of smart contracts,
traceability, and anonymity in blockchain can address the
efficiency and security issues that arise in transactions in
remote areas.

Current research on blockchain-based offline transac-
tions has primarily focused on delay-tolerant applica-
tions and the proposed system architecture [11–13], while
largely overlooking the potential application of smart con-
tracts in the transaction process. [14] proposed a service
transaction ecosystem called STEB that utilizes a dual-
chain architecture and a new set of smart contracts. The
ecosystem contains two types of blockchains: TraChain
and SerChain. The dual-chain architecture, implemented
through three smart contracts, provides varying levels of
access to the data to ensure the integrity and security
of transactional data. In contrast, the protocol proposed
in this paper consolidates the services necessary for the
transaction process into a single contract, with the pri-
mary emphasis on offline performance. Research on the
implementation of smart contracts in various industries
has concentrated on enhancing the convenience and se-
curity of the transaction process by utilizing their decen-
tralization, automatic enforcement of contract terms, and
assurance of data security and traceability. However, ig-
noring the nonlinearity involved in developing blockchain
smart contracts . In this paper, we propose an offline
commodity trading protocol (NTA) based on blockchain
smart contracts. The objective is to facilitate economic
development in remote areas with poor network connec-
tivity. The NTA solution is programmed in the Solidity
language and deployed and tested on the Remix IDE plat-
form. The merchant, who deploys the contract, writes the
code that includes publishing and updating information
about item numbers, owners, and prices. They also pro-
vide function call entry points for payers to register, log
in, query, and trade, as well as set conditions for commod-
ity transactions. The commodity trading smart contract
was deployed using the Ethereum test account provided
by the Remix IDE platform. The test was conducted
with the computer network disconnected, and the results
demonstrated the successful trading of the contract in re-
mote areas with poor network conditions. Furthermore,
the cost and security analysis of the solution indicate that
using smart contracts for commodity trading is a reason-
able option.

2 Agreement Design

Second-generation blockchain platforms, such as
Ethereum, enable the automatic execution of con-
tract terms by writing code in the form of smart
contracts. This feature provides peer-to-peer transac-
tions that are free from third-party interference for both
parties involved in the transaction. In this paper, we
propose a non-online transaction agreement (NTA) based
on smart contracts. The NTA is designed to facilitate
remote transactions that connect merchants, payers, and
commodity information through a decentralized Ethernet
network.

The identity authentication function within the con-
tract content establishes the necessary prerequisites for
the transaction. The contract owner must preset the in-
formation upload and query function, which allows users
to access accurate transaction content even when offline.
The transfer function executes once the preset conditions
are met, and the contract automatically completes the
transfer of the commodity ownership to the ID upon com-
pletion of the transaction.

2.1 Role Definition

NTA has three primary roles, which are described below.
Merchant S (referred to as SR for merchants in remote

areas and SN for those in non-remote areas) is respon-
sible for deploying the contract, setting and publishing
the commodity transaction contract, including the price
and quantity of the commodity. They are also responsible
for providing registration and login services, balance in-
quiry, commodity price inquiry, and transaction transfer
entrance for the payer.

The payer P is denoted as PR for payers in remote
areas and SN for those in non-remote areas. The entity
has the right to utilize the contract and can invoke its
functions to fulfill authentication, information retrieval,
and payment requirements.

The product G, which is recorded by the merchant as
data to be included in the contract, contains information
such as its ID, price, and owner.

2.2 Smart Contract NTA Architecture

While some online trading platforms have established se-
cure and trustworthy trading environments, they require
stable network support throughout the trading process.
This means that remote areas with poor network con-
ditions may not be able to successfully complete online
trading. NTA integrates digital transactions and offline
functions by pre-setting constraints through smart con-
tracts; the automation of smart contracts is used to exe-
cute the agreements content when both sides of the trans-
action reach the pre-set conditions, reducing the disputes
arising from the transaction; moreover, the transparency
of smart contracts makes each transaction traceable, im-
proving the security and robustness of the transaction.
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The NTA is depicted in the sequence diagram as a
sequence of function calls and events, illustrating the in-
teraction between each role and the contract in Figure 1.
The transaction flow is as follows.

Figure 1: Smart contract commodity trading sequence
diagram

1) Contract Deployment:Merchant S develops a com-
modity transaction agreement and deploys the con-
tract. The contract includes information such as
the commodity’s quantity, pricing details, and pre-
defined execution conditions for transactions with
payers.

2) Edit commodity information: Information regarding
the commodity ”G” that will be traded is linked to
the contract, allowing both parties involved in the
transaction to access and review the current status
of the commodity.

3) Authentication: Develop a contract for merchants to
upload commodity information and another contract
for payers to log in and register.

4) Querying transaction conditions: Prior to initiating
the transaction, the payer must verify if their account
meets the merchant’s pre-set transaction conditions.
If the account meets the conditions, the payer can
proceed to the next step. However, if the account
does not meet the conditions, the payer must query
the additional conditions required and perfect them
accordingly.

5) Transaction completion: Once the merchant and the
payer have agreed on the contract details, the payer
transfers the money to the merchant based on the
product information and becomes the owner of the
product. The merchant accepts the transfer and
transfers the ownership of the product to the payer,
thus completing the transaction.

The real-life example in the sequence diagram is as fol-
lows: Alice, a merchant, has developed an NTA protocol
using Solidity to facilitate offline trading of goods in re-
mote areas with poor network connectivity. Bob calls the
contract function to find out the price of G. If the price

is as expected, he prepares the transaction, first authen-
ticating himself as the payer with his own account and
setting a login password. Bob logs in as the payer and
navigates to the transaction window. He enters his ac-
count information, Alice’s account information, and the
quantity and price of G. Once he confirms that there are
no errors, the transfer is processed. After the transfer,
ownership of G is transferred from Alice to Bob, and the
transaction is completed.

3 Algorithm Design

3.1 NTA Metrics

In this paper, we aim to decrease gas consumption in NTA
by focusing on three aspects: variable storage, function
calls, and loop and if structures. Our approach is based
on analyzing the Ether Yellow Book, opcodes, and Gas-
Met metrics to identify correlations between source code
parameters and gas consumption [15–18].

3.1.1 Variable Storage

Storing data on the blockchain can be costly as it requires
payment of gas fees for every instance of data retrieval.
The cost of gas is controlled by optimizing the SSTORE
opcode, primarily through two aspects.

One important consideration is the choice of variable
type. In Solidity, regardless of how a uint variable is de-
fined, 256 bits of storage space will be reserved for it. For
instance, if only a uint32 or uint64 is required, the EVM
will still allocate the full 256 bits and fill the remaining
bits with zeros. This can result in unnecessary gas con-
sumption, making the selection of variable type crucial
for optimizing gas usage.

The second factor to consider is the order of variables.
Solidity contracts utilize consecutive 32-byte slots for vari-
able storage. When we place multiple variables in a single
container, it is called variable packing. If the packed vari-
able exceeds the 32-byte limit of the current slot, it will be
stored in a new slot. This is because using each slot con-
sumes Gas. Variable packing optimizes gas consumption
by reducing the number of slots required for the contract.
Hence, it is essential to determine the variables that com-
plement each other to minimize space wastage and reduce
gas consumption.

3.1.2 Function Cost

There are two types of function calls in Solidity: inter-
nal and external. The internal call is implemented as
a straightforward EVM jump, which utilizes the data in
the context directly. This means that it calls the func-
tion directly by using its name. The external call, which
is implemented as a message call to the contract, uses
the ContractName.Function(). An external call between
two completely separate contracts deployed on the net-
work can be initiated by prefixing the function call with
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this.function(). When a function is called externally, all
of its arguments are copied into memory and then passed
to the function. In contrast, an internal function call does
not require the formal parameters to be copied into mem-
ory again. The protocol described in this article does not
require multiple contracts. To minimize gas consumption,
internal calls are utilized for functions due to the memory
footprint of function calls.

3.1.3 Statement Structure

The opcodes, source code parameters, and gas consump-
tion correlation function indicate that the use of loop code
is strongly associated with an increase in gas consump-
tion. If the loop expression uses a storage variable, the
SSTORE opcode can lead to excessive gas consumption
during each iteration of the loop. In contrast, the ”if”
structure does not have a direct correlation with gas con-
sumption. Therefore, the NTA scheme avoids the use
of looping statements and replaces them with ”if” state-
ments.

Regression analysis was conducted using the NTA in-
dicator as the independent variable and gas consumption
as the dependent variable. The objective was to identify
significant parameters in the indicator that contribute to
significant variations in gas consumption. There are mul-
tiple factors that affect gas consumption, therefore, con-
trol variables are necessary for multiple regression analy-
sis. This paper proposes a linear regression model (Equa-
tion (1)) to analyze the impact of these factors on changes
in gas consumption:

Y = c+ β1X1 + β2X2 + β3X3 + β4X4 (1)

Here c is the constant term, βi(i = 1, 2, 3, 4) is the co-
efficient of the independent variable, and Xi(i = 1, 2, 3, 4)
is the NTA indicator. X1 is the variable data type selec-
tion, X2 is the function call method, X3 is the variable
order change, and X4 is the statement structure selection.

3.2 NTA Algorithm

A smart contract deployed on the blockchain can store
information indefinitely and will execute according to its
internal terms when invoked, as long as the contract re-
mains active [19]. The deployment of smart contracts is
similar to signing a contract offline. In this case, one
of the parties proposes the transaction and provides the
contract. After negotiation between the two parties, the
contract is finally signed to conclude the transaction. In
a commodity transaction, the merchant takes on the re-
sponsibility of initiating the contract and provides callable
functions for the payer to manage the contract. The NTA
contract is comprised of four parts: product release, cus-
tomer registration and login, product transaction, and ac-
count balance inquiry. The transaction amount is mea-
sured in wei, with 1ETH in ethereum being equal to
1018wei.

Algorithm 1 Product Release

1: Begin
2: Input: good ID and price.
3: if Goods are ready then.
4: Save good information into the good

mapping array.
5: Enter the good ID.
6: Enter price.
7: The owner of good ID is the current

function caller.
8: Call the add good function.
9: Good added successfully.
10: end if
11: if User wants to know price then
12: Enter the good ID.
13: end if

Merchants publish their goods using Algorithm 1. The
serial number (123456) and price (1019wei) are defined
as ”uint” variables and stored in the Good structure.
Two mapping relationships are also declared: the first
maps each product’s information to the Goods structure,
while the second maps the product ID to the address
of the product owner. This allows for easy querying of
the current owner’s address by the good ID. The mod-
ifier() function of onlygoodToOwner() defines that only
the item owner (contract deployer) can modify the item
information, thus ensuring that only the merchant can
update and delete the item information. The ”Add-
Good” event is created to indicate the addition of a prod-
uct. The function for adding a product has the same
name as the event. It sets the product’s ID and price,
and identifies the owner of the product as msg.sender,
which is the address of the currently called function:
0x5B38Da6a701c568545dCfcB03FcB875f56beddC4. Af-
ter adding the product information, the user can input
the product ID to retrieve the price of the product using
the getPrice() function. If the product ID has not been
added, the function will return a price of 0.

Algorithm 2 Payer Register

1: Begin
2: Input: payee address and password.
3: if The payee address has registered then.
4: Return has registered.
5: else
6: Store user information in the users

map array.
7: Enter the payer address.
8: Enter password.
9: Call the register function.
10: Registration success.
11: end if

Algorithm 2 and Algorithm 3 explain the processes
of payer registration and login. The declaration of the
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”payable” keyword in the registration and login functions
indicates that these functions can accept Ether from the
caller. This ensures that the transfer will be successful
when the item is traded. After the merchant deploys the
contract to publish the product information, the payer can
check whether the product exists and its price by using
the product ID. If they decide to purchase the product,
they must register and log in to their Ether account ad-
dress to inform the merchant of their intention to buy the
product. If the payer’s account is already registered, they
can log in directly without having to register again. Oth-
erwise, they will need to register first. When a user reg-
isters, the account address “0xAb8483F64d9C6d1EcF9
b849Ae677dD3315835cb2” is defined as an ”address” vari-
able, which is a 20-byte Ethereum address. The password
”123” is defined as a ”uint” variable. The address in-
formation for all registered payers is linked to their user
accounts. The structure includes the payer’s account ad-
dress, password, registration status (hasRegistered), and
login status (hasLoggedIn). The registration process dis-
plays the registered address and password. The regis-
tration function can be accessed directly by entering the
account address and password. The function first checks
whether the account address is registered. If it is not reg-
istered, the account address and password will be stored
in the users mapping array, and hasRegistered will be set
to ”true”. This indicates that the registration was suc-
cessful. The login event and function are similar to the
registration process, but the function involves a more ex-
tensive verification process. After entering the account
address and password, the login function should verify
whether the account is registered. If it is, the function
should proceed to verify whether the password is correct.
If the password is correct, the login is successful. If the
password is incorrect, the user should be prompted to re-
enter the password.

Algorithm 3 Payer Login

1: Begin
2: Input: payee address and password.
3: if The payee address has registered then.
4: Enter the payee address.
5: Enter password.
6: Call the login function.
7: if Password is right then
8: Login successful.
9: else
10: Wrong password, Login failed.
11: else
12: Unregistered, Login failed.
13: end if

Algorithm 4 explains the process of merchandise trans-
actions. The transaction event’s content includes the ac-
count addresses of the merchant and payer, product ID,
and product price. The transaction function is called
by the payer. The function first determines whether

the payer’s account balance is greater than or equal to
the commodity price. After entering the payer’s account
(0xAb8483F64d9C6d1EcF9b849Ae677dD3315835
cb2), the merchant’s account (0x5B38Da6a701c568
545dCfcB03FcB875f56beddC4), the commodity serial
number (123456), and the price (1019 wei), the function
checks the account balance. If the balance is less than
the price of the product, the transaction will fail due to
insufficient funds. However, if the balance is sufficient
to cover the cost, the payer will transfer the amount
matched with the product ID to the merchant account
of the product owner. The ”fallback()” and ”receive()”
functions, which are marked as payable, ensure that the
account is capable of accepting transfers. This means
that Ether can be transferred from the payer’s account
to the merchant’s account. To ensure a successful trans-
action, the payer must verify that their account balance
is sufficient to cover the transfer amount before initiating
the transaction. This can be done by calling the getBal-
ance() function, as demonstrated in Algorithm 5. Prior
to completing the transaction, the payer should review
their account balance and the payment amount to con-
firm that the transfer can be executed accurately. The
getBalance() function can be used to check the balance
of both accounts after the transaction is completed. This
helps determine whether the transfer was successful or
not, which is an important indicator of completion.

Algorithm 4 Transaction

1: Begin
2: Input: payer address, good To Owner

address, good ID and price.
3: if The payer address has registered then.
4: if Payer’s balance is greater than the price

then
5: Enter the payer address.
6: Enter the good To Owner address.
7: Enter the good ID.
8: Enter the price.
9: Call the transfer function, transfer to

contract owner.
10: else
11: Not sufficient funds and transfer failed.
12: else
13: Transfer cannot be made.
14: end if

Algorithm 5 Balance Inquiry

1: Begin
2: Input: address.
3: if Not sure if the balance can be traded then
4: Enter the address.
5: Call the get balance function.
6: Get the balance.
7: end if
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4 Experimental Results Analysis

4.1 Contract Compilation Results

NTA smart contract was written in the Solidity program-
ming language. The experimental environment was con-
figured on a computer with a 1.60 GHz CPU, 4.0 GB of
RAM, and a 64-bit operating system. The smart con-
tract transactions were implemented using Remix IDE
version v0.8.13 while disconnected from the computer net-
work. Remix IDE is an open source tool that provides a
web-based platform for writing, deploying, and testing
Ethereum smart contracts [20].

In the proposed scheme, there are four possible transac-
tion combinations based on the location of the merchants
and payers: {SR, PR} transactions between remote area
merchants and payers, {SR, PN} transactions between a
remote area merchant and a non-remote area payer, {SN ,
PR} transactions between a non-remote area merchant
and a remote area payer, and {SN , PN} transactions be-
tween non-remote area merchants and payers. In the sim-
ulation scenario, there are a total of 15 user accounts. Out
of these, 5 are merchant accounts and 10 are payer ac-
counts. Each account has 100 ETH pre-stored. The mer-
chants have prepared 5 different types of products, each
with unique prices and IDs. To address the challenge of
conducting transactions in remote areas with poor net-
work connectivity, this paper proposes a solution that
leverages the unique features of blockchain technology and
smart contracts. Blockchain wallets can facilitate trans-
actions even when they are completely offline, similar to
writing a check and mailing it to the bank. If a single node
in the blockchain goes offline, regardless of the duration,
it will recover the missing blocks by comparing its local
blockchain with that of its peer node. In this paper, we
build a local node.js environment to enable the use of the
smart contract compilation platform without an internet
connection. The contract includes conditions for identity
authentication and account confirmation, ensuring that a
transaction can only be initiated when both parties meet
the predetermined requirements. The blockchain stores
information in a block when a transaction is not yet con-
nected to the network. Once connected, the blockchain
broadcasts the newly generated block to the entire net-
work. The transaction information is then permanently
stored on the main chain of the blockchain, making it
non-tamperable and traceable. As depicted in Figure 2,
the merchant account with the address “0x5B38Da6a7
01c568545dCfcB03FcB875f56beddC4” has successfully
deployed the contract, resulting in a unique transaction
hash that can be utilized in the blockchain to distinctly
identify the deployment of contract transactions. Mean-
while, the customized function port in the contract will
appear on the left side of the Remix IDE, as shown in
Figure 3. Merchants and payers can use their Ether ac-
counts to call the function and complete the commodity
transaction process.

Figure 2: Smart contract deployment result

Figure 3: Functions formulated by commodity trading
smart contracts

The getprice() function can be used to check the entire
product transaction in real-time and detect any changes in
the account balance. In this experiment, the price of prod-
uct 123456 is 1019 wei. Therefore, the payer who wishes
to purchase product 123456 must transfer 1019 wei to the
merchant’s account to initiate the transfer of the product
ID. The comparison of the account balance before and
after the transaction in Table 1 indicates that the payer
successfully transferred the exact amount of the product
price to the merchant account. Additionally, the owner-
ship of the good ID was transferred from the merchant to
the payer, confirming the completion of the entire trans-
action.

4.2 Transaction Scenarios

The user registers and logs in as a payer. When the user
enters their account address and password, the function
will look up their account information. If the account
has already been registered, the function will return the
string ”Has registered”. As depicted in Figure 4, the
”decoded output” signifies that the account information
has been successfully registered and cannot be registered
again. Therefore, the login function can be accessed di-
rectly. To ensure the authenticity and trustworthiness of
a transaction, both parties must establish their identities.
The merchant is both the owner of the product and the
deployer of the contract, and therefore holds the initiative
in the transaction. However, the identity of the payer is
unknown, so it is necessary to designate their account ad-
dress as the payer by calling the login function, in order to
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Table 1: Account balances before and after transactions

Account Merchant Payer

Address 0x5B38Da6a701c568545d
CfcB03FcB875f56beddC4

0xAb8483F64d9C6d1EcF9
b849Ae677dD3315835cb2

Before transaction 100eth 100eth
After transaction 109.999999999999201648eth 89.999999999999842108eth

inform the merchant. When the login function is called,
both the account address and password must be provided.
There are two types of login errors: ”Unregistered” or
”Wrong password”. The transaction function can only be
invoked and the merchant can only make a transaction
when the payer’s account is successfully registered. If the
login fails, the transaction cannot be completed. This is
a security measure for both parties.

Figure 4: Duplicate account registration

The process of product transactions. Before calling
the transaction function to make a payment, the payer
must meet one condition: their account address must be
logged in. If the account address is not logged in, the call
to the transaction function will fail, as shown in Figure 5.
In this case, the payer must call the registration and lo-
gin functions again to mark their account address as the
payer. The call to the transaction function is failing for
another reason: the account-related function in the con-
tract has not been defined with the “payable” keyword
declaration. If the payer’s account has been registered
and logged in correctly, the function will automatically
compare the account balance with the price of the prod-
uct when the transaction function is called. If the account
balance is less than the price of the product, the trans-
fer will be unsuccessful, and the function will return the
string ”Insufficient balance”, as shown in Figure 6.

Figure 5: Calling the trading function fails

Figure 6: Insufficient account balances

5 Analysis of Results

In this paper, we propose a smart contract scheme called
NTA for offline commodity transactions in remote areas.
This scheme enables online commodity transactions to
be performed even with intermittent network interrup-
tions. During the simulation, five merchant accounts and
ten payer accounts were able to perform transactions nor-
mally. The commodity transaction process was completed
without any issues in all four conditions: {SR, PR}, {SR,
PN}, {SN , PR}, and {SN , PR}. The primary operations
involved in the commodity transaction process are de-
picted in the scheme, which includes commodity posting,
payer registration and login, and transfer transactions.
It is essential to analyze the cost and security concerns
associated with the implementation of the scheme.

Based on the multivariate relationship model between
NTA metrics and gas consumption proposed in Section
2.1, a regression analysis was conducted using the ”ls()”
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function of the linear model in EVIEWS. In the linear
model function, regression results are calculated based on
the target and predictor variables. Control variables were
used to extract data based on the contract content, result-
ing in 50 sets of gas consumption cost data. The residu-
als and variables were analyzed using stepwise regression.
The confounding variables X3 and X4 were removed, and
the data was smoothed. The Equation (2) is used for
regression calculations in EVIEWS:

ls DY c ARX1
(2) ARX2

(1) (2)

Regression result Equation (3) is obtained:

DY = 55.8128489775+

0.00232833792674 ∗ARX1(2)

+ 0.994973138872 ∗ARX2(1)

(3)

The dependent variable Y in the regression analysis
is the consumption of gas under different variable types.
X1 represents the consumption of gas caused by changes
in function invocation method, while X2 represents the
consumption of gas caused by changes in the order of
variables. Where DY and ARX2

(1) are the first-order
differences of Y and X2, respectively, and ARX1

(2) is the
second-order difference of X1, the graph of the regression
equation is depicted in Figure 7.
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Figure 7: Regression results

The coefficient of determination (R2) in multiple linear
regression is used to measure the proportion of the vari-
ance in the dependent variable that can be explained by
the independent variable(s). R2 ranges from 0 to 1, where
a value of 0 indicates that the independent variable(s) do
not explain any of the variance in the dependent vari-
able, and a value of 1 indicates that the independent vari-
able(s) explain all of the variance in the dependent vari-
able. When the value of R2 is close to 1, it indicates that
the model is a good fit for the data and can accurately
predict the desired outcome of the dependent variable.
The R2 value of the NTA indicator regression equation
is 0.9942, indicating a strong fit of the equation. The
accompanying t-test probabilities of t-tests for ARX2

(1)
and ARX1

(2) are 0.0000 and 0.0252, respectively, both
less than 0.05, which suggests a high level of significance

for the equation. Based on the regression analysis, the
NTA indicators proposed in this paper, specifically X1

(variable data type selection) andX2 (function invocation
method), have a significant and positive impact on Y (gas
consumption). The regression coefficients indicate that
the mode of function invocation has a significant impact
on gas consumption, particularly when multiple function
invocations are required during contract trading. Addi-
tionally, the selection of variable data types has a weak
but still significant impact on gas consumption, which can
be attributed to the limited number of variables used in
the contract.
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Figure 8: Line chart of variable storage and gas consump-
tion

Each operation in the Ethernet network incurs a spe-
cific cost measured in gas and gwei. One gwei is equiva-
lent to 10−9 ETH [21]. As shown in Figure 8, the trend of
gas consumption following the deployment of the contract
for the NTA scheme in order to optimize is displayed. It
is evident from the figure that gas consumption decreases
significantly after optimization and aligns with the regres-
sion equation suggested by the NTA metric.

Table 2 displays the cost of gas required to execute all
functions of the proposed smart contract scheme in this
paper, along with its corresponding price in Chinese Yuan
(RMB). Based on the data presented in Table 2, the NTA
appears to be reasonable. The total cost ranges from 56.8
to 41.5 RMB assuming smooth transactions, with the cost
of contract deployment removed and the cost of executing
each function call ranging from 0 to 5.4 RMB. Since the
cost of running the contract is only related to the market
unit price of the function and gas used to execute the
contract, the cost of using the smart contract-based NTA
solution is essentially fixed.

Table 3 presents a comparative analysis of the proposed
NTA and other schemes in terms of cost, confidentiality,
anonymity, and traceability. Small base stations, as well
as large-scale MIMO, require significant investment costs
for establishing hardware facilities with minimal benefits.
UAV-assisted blockchain incurs not only the cost of flying
and maintaining the equipment, but also the cost of in-
centivizing trust. The Blockchain delay tolerance scheme



International Journal of Network Security, Vol.26, No.2, PP.180-189, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).03) 188

Table 2: Gas costs for commodity trading contracts, calculated in RMB

Function Transaction Fast Trans. Average Trans. Slow Trans.
calls Costs (RMB) (RMB) (RMB)

Merchant Contract Deployment 705570 41.928 33.996 30.596
Commodity Posting 90754 5.393 4.373 3.935
Balance Inquiry 0 0 0 0

Payer Register 91373 5.430 4.403 3.962
Login 28887 1.717 1.392 1.253

Trade Transfer 37494 2.228 1.807 1.626
Product Price Inquiry 0 0 0 0

Balance Inquiry 0 0 0 0
Total 954078 56.696 45.971 41.372

Table 3: Comparison of offline trading solutions in remote areas

Method Cost Confidentiality Anonymity Traceability

Small base station (BS) [2] ΘCOMP (t) Not supported Not supported Not supported
UAV-assisted [10] Base cost + incentive cost Weak Not supported Yes

Large-scale MIMO [5] 6800 USD Weak Not supported Not supported
Blockchain latency tolerance [9] Gas cost +CR+CNXs Strong High Yes

NTA Gas cost Strong High Yes

includes mining costs, gas costs, and the payment sys-
tem operator’s costs (CR +CNXs). While the cost of the
NTA scheme is primarily determined by gas consump-
tion, a comparison shows that the cost required for NTA
is lower than that of the schemes described in the litera-
ture [2, 5, 9, 10]. On the other hand, the nature of smart
contracts in the proposed NTA scheme results in signifi-
cantly higher overall security compared to other schemes.

6 Conclusion

This paper discusses the use of blockchain smart contracts
to facilitate offline commodity transactions in remote ar-
eas, offering a solution to the challenges of traditional on-
line transactions in areas with intermittent network con-
nectivity. The merchant is responsible for deploying the
contract and owns the goods. They are also responsible
for writing the content of the smart contract in Solidity
language. The payer, on the other hand, uses their Ether
account to call the contract function and complete the
authentication and goods transaction. Finally, the simu-
lation experiments conducted on the Remix IDE platform
demonstrate that the proposed scheme can run success-
fully. Furthermore, upon analyzing the cost and secu-
rity of the proposed scheme, it can be concluded that the
scheme is cost-effective, secure, and reliable when com-
pared to existing schemes.

The process of commodity transactions is complex,

and there are several other factors that merchants and
payers must consider when engaging in blockchain smart
contract-based commodity transactions. For example, is-
sues such as whether the quality of goods matches their
price, after-sales problems, and the lack of third-party
supervision and punishment in peer-to-peer transactions
between merchants and payers can lead to various prob-
lems such as poor quality goods, fraudulent transactions,
and false transactions. In order to effectively address the
complex challenges that arise in commodity trading, it
is imperative that we enhance the content of our con-
tracts. This can be achieved by incorporating algorithms
for commodity quality control and credit evaluation into
our trading agreements. By doing so, we can better regu-
late the behavior of merchants and payers, ensuring that
all parties adhere to the terms of the contract.
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Abstract

Recently, Radio Frequency Identification (RFID) has
been widely used. A lightweight security authentication
protocol for mobile RFID is proposed to aim at the prob-
lems of high complexity and system security in existing
mobile RFID authentication protocols. The tag identity is
encrypted by the matrix’s arrangement and combination
of column vectors based on column pseudonyms, which
can effectively reduce tag computational complexity. The
tag is required to mainly store its identity and shared
keys, which can effectively reduce tag storage complexity.
During the authentication process, the proposed protocol
generates dynamic authentication keys without changing
shared keys, which are different in each session. The pro-
tocol uses XOR operation to transfer privacy data based
on the dynamic authentication keys. This method can ef-
fectively reduce the computational complexity of the pro-
tocol while protecting privacy data. The protocol requires
the receiver to verify the random number in time after
receiving information, which can effectively solve the sys-
tem security problem. Formal proof and analysis results
show that the proposed protocol has good security and
can resist attacks. The experimental results indicate that
the protocol has low complexity, which can effectively re-
duce the burden of tag operation and storage. It has good
value for mobile RFID systems.

Keywords: Arrangement and Combination; Authenti-
cation Protocol; Dynamic Authentication Key; Mobile
RFID; Random Number

1 Introduction

RFID is a non-contact automatic identification technol-
ogy which was born in the 20th century. In recent years,
Internet of Things (IoT) technology has attracted exten-

sive attention, because it can greatly improve the quality
of people’s lives. RFID is becoming more and more pop-
ular as one of the key technologies of IoT. As the RFID
system has low cost and high reliability, it is now widely
used and combined with everyday life [1], such as health,
agriculture, and so on. Its market capitalization is ex-
pected to rise to $ 16.23 billion by 2029 [5, 6].

RFID uses radio signals to identify a product, animal
or person. In addition to identifying objects, RFID sys-
tem also plays an important role in tracking and man-
aging objects [3]. RFID authentication technology is the
basis of its applications. A typical RFID system consist
of three parts: RFID tag, reader and database. When
RFID authentication begins, RFID tag responses to the
incident RF energy transferred from the reader. Then
the tag sends out the identity information. After receiv-
ing the information, the reader can decode and modulate
it. Then the reader transmits it to the database. Finally,
the database verifies the legitimacy of the tag identity.
Through identity authentication, we can confirm whether
the tag is a legitimate user registered in the system. As
the increasing demand on privacy protection and system
security, RFID security authentication technology has be-
come particularly important, and it has more and more
attention [23].

Generally, the traditional RFID authentication is re-
garded as fixed RFID authentication and the RFID reader
cannot be moved, which is not suitable for mobile applica-
tion scenarios. It has been unable to meet people’s need.
Thus, the mobile RFID authentication is recommended.
For example, in animal husbandry, people used to count
the growth information of animal artificially in the past.
This method cannot feedback growth information in time
making it difficult to guide business improvement. The
mobile RFID authentication can realize automatic reg-
istration and identification of multiple objects. People
only need to hold the mobile reader within the specified
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range. Then the mobile reader can quickly receive the in-
formation and identify a large amount of tag identity. As
a result, it greatly improves management level. Mobile
RFID authentication brings convenience to people’s life
and the production of industry and agriculture. However,
it brings new challenges. Mobile RFID authentication
puts forward new requirements for protocol complexity
and system security.

This paper proposes a lightweight authentication pro-
tocol for mobile RFID. The rest of the paper is organized
as follows. The second section introduces the characteris-
tics of mobile RFID authentication mode and analyzes the
challenges of the mode. The third section briefly reviews
the typical RFID authentication protocols and analyzes
that the current protocols, which are not suitable for mo-
bile RFID system. The fourth section defines some prior
knowledge of data encryption required in the authentica-
tion process. The fifth section describes detail authenti-
cation process of the protocol. The formal proof based on
BAN logic of protocol security performance are provided
in the sixth section, alongside with the security compari-
son with existing protocols. The seventh section compares
and analyzes the complexity of the protocol through ex-
periments. Finally, the eighth section gives the conclusion
of the paper.

2 Authentication Mode of Mobile
RFID

In the mobile RFID system, there are three entities, in-
cluding the database, the mobile reader and the tag. Both
the database and the reader have strong computing power
and large storage space. They can perform a variety
of complex operations. Unlike traditional RFID reader,
the mobile RFID reader can be moved randomly. The
RFID tag chip has small area and simple hardware struc-
ture [2]. Thus, the storage space of the tag is limited, and
the computing power is poor. The traditional encryp-
tion algorithms with high complexity are not suitable for
the tag [9]. The authentication mode of mobile RFID is
shown in Figure 1.

Figure 1: Authentication mode of mobile RFID

At present, there are two modes to authenticate the
legitimacy of tag identity. One mode is that the database
authenticates the tag identity. When receiving the tag

identity, the mobile reader sends it to the database. Then
the database authenticates the tag identity. The other
mode is that the reader directly authenticates the tag
identity. This scheme does not require too much par-
ticipation of the database. The reader completes the
tag identity authentication. It can reduce the number of
wireless communications and the risk of communication.
However, the mobile reader still needs a small amount of
communication with the database in the second mecha-
nism, while increasing the amount of computation of the
mobile reader. People usually use the first mode to au-
thenticate the tag identity, rather than using the second
mode.

Since the mobile reader is removable, the wired com-
munication channel is no longer suitable for mobile RFID
system. The mobile reader communicates with the tag
through radio waves. The communication between the
database and the reader is based on mobile network. All
communication channels are wireless. Due to the weak-
ness of wireless channel, mobile RFID is more vulnerable
to illegal attacks than fixed RFID. The attacker can per-
form signal interference on the channel, which interrupts
normal communication. Sometimes, the attacker moni-
tors the channel, intercepts and restores the encrypted
data to the plaintext data. System security and privacy
protection are the primary problems to be solved.

In fact, the rapid movement of the tag in mobile ap-
plication scenarios will inevitably affect the efficiency of
information reading [19]. It is also difficult to solve the
low complexity computing problem of the protocol in mo-
bile RFID system effectively.

3 Related Research Works

In recent years, a variety of RFID security authentication
protocols have been proposed. Xu et al. proposed an ID-
updated mutual authentication protocol for mobile RFID
system in Reference [22]. In the protocol, the one-way
hash function protects privacy data, and the identity up-
date operation solves the tracking attacks of the tag. Due
to the insecure channel of mobile system, it is likely that
the data will be out of synchronous. Besides, the identity
of the reader is transmitted on the insecure channel. This
would suffer information leakage. Shen et al. proposed
an improved anti-counterfeit complete RFID tag group-
ing proof generation protocol in Reference [18]. The pro-
tocol adopts a one-way pseudo-random function as the
basic encryption method. Later, Reference [12] points
out that it cannot prevent tag forgery and replay attacks.
Tewari et al. proposed secure timestamp-based mutual
authentication protocol in Reference [20]. The protocol
uses timestamps and bitwise operation to provide secu-
rity against disclosure. The subsequent identity authenti-
cation is performed after the initial judgment of whether
the communication is legal according to the timestamp
value. As the pseudonym information of tag identity is
transmitted on the channel directly, the attacker can send



International Journal of Network Security, Vol.26, No.2, PP.190-199, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).04) 192

query signal for many times to obtain tag responses. And
then, the attacker can obtain timestamp data easily to
obtain legitimate authentication of the database. The
protocol cannot prevent replay attacks. The reader does
not verify the correctness of the information sent by the
tag. It is vulnerable to denial-of-service attacks. Besides,
the protocol assumes that the channel between the reader
and the server is secure. It is not suitable for mobile
RFID system. Chegeni et al. proposed a lightweight
RFID mutual authentication protocol based on hybrid
cryptography in Reference [8]. In the protocol, the data
is encrypted by advanced encryption standard (AES) and
the AES secret key is encrypted by Elliptic-curve (ECC).
Since the ECC algorithm is asymmetric cryptography, the
secret key is much secure. As reader’s identity is not ver-
ified, the protocol is prone to replay attacks and denial
of service attacks. Liu et al. proposed a mobile RFID
authentication protocol in Reference [12]. The proto-
col adopts bitwise operation to encrypt the information,
and requires tag to perform bit-wise operations multiple
times, which increase the tag operation cost. It seems
that the attacker can easily crack the database identity.
The protocol cannot prevent impersonation attacks. The
attacker can implement asynchronous attacks by signal
interference. Other similar protocols, such as the litera-
ture [4, 11,15,17,21].

Through the above analysis, it can find that the pub-
lic key cryptography and the hash function cryptogra-
phy are widely used for the current authentication proto-
cols. These encryption methods increase computational
cost and reduce the computational efficiency. It is par-
ticularly unsuitable for the low-cost RFID tag. Mean-
while, the current protocols face various security prob-
lems, such as replay attacks, tag forgery, and so on. All
the above protocols are not applicable to the mobile RFID
system. Therefore, it is an urgent problem to design a se-
cure and low complexity authentication protocol for the
mobile RFID system.

4 Preliminaries

We start to describe some prior knowledge of data en-
cryption, which will be used in the proposed protocol.

4.1 Tag Identity Encryption

To ensure that the sensitive information of the tag cannot
be decoded by the attacker, it is necessary to encrypt the
identity of the tag. To facilitate the description, we use
Mvp( ) to represent the arrangement and combination of
column vectors of matrix. There are two parameters in
Mvp( ), matrix X and parameter a, that is Mvp(X, a).
Assume that X is the binary number of length L, and the
value of column parameter a is known. We first calculate
the value of b and d, where b=L/a, d=Lmod a, and judge
whether d is equal 0. If d is equal 0, X can be expressed

as the following equation,

X =


x11 x12 · · · x1a
x21 x22 · · · x2a
...

... · · ·
...

xb1 xb2 · · · xba

 .

Mvp( ) encrypts the data in this way that ar-
ranges the column vectors in a sequential order. It
is easy to get new data Y, that is, Y=Mvp(X, a)=
(x11, x21, · · · , xb1, x12, x22, · · · , xb2, · · · , x1a, x2a, · · · , xba).
If d is not equal 0, a certain number of binary
number 0/1 is filled into X. In this way, the
data after X transformation can be expressed as
(x11, x12, · · · , x1a, x21, x22, · · · , x2a, · · · , xb1, xb2, · · · , xba,
x(b+1),1, · · · , x(b+1),d, φ), where φ = {0, 1}(b+1)∗a−L.
Then it gets new data Y = Mvp(X, a) =
(x11, x21, · · · , xb1, x(b+1),1, x12, x22, · · · , xb2, x(b+1),2, · · · , x1d,
x2d, · · · , xbd, x(b+1),d, x1,(d+1), x2,(d+1), · · · , xb,(d+1), θ, · · · ,
x1a, x2a, · · · , xba, θ), where θ is 0 or 1.

Give an example, let X=(11110000) and a=4, then
L=8, b=2, d=0. Finally, Y=Mvp(X, a)=(10101010). It
is shown in Figure 2.

Figure 2: Encryption operation of Mvp()

4.2 Dynamic Authentication Key

In the authentication process, to protect the privacy data,
the protocol generates dynamic authentication keys with-
out changing the shared key.

Suppose Ku is a shared key whose binary length is S,
it can conveniently use KuL and KuR to represent the
dynamic authentication key, where u is a natural number.

Select m-bit binary numbers from the key Ku in order
from left to right. The selected numbers are used as the
high-bit numbers of KuL. The remainder of KuL is filled
with 0. In a similar way, select n-bit binary numbers
from the key Ku in order from right to left. The selected
numbers are used as the low-bit numbers of KuR. The
remainder of KuR is filled with 1.

For example, if Ku = (111001111111), m = 2, n =
6, then the dynamic authentication keys are KuL =
(11{0}10), KuR = ({1}6111111). It is shown in Figure 3.
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Figure 3: Dynamic authentication key

5 The Proposed Authentication
Protocol

5.1 Initial Conditions and Symbols

The tag is usually embedded in products. Sometimes it
will be pasted on the object. The tag has low comput-
ing power and small storage space. It stores ID and K1.
The mobile reader has strong computing power and large
storage space. It stores the binary length of ID, K1, K2

and its identity IDR. The database stores ID, IDR, K2.
It can verify the legitimacy of tag identity.

The definitions of the symbols used in protocol are
shown in Table 1.

Table 1: Symbol definitions

Symbol Description
ID Identity of the tag
IDS Encrypted ciphertext of ID
IDR Identity of the reader
L The binary length of ID
K1 Private key shared between the reader and

the tag
K2 Private key shared between the database

and the reader
K1L The left part of K1

K1R The right part of K1

K2L The left part of K2

K2R The right part of K2

r1 A random number generated by the reader
r2 A random number generated by the tag
r3 The other random number generated by

the reader
Mvp() The arrangement and combination of col-

umn vectors of matrix
⊕ XOR operator
|| Connection operator

≜ Comparison operator

5.2 Authentication Process

The protocol authentication process is shown in Figure 4.

The authentication steps are described as follows.

Figure 4: A lightweight authentication protocol for mobile
RFID

Step 1. The reader generates a random number r1,
where r1 ∈ (2,L − 1). It calculates M1 = (K1 ⊕
(r1/2))||(L ⊕ r1). M1 is divided into two parts. The
value of K1⊕ (r1/2) can be marked as M1F. And the
value of L ⊕ r1 can be marked as M1S. The reader
sends query signal and M1 to active the tag.

Step 2. After receiving the query signal from the reader,
the tag performs the following operations.

1) The tag calculates u1 = M1F ⊕ K1 based on
the private key, and calculates u2 = M1S⊕L. It
compares the values of u1 and u2/2 to determine
whether they are equal. If they are equal, the
tag gets r1. Otherwise, RFID system suffers
from counterfeiting attacks.

2) The tag calculates p = L/r1, q = Lmodr1. Then
it uses K1 and r1 to calculate the value of a
dynamic authentication key K1L. It uses K1

and p to calculate K1R.

3) The tag calculates IDS = Mvp(ID, r1).

4) The tag ID is divided into p modules. Each
module contains r1-bit binary numbers. The re-
maining numbers are stored in the variable δ, if
L > p ∗ r1. Then it performs odd check on each
module to obtain check bits. These check bits
are combined with variable δ to get a new num-
ber m.

5) The tag generates a random number r2 and cal-
culates M2 = K1R ⊕ r1, M3 = K1L ⊕ (m||r2).
Finally, it sends M2, M3 and IDS to the reader.

Step 3. After receiving the tag response, the reader per-
forms the following operations.

1) The reader calculates u3 = L/r1. It uses K1 and
r1 to calculate the value of a dynamic authen-
tication key K′

1L. It also can use K1 and u3 to
calculate K′

1R.

2) The reader calculates u4 = M2 ⊕K′
1R and com-

pares it with r1, u4 ≜ r1. If they are not equal,
the reader determines that the information has
been changed by the attacker.
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3) The reader calculates u5 = M3 ⊕ K′
1L. It is

divided into two parts, one of which can be
marked as m and the other as r2. The reader
stores r2 to prevent replay attacks.

4) The reader generates a random number r3,
where r3 ∈ (2,L− 1), and calculates u6 = L/r3.
Then it uses K2 and r3 to calculate the value of
a dynamic authentication key K2L. It uses K2

and u6 to calculate K2R.

5) The reader calculatesM4 = K2⊕r3,M5 = K2L⊕
IDR, M6 = r1 ⊕ r3, M7 = r1 ⊕m, and sends the
message IDS, M4, M5, M6, M7 to the database.

Step 4. The database verifies the legitimacy of the tag
identity and sends response to the reader.

1) The database calculates u7 = M4 ⊕ K2, and
stores it. Next time, it checks whether u′7 is
equal to u7. If both are equal, the database ter-
minates the authentication. The system suffers
replay attacks.

2) The database uses K2 and r3 to calculate the
value of a dynamic authentication key K′

2L. It
uses K2 and L/r3 to calculate K′

2R.

3) The database calculates u8 = M5 ⊕ K′
2L and

checks whether u8 is equal to IDR to verify the
legitimacy of the reader identity.

4) The database calculates u9 = M6 ⊕ u7 and then
calculates u10 = M7 ⊕ u9.

5) First, the database gets plaintext of ID us-
ing the corresponding decryption, that is ID =
Mvp′(IDS, u9). Later, it verifies the correctness
of ID by m. If ID is incorrect, the authenti-
cation is terminated. Otherwise, the database
verifies the legitimacy of tag identity by match-
ing data ID in the database.

6) If the authentication is success, the received
data are correct and legal. The database cal-
culates M8 = K2R ⊕ (r3||m) and sends it to the
reader.

Step 5. The reader verifies the response information
from the database at first, and then sends the lat-
est reply about the legitimacy of the tag identity.

1) The reader calculates u11 = M8 ⊕ K2R. The
value of u11 is divided into two parts, u11F and
u11S.

2) Verify the correctness of u11F and u11S. If there
is u11F = r3, it indicates that the information
is a reply to the request which is sent by the
reader just now. And if there is u11S = m, it
indicates that the information is a response to
the authentication of the current tag identity.

3) The reader calculates M9 = K1R ⊕ (u3||r2) and
sends it to the tag.

Step 6. The tag calculates u12 = M9 ⊕ K1R. The value
of u11 is divided into two parts, u12F and u12S. The
tag compares u12F with p, u12F ≜ p. If it is the same,
the tag determines that the received information is a
reply to the current query. Then the tag compares
u12S with r2, u12S ≜ r2. If it is the same, the authen-
tication is successful. Otherwise, the authentication
fails.

6 Security Analysis and Compar-
isons

6.1 Formal Proof

BAN logic uses knowledge and belief to describe and rea-
son authentication protocol. It is a kind of modal logic
reasoning rule, which can effectively prove the security of
the protocols [7]. In this paper, the security of the proto-
col is proved by using BAN logic formal proof. The proof
of BAN logic has four steps. Firstly, establish the ideal-
ized protocol model. Secondly, give a reasonable protocol
initial assumption. Thirdly, give expected safety objec-
tives of protocol. Finally, proof the security of the proto-
col according to reasoning rules.

For the convenience of proof, we make the following
provisions. The database, mobile reader and tag are rep-
resented by DB, R and T respectively. a⊕ b can be seen
as {a}b or {b}a. Mvp(ID, a) can be seen as {ID}a. The
inference rules of BAN logic used in the proof are intro-
duced as follows.

Message-meaning rule R1: P |≡P
K↔Q,P◁{X}K

P |≡Q|∼X

Nonce-verification rule R2: P |≡#(X),P |≡Q|∼X
P |≡Q|≡X

Jurisdiction rule R3: P |≡Q=⇒X,P |≡Q|≡X
P |≡X

Seeing rule R4: P◁(X,Y )
P◁X

Session-key rule R5:P |≡#(K),P |≡Q|≡X

P |≡P
K↔Q

, and X is a nec-

essary factor of K.

1) An Idealized Protocol Model

Through analysis, the idealized model of the protocol
can be expressed as follows.

M 1 : R → T : ({r1}K1
, {r1}L)

M 2 : T → R : {r1}K1
, {(m, r2)}K1

, {ID}r1
M 3 : R → DB : {r3}K2

, {IDR}K2
, {r1}r3 , {m}r1 ,

{ID}r1
M 4 : DB → R : {(r3,m)}K2

M 5 : R → T : {(r1, r2)}K1

2) Original Hypothesis

Initial assumptions of the protocol can be expressed
as follows.

P1: DB |≡ DB
K2↔ R. It means that DB believes DB

and R use the shared key K2 to communicate each
other.
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P2: DB |≡ #(r1). It means that DB believes r1 is
fresh.

P3: DB |≡ #(r3). It means that DB believes r3 is
fresh.

P4: DB |≡ #(ID). It means that DB believes ID is
fresh.

P5: DB |≡ R =⇒ D. It means that DB believes R
has jurisdiction over ID.

P6: R |≡ T |=⇒ r1. It means that R believes T has
jurisdiction over r1.

P7: R |≡ (#r1). It means that R believes r1 is fresh.

P8: R |≡ T
K1↔ R, T |≡ R

K1↔ T. It means that R and
T may use the shared key K1 to communicate each
other.

P9: T |≡ R |=⇒ r2. It means that T believes R has
jurisdiction over r2.

P10: T |≡ (#r2). It means that T believes r2 is fresh.

3) The expected safety objectives

G1: DB |≡ ID. It means that DB believes ID is cor-
rect. That is to say, the tag identity authentication
is successful.

G2: R |≡ r1. It means that R believes r1 is correct.
That is to say, the reader receives the legitimate data
from the tag.

G3: T |≡ r2. It means that T believes r2 is correct.
That is to say, the tag receives the successful authen-
tication responses from the reader.

4) Formal proof

With massage M 4, using seeing-key rule

R4:
DB◁{(r3,m)}K2

DB◁{r3}K2
. With initial assump-

tions P1, using message-meaning rule R1:
DB|≡DB

K2↔R,DB◁{r3}K2

DB|≡R|∼r3
. With initial assump-

tions P3, using nonce-verification rule R2:
DB|≡#(r3),DB|≡R|∼r3

DB|≡R|≡r3
. With initial assumptions

P3, using session-key rule R5: DB|≡#(r3),DB|≡R|≡r3

DB|≡DB
r3↔R

.

With massage M 3, using message-meaning

rule R1:
DB|≡DB

r3↔R,DB◁{r1}r3

DB|≡R|∼r1
. With initial

assumptions P2, using nonce-verification rule

R2:DB|≡#(r1),DB|≡R|∼r1
DB|≡R|≡r1

. With initial assumptions

P2, using session-key rule R5:DB|≡#(r1),DB|≡R|≡r1

DB|≡DB
r1↔R

.

With massage M3, using message-meaning

rule R1:
DB|≡DB

r1↔R,DB◁{ID}r1

DB|≡R|∼ID . With ini-

tial assumptions P4, using nonce-verification

rule R2:DB|≡#(ID),DB|≡R|∼ID
DB|≡R|≡ID . With ini-

tial assumptions P5, using Jurisdiction rule

R3:DB|≡R=⇒ID,DB|≡R|≡ID
DB|≡ID . we can obtain result

DB |≡ ID.

Using a similar method, we can obtain results R |≡
r1, T |≡ r2. All objectives are proved.

6.2 Security Analysis

1) Brute force attack. The attacker can acquire com-
munication data via eavesdropping. Then it imple-
ments a brute force attack on the data stolen. Most
information is encrypted using XOR operation based
on the shared key. The key K1 and K2 are privacy
keys, which are not disclosed to anyone. Even if the
attacker gets M1, M2, M3 and M9, it is impossible
to obtain any plaintext data because there is no K1.
Even if the attacker gets M4, M5 and M8, it is im-
possible to obtain any plaintext data because there
is no K2. If M6, M7, IDS are obtained, the attacker
cannot get plaintext data because of the lack of a
random number r1. M6, M7, IDS are encrypted by
XOR operation. If a number has 128 bits, the guessed
probability is 2128 which is very small. Based on the
above analysis, the proposed protocol can prevent
brute force attack.

2) Impersonation attack. The attacker can masquerade
as the reader or the tag to pass legal authentication
[13]. In the protocol, the attacker fakes the tag and
sends M2, M3, IDS to the reader. After receiving the
information, the reader first verifies the correctness
of the number r1 generated by itself. Since K1R and
r1 are random numbers, the number M2 sent by the
attacker cannot be the same as the value of K1R⊕r1.
The attacker failed to fake the tag.

Later, the attacker fakes the reader and sends query
signal and M1 to the tag. The tag verifies the cor-
rectness of the number r1 after receiving the query.
The number r1 is a random number, which is differ-
ent in each session. The attacker cannot obtain the
values of K1 and L by analyzing the previous M1.
The attacker failed to fake the reader.

In the mobile RFID system, the attacker may im-
personate the reader to send information to the
database. The protocol requires the database to use
dynamic authentication key K2L to detect the reader
identity IDR. It can effectively prevent fake reader
attack initiated by the attack.

Based on the above analysis, it is found that the pro-
posed protocol can effectively resist impersonation
attack.

3) Replay attack. The attacker collects data through
listening channels, then it uses them to obtain legal
identity authentication. In the protocol, the attacker
acquires M2, M3, IDS, and sends them to the reader.
When receiving the information, the reader first ver-
ifies the correctness of r1. After that, the reader ver-
ifies r2. Since r1 and r2 are random numbers, their
values are different for each authentication. The at-
tacker failed to replay the tag information.

In the mobile RFID system, the attacker may at-
tempt to replay the reader request information IDS,
M4, M5, M6, M7 to the database. The database first
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calculates u7 = M4 ⊕ K2. Then it compares u7 with
the stored r3 to determine whether the information
is replayed. So, the protocol can resist replay attack.

4) Asynchronous attack.The encryption operation in
the protocol is mainly based on the private keys
K1,K2,K1L,K1R,K2L,K2R. The value of the keys
K1, K2 are not update after each authentication.
KiL, KiR are obtained by transforming Ki, where
i ∈ (1, 2). They are set up temporarily during the
execution of the protocol. There will be no asyn-
chronous update of the shared key. So, the protocol
can resist asynchronous attack.

5) Forward security. If the secret key is exposed or
leaked during current session, the attacker can pre-
dict the secrets of previously exchanged messages
[14]. In the protocol, suppose that the attacker ob-
tains the encrypted data M1, M4, M6, M7, IDS is
the number by using XOR operation based on the
random number, and M2, M3, M5, M8, M9 are the
numbers by using XOR operation based on the dy-
namic authentication key. The random number and
the dynamic authentication key can prevent forward
security attack.

6) Denial of service (Dos). The attacker overloads the
reader by transmitting interference signals. The
reader cannot respond to the request for the legit-
imate tag. In the protocol, when receiving the infor-
mation, the reader first verifies the correctness of r1.
Since r1 is a random number, it is different in each
session. The reader can quickly determine whether
the signal comes from a legitimate tag. The protocol
can effectively resist denial of service attack.

6.3 Security Comparisons

The security comparison between the proposed protocol
and the existing protocols is shown in Table 2. It is ob-
vious that the proposed protocol has the best security
performance compared with the existing protocols.

7 Complexity Performance Evalu-
ation

Due to the strong computing power and large storage
space of the database and the reader, the performance ad-
vantages of the protocol are mainly reflected in the storage
complexity and computational complexity of the tag.

7.1 Storage Complexity

The storage complexity of the protocol is mainly reflected
by storage performance of the tag. Considering the lim-
ited storage space of the tag, the tag storage overhead
should be reduced when designing the protocol. Gener-
ally, the storage space is divided into basic storage space

and temporary storage space. The basic storage space is
set by the manufacturer when the tag is delivered. The
temporary storage space is the additional space that the
tag needs to temporarily allocate according to its own
calculation.

We make the following assumptions, LID is the length
of the tag identity, LK is the length of the private key,
LF is the length of the encryption function, LN is the
length of the number, and Lbit is the length of the bitwise
operation. Generally, the key and the number have the
same length. They are also operation objects of bitwise
operation. That is LN = LK = Lbit. The tag storage
space comparison is shown in Table 3.

In Table 3, we find that the basic storage space of the
tag in the proposed protocol is equivalent to that of Ref-
erence [20]. But with the authentication processing de-
velopment, the temporary auxiliary storage space is sig-
nificantly reduced. We observe that the tag total storage
space of the proposed protocol is the smaller than other
protocols listed in Table 3.

7.2 Computational Complexity

The database and mobile reader have strong computing
power in mobile RFID system. The primary factor af-
fecting the computational complexity of the protocol is
the efficiency of tag operation. The paper evaluates the
computational complexity of the protocol based on ex-
periment of authenticating the legitimacy of tag identity.
The experiment is done on the real scene.

Hardware and software environment configuration used
in the experiment are as follows.

Upper computer configuration: Intel Core i7-11800H
CPU @ 4.2GHZ, 512G Memory, Win10 OS, Visual Studio
2022 as a development environment, MYSQL database.

Hardware of the reader and the tag: Magic RF M100
reader, nRF24LE tag.

Figure 5: Design flow chart

The efficiency of tag operation is evaluated by the tag
computing time. The length of tag identity is generally
within 512 bits in EPC and ISO/IEC standard RFID sys-
tem [10, 16]. Figure 5 shows the design flow chart of
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Table 2: Comparison of security features

Protocol
Brute force

attack
Impersonation

attack
Replay
attack

Asynchronous
attack

Forward
security

Denial of
service

Reference [22] N Y Y N N Y
Reference [18] Y N N Y Y Y
Reference [12] Y N Y N Y Y
Reference [20] N Y N Y N N
Reference [8] Y Y N Y Y N

Proposed protocol Y Y Y Y Y Y

Y : yes,N : no

Table 3: Comparison of the tag storage space

Protocol
Basic storage

space
Temporary storage

space
Reference [22] 2LID + LK LF + 5LN + LK

Reference [18] LID + 2LK
2LF + 5LN + LK

+Lbit

Reference [12] LID + 2LK 2LF + 6Lbit

Reference [20] LID + LK 2LF + LN + 4Lbit

Reference [8] LID + LK 2LF + 5LN

Proposed Protocol LID + LK LF + 2LN + 2Lbit

obtaining the tag computing time. Figure 6 shows the
experimental scene of tag authentication.

Figure 6: Experimental scene

In the upper computer, the application program is de-
signed by C # language, which can record and display the
computing time of the tag. It is shown in Figure 7 and
Figure 8.

In References [22] and [8], the tag needs to perform
hash function or symmetric encryption function with high
complexity for many times. In References [12,18,20], the
tag performs bitwise operation and bit operation func-
tion for many times. However, the proposed protocol only
needs to perform one permutation and combination op-
eration, as well as less bitwise operation and arithmetic

Figure 7: Serial port settings

Figure 8: Current information

operation.
We assume that the results of all functions in each pro-

tocol have same length. Figure 9 shows a comparison of
the tag computing time between the proposed protocol
and other protocols. As the length of tag identity in-
creases, the computing time of tag of the proposed proto-
col is significantly reduced.

Although the mobile reader has strong computing
power, the low complexity operation of the reader has
great value for mobile scenario applications of the proto-
col. For example, in the electronic toll collection (ETC)
system, the low complexity operation of the reader can
not only improve the detection efficiency of vehicles, but
also prevent car collisions caused by slow detection.
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Figure 9: Comparison of tag computing time

In the experiment, we can record time t0 when the
authentication process begins. Record time t1 when the
reader sending query signal. Record time t2 when the
reader receiving the data from the tag. Record time
t3 when the reader sending the data to the database.
Record time t4 when the reader receiving the data from
the database. Record time t5 when the reader sending the
data to the tag. Clearly, we can simply to calculate the
result, ∆t0 = t1 − t0 ,∆t1 = t3 − t2 , ∆t2 = t5 − t4. The
computing time of the reader is ∆t0 +∆t1 +∆t2.

Figure 10: Comparison of reader computing time

References [8] doesn’t participate in the comparative
experiment, because the reader only performs forwarding
operations. In References [22], the reader needs to per-
form hash function several times. In References [12, 18,
20], the reader performs bitwise operation and bit oper-
ation function for many times. In the proposed proto-
col, the reader uses XOR operation to transfer privacy
data, which can reduce the computational complexity.
Figure 10 shows a comparison of the reader computing
time. As the length of tag identity increases, the com-

puting time of reader of the proposed protocol is reduced
significantly.

In summary, the computational complexity of the pro-
tocol has obvious advantages. The protocol is suitable for
mobile RFID system.

8 Conclusion

In this paper, we have presented a lightweight security au-
thentication protocol for mobile RFID. The tag performs
the operation of arrangement and combination of column
vectors based on column pseudonym to encrypt its iden-
tity. The protocol uses XOR operation to transfer privacy
data based on the dynamic authentication keys. Mean-
while, it requires the receiver to verify the random number
in time after receiving the information. Formal proof and
analysis results show that the proposed protocol has good
security and can resist various attacks. Furthermore, the
proposed protocol has the low complexity, and it can be
well used in the field of production and life.
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Abstract

The current legal framework falls short in adequately ad-
dressing the protection needs of personal sensitive in-
formation and privacy data on the Internet, demand-
ing more effective safeguarding through reliable algo-
rithms. This paper commences with a concise overview
of the existing legal system. Subsequently, focusing on
the data classification task, the differential privacy al-
gorithm was integrated with the XGBoost algorithm to
create the differential privacy-extreme gradient boosting
(DP-XGBoost) algorithm. The method’s performance
was then analyzed using a dataset. The results revealed
that the XGBoost algorithm outperformed the C4.5 al-
gorithm in classification accuracy. Compared with DiffP-
C4.5 and DP-random forest (RF), the DP-XGBoost al-
gorithm exhibited superior accuracy under various pri-
vacy budgets. Furthermore, when compared with the
XGBoost algorithm at different maximum tree depths,
the DP-XGBoost algorithm experienced an accuracy loss
of within 5%. These findings demonstrate that the DP-
XGBoost algorithm can deliver privacy protection while
ensuring robust classification performance, making it ap-
plicable for safeguarding real personal sensitive informa-
tion and privacy data.

Keywords: Cybersecurity; Legal System; Privacy Data;
Sensitive Information; XGBoost

1 Introduction

In the era of widespread Internet usage, various industries
are increasingly relying on the Internet, leading to the ac-
cumulation of vast amounts of information data [20]. In-
formation data such as user preferences recorded on shop-
ping websites, patient information stored in online hospi-
tals, and other valuable knowledge are crucial for decision-
making in areas such as personalized recommendation,
disease prediction, and opportunity identification [12].

However, the surge in personal sensitive information and
privacy data leaks has become a serious concern [17]. For
instance, in personalized recommendation research, there
is a risk of leaking user identity information, and dis-
ease prediction studies may inadvertently expose patients’
medical information. Balancing the utilization of data
with the imperative to protect privacy is paramount [14].
While legal systems have enacted legislation to safeguard
personal privacy, the rapid evolution of the Internet neces-
sitates more than legal frameworks alone to address the
growing demand for privacy protection in the current big
data environment. Consequently, researchers are increas-
ingly exploring different algorithms to protect information
data without compromising usability [2].

Huang et al. [8] integrated differential privacy (DP)
into various stages of principal component analysis-
support vector machine (PCA-SVM), resulting in
DPPCA-SVM and PCADP-SVM. The theoretical and
experimental analysis demonstrated the effectiveness of
these methods concerning noise expectation and classifi-
cation accuracy. Zhang et al. [21] proposed a local DP K-
modes clustering data privacy-preserving method, achiev-
ing protection of user privacy without third-party during
clustering. Handa et al. [7] tackled the data utilization
challenge posed by encryption through a searchable en-
cryption method, allowing end-users to retrieve relevant
documents from the cloud. However, the balance be-
tween search power and efficiency remains an area of in-
vestigation. Pasupuleti et al. [15] designed a lightweight
attribute-based encryption scheme to provide privacy and
access control for cloud data. This paper provides an
overview of the current legal system regarding personal
privacy protection. Addressing the limitations of the le-
gal system, this paper proposes a protection method that
combines DP and extreme gradient boosting (XGBoost)
to safeguard personal sensitive information and privacy
data. Experimental results verified the method’s efficacy,
offering a novel approach to reinforce privacy protection
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and enhance information security. Furthermore, it con-
tributes theoretical foundations for effectively combining
DP with classification algorithms.

2 Current Status of Internet In-
formation Data Protection Un-
der Legal Regulations

In the era of rapid Internet development, the incidence of
sensitive personal information and privacy data leakage
and misuse has been on the rise. There are some notable
incidents.

In 2013-2014, Yahoo Inc. experienced a massive hack,
resulting in the theft of account information for approx-
imately 3 billion users, including names, passwords, and
other sensitive details. In 2018, Cambridge Analytica un-
lawfully accessed the personal data of millions of Face-
book users. In 2019, Baidu App faced accusations of
collecting sensitive information, such as geolocation and
search history, in the background without users’ explicit
consent.

The escalating issue of privacy breaches has prompted
the development of regulations and legislations world-
wide to govern methods related to personal informa-
tion data [11]. For instance, the European Union
has introduced the General Data Protection Regulation
(GDPR) [6], which sets guidelines for gathering and han-
dling personal data. Similarly, California Consumer Pri-
vacy Act (CCPA) mandates that companies afford con-
sumers a certain level of control over their data. Compa-
rable regulations are also in place in Canada and Japan.

China’s Personal Information Protection Law incorpo-
rates provisions to safeguard sensitive personal informa-
tion and privacy data, including:

1) The purpose and manner of handling personal infor-
mation must be clearly defined;

2) Personal information unrelated to service provision
should not be collected;

3) Individuals have the right to access, correct, and
delete their personal information;

4) Relevant authorities are tasked with strengthening
the supervision and management of personal infor-
mation.

However, the existing legal framework faces challenges
in meeting the current demands of personal privacy data
protection. Emerging technologies and regulatory chal-
lenges have rendered the current regulations somewhat
inadequate in addressing contemporary privacy issues. To
enhance the protection of sensitive personal information
and private data, various technologies are being applied,
categorized into three types.

1) Data anonymization: This involves fuzzy processing
of data through the deletion and hiding of sensitive

information, i.e., cutting off the association between
the user’s identity and personal data. Common tech-
niques include k-anonymity and l-diversity [10].

2) Data encryption: Techniques like secure multi-party
computation and homomorphic encryption encode
plaintext data into ciphertext, ensuring the security
of personal information during release or transmis-
sion [1].

3) DP: This method protects privacy data by introduc-
ing noise perturbations to the original information,
making it challenging for attackers to infer the orig-
inal data through perturbed data [3].

Each technique has unique characteristics.
Anonymization algorithms are easy to implement
but may perform poorly under complex privacy attacks.
Encryption algorithms provides high data availability but
comes with substantial computational costs. DP excels
in privacy protection but requires reasonable control of
the privacy budget. Given the broad applications of
personal sensitive information and privacy data, such as
in personalized recommendations and trend predictions,
this paper proposes a classification algorithm designed
to effectively protect this information, incorporating the
principles of DP.

3 XGBoost Algorithm Based on
Differential Privacy

3.1 Differential Privacy

Given a randomized algorithm A, if there are neighboring
datasetsD1 andD2 (|(D1−D2)∪(D2−D1)| = 1), function
Q is queried. If the range of query results r ⊆ Range(Q)
satisfies:

Pr[AQ(D1) = r] ≤ eϵ × Pr[AQ(D2) = r],

then the algorithm is said to satisfy ϵ-DP, probability Pr[]
is controlled by the randomness of the algorithm. ϵ is the
privacy budget. The smaller the value of ϵ, the higher the
privacy protection, but meanwhile the lower the availabil-
ity of the data.

For any function f : D → Rd, its input is D, and its
output is a d-dimensional vector called Rd. If

∆f = max
D1,D2

||f(D1)− f(D2)||p

then, ∆f is called the global sensitivity of f . p is used
to measure the Lp distance used by ∆f , usually L1, i.e.,
1-oder norm distance.

The implementation of DP requires corresponding
noise mechanisms, of which two are commonly used.

1) Laplace mechanism [13]: For numeric data, Laplace
noise Lap(∆f/ϵ) is added to query result f(D). Al-
gorithm A is said to satisfy ϵ-DP if and only if the
output of the algorithm satisfies:

A(D) = f(D) + Lap(∆f/ϵ).
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2) Indexing mechanism: It is applicable to non-
numerical data. Evaluation function q with a low
sensitivity level is selected, and its sensitivity level is
defined as:

S(q) = max
D1,D2,r

||q(D1, r)− q(D2, r)||

For dataset D, if algorithm A satisfies the require-
ment that the probability that the output is r has a

proportional relationship with exp[ ϵq(D,r)
2S(q) ], then al-

gorithm A is said to satisfy ϵ-DP.

3.2 XGBoost Algorithm

Among classification algorithms, the XGBoost algorithm
is a Boosting algorithm [9], which trains multiple decision
trees as weak classifiers and accumulates them to obtain
the final model, thus achieving good performance. The
objective function of the XGBoost algorithm can be writ-
ten as:

obj(θ) =

N∑
i=1

l(yi, ŷl) +

t∑
j=1

Ω(fj),

where yi and ŷl are the real data and target data, and fj
refers to the j-th weak classifier. There are totally t weak
classifiers. There is a constraint function:

Ω(ft) = γT +
λ

2

T∑
j=1

w2
j

where T and w represent the number of leaf nodes and
the output fraction, γ and λ are constants. Leaf node
number and the corresponding fraction are unified, then:

ft(x) = wh(x),

where h(x) refers to the leaf node mapped by sample x
and wh(x) is the calculated leaf node fraction. After Tay-
lor expansion, the objective function of the XGBoost al-
gorithm is obtained:

obj(t) = γT +
1

2

T∑
i=1

(
G2

j

Hj + λ
)

where Gj and Hj are the first and second order derivative
values of the sample.

3.3 XGBoost Based on DP

In this paper, DP is combined with the XGBoost algo-
rithm to design a DP-XGBoost algorithm with the aim
that no third-party attacker can utilize the algorithm to
infer personal sensitive information and privacy data. The
decision tree for the XGBoost algorithm is constructed
using the classification and regression tree (CART) algo-
rithm [16], which uses Laplace noise perturbation for each

leaf node during internal node splitting. For the j-th leaf
node, its sensitivity level is defined as:

∆VX,j ≤
g∗l

1 + λ

g∗l = max
i∈D

||ϑ(yi, ŷl)
ϑŷl

|| = max ||gi||,

where g∗l is the maximum value of the absolute value of
the first-order derivative (also called the gradient value).

When adding noise, if the maximum sensitivity level is
set for each leaf node, it will affect the accuracy of the
model. In order to reduce the sensitivity of the posterior
iteration tree, during the leaf node computation process,
the sample gradient is cropped, i.e., for the t-th tree, sam-
ple gradient g̃i needs to satisfy |g̃i| ≤ g∗l (1− δ)t−1, where
δ is the shrinkage rate, which is the ratio of the output
results of all samples on the first decision tree to the real
data. At this time, the sensitivity level of the j-th leaf
node on the t-th tree satisfy:

∆ṼX,j ≤
g∗l

1 + λ
(1− δ)t−1.

When calculating each leaf node, the original gradient
value is first compared to g∗l (1 − δ)t−1. If the original
gradient value is greater, g∗l (1 − δ)t−1 is used to replace
the original gradient value, thus realizing that the leaf
node sensitivity level is reduced in form of (1− δ)t−1.

Privacy budget ϵ allocation can cause certain effects
on the classification accuracy of the XGBoost algorithm,
the DP-XGBoost algorithm realizes the allocation of ϵ
based on shrinkage rate δ. For dataset D, the number of

samples allocated to the t-th tree is |D|δ(1−δ)t−1

1−(1−δ)T
. By this

way, sample waste can be avoided and every sample can
be selected.

The DP-XGBoost algorithm is applied to data classi-
fication tasks, and its procedure is as follows.

1) The dataset is divided into a training set and a test

set. |D|δ(1−δ)t−1

1−(1−δ)T
samples are extracted from the train-

ing set and assigned to the t-th tree. Extraction is
repeated T times.

2) The value of ϵ is initialized to obtain a decision tree
that satisfies DP protection.

3) The training set assigned to the current tree is as-
signed to the root node, followed by step-by-step split
to build a decision tree. The leaf node number is
computed, and then a Laplace noise perturbation is
added. The perturbed value is saved.

4) The training of all decision trees is completed to get
the XGBoost algorithm that satisfies DP.

5) The test set is classified using the trained DP-
XGBoost model.
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4 Experimental Analysis

4.1 Experimental Setup

The experiments were executed on a 64-bit Windows
10 operating system powered by an Intel Core i5-9400F
CPU, which is clocked at 2.90 GHz and equipped with
32 GB of memory. All algorithms were implemented us-
ing the Python programming language. The experimental
dataset was sourced from the UCI database [19], as de-
picted in Table 1. Ten-fold cross-test was used, and the
ultimate results were averaged.

Table 1: Experimental dataset

Number of Number of
Dataset Tuple Attributes Categories

Heart 270 13 2
Nursery 12960 8 5
Adult 32561 15 2

The mentioned datasets serve distinct purposes: the
Heart dataset aims to ascertain whether a patient has
a heart condition, the Nursery dataset aims to rank ap-
plications for childcare centers, and the Adult dataset is
designed to predict whether an individual’s annual salary
exceeds 50K. All these datasets contain sensitive and pri-
vate personal information that requires safeguarding.

In the DP-XGBoost algorithm, the maximum depth of
the tree was taken as 5, regularization parameter λ was
taken as 1, and γ was taken as 0. To avoid too many
samples being filtered, g∗l was taken as 1, and δ was set
as 0.1 when the first tree was sampled.

In the experiments, the C4.5 classification algorithm in
decision tree [18] and the XGBoost algorithm without the
addition of DP were employed as the baseline models to
evaluate the accuracy loss of the DP-XGBoost algorithm.
To assess the efficacy of the DP-XGBoost algorithm in
striking a balance between privacy preservation and clas-
sification accuracy, it was compared with the following
two methods:

1) DiffP-C4.5 [5]: It reduces waste of privacy budget by
utilizing the exponential mechanism, while building
upon C4.5;

2) DP-random forest (RF) [4]: This method perturbs
node class statistics to ensure DP protection.

4.2 Results Analysis

First of all, the accuracy of different algorithms for differ-
ent datasets under different ϵ values is shown in Figures 1
∼ 3.

According to Figures 1 ∼ 3, the classification accu-
racies of both C4.5 and XGBoost algorithms exhibited
some degradation on large datasets, with the highest ac-
curacies observed on the Heart dataset and the lowest on

Figure 1: Accuracy for the Heart dataset under different
ϵ values

Figure 2: Accuracy for the Nursery dataset under differ-
ent ϵ values

Figure 3: Accuracy for the Adult dataset under different
ϵ values
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the Adult dataset. This result suggested that the per-
formance of data classification could be influenced by the
size of the dataset.

Upon comparing the classification algorithms, it is ev-
ident that the XGBoost algorithm had a higher classi-
fication accuracy than the C4.5 algorithmm suggesting
that it outperformed the C4.5 algorithm in terms of data
classification. After the introduction of privacy budget,
the accuracy of the algorithm increased as the ϵ value
became larger. This is attributed to the fact that when
the ϵ value was small, the protection of sensitive personal
information and privacy data was robust, resulting in de-
creased data availability and subsequently lower accuracy
in categorization.

In comparison to the DiffP-C4.5 and DP-RF algo-
rithms, the DP-XGBoost algorithm consistently exhibited
higher accuracy at equivalent ϵ values. When the ϵ value
was small, the introduction of substantial noise caused a
decline in accuracy. However, as the ϵ value increased,
the results of the algorithm gradually approached those
of both C4.5 and XGBoost algorithms. This outcome
suggested that, compared to the other methods, the DP-
XGBoost algorithm performed better in balancing privacy
protection and classification accuracy. It effectively safe-
guarded personal sensitive information and privacy data
in the dataset while ensuring the algorithm’s accuracy in
accomplishing classification tasks, thereby better address-
ing practical needs.

When the ϵ value was fixed at 1, the Adult dataset
was used as a case to examine the effect of the maximum
depth of the tree on the DP-XGBoost algorithm and to
compare the accuracy loss of the DP-XGBoost algorithm
with respect to the XGBoost algorithm. Table 2 presents
the specific results.

Table 2: Effect of maximum depth of tree on accuracy
(unit: %)

XGBoost DP-XGBoost Accuracy loss

1 75.64 75.32 0.32
3 82.33 79.64 2.69
5 84.87 81.27 3.60
7 85.62 82.16 3.73
9 82.17 78.33 3.84
11 79.62 75.33 4.29

According to Table 2, when the maximum depth of the
tree was set to 7, the XGBoost achieved a maximum accu-
racy of 85.62%, and the DP-XGBoost algorithm reached
82.16%. As the maximum depth of the tree increased to
11, the accuracies of the XGBoost and DP-XGBoost al-
gorithms decreased to 79.62% and 75.33%, respectively.
This may be because a tree with a shallow maximum
depth would result in insufficient training, while a tree
with an excessively large maximum depth would intro-
duce excessive noise and lead to overfitting.

Comparing the XGBoost algorithm with the DP-
XGBoost algorithm, it was found that as the maximum
depth of the tree increased, the accuracy loss due to
adding DP also increased, and the impact of noise inter-
ference on data accuracy became more significant. How-
ever, the overall accuracy loss caused by the addition of
DP remained below 5%. This result demonstrated the re-
liability of the DP-XGBoost algorithm, making it suitable
for practical applications in protecting personal sensitive
information and privacy data, thereby addressing the lim-
itations of the existing legal system.

5 Conclusion

This paper introduces the DP-XGBoost algorithm as a
solution for safeguarding personal sensitive information
and privacy data on the Internet, addressing gaps in the
current legal system. The proposed algorithm not only
performs data classification tasks but also employs DP to
protect personal sensitive information and privacy data.
Experimental results on the datasets demonstrate the reli-
ability of the method, with an accuracy loss of within 5%.
Moreover, the algorithm achieves high classification accu-
racy under different privacy budgets, making it a promis-
ing candidate for practical applications.
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Abstract

As a commonly used data redundancy strategy, erasure
codes can effectively improve storage efficiency. However,
the more network bandwidth consumed during repair,
the more it limits its practical application in distributed
storage systems. To solve the problem of high repair
costs of erasure codes, this paper proposes an erasure
code-named combined-stripe local reconstruction codes
(CSLRC). CSLRC generates local parity blocks for re-
dundancy protection by adding appropriate redundancy
and using combined-stripe coding. CSLRC can flexibly
configure coding parameters to balance storage overhead
and repair costs better. Experimental results show that
CSLRC can significantly reduce the amount of data to
be read and transmitted during the repair process while
maintaining high fault tolerance, saving network band-
width and I/O resources, and effectively shortening repair
time compared with other erasure codes.

Keywords: Distributed Storage System; Erasure Codes;
Local Reconstruction Code; Low Repair-cost; Node Re-
pair

1 Introduction

In order to meet the demand for reliable storage of huge
amounts of data, distributed storage systems usually per-
form data redundancy to prevent data loss or data un-
availability in case of node failure. A simple data redun-
dancy strategy is replication, i.e., multiple copies of data
are placed on different nodes, and data availability can be
ensured as long as one copy is available. However, when
the system size is large, replication will consume a lot of
additional storage resources. Therefore, enterprises and
researchers are gradually focusing on erasure codes [23].

Among all the erasure codes, the most representative
one is Reed-Solomon (RS) codes [3]. RS codes are max-

imum distance separable (MDS) codes [21], whose mini-
mum code distance reaches Singleton bounds. This opti-
mally balances fault tolerance and storage overhead and
is favored by many storage systems [9]. However, RS
codes are far more expensive to repair than multicopy
techniques. Repairing a failed block of (n, k)RS code
requires reading and transmitting k blocks from the sur-
viving nodes, which consumes a lot of network bandwidth
and I/O resources. A recent study of the Facebook data
warehouse cluster [14] showed that RS codes need to con-
sume 180 TB of network bandwidth per day for recovering
data from 50 failed machines. Although erasure codes can
effectively improve storage efficiency, excessive repair cost
has become one of the key issues that hinders its practical
application in storage systems.

To address the repair performance bottleneck of era-
sure codes, some scholars constructed block codes [18]
by adding appropriate storage overhead to optimize re-
pair performance. LRC (local reconstruction codes) [6]
deployed in Microsoft’s WAS storage system is a typical
scheme in block codes. LRC divides the original data
block into multiple groups, and the groups are internally
protected by generating local parity blocks for fault tol-
erance. The increased local parity blocks are utilized to
reduce the repair cost of single node failures. In addition,
LRCs proposed by Sathiamoorthy et al. [16], UFP-LRC
(the unequal failure protection based local reconstruction
code) proposed by Hu et al. [4], and RGRC (rotation
group repairable codes) proposed by Zhang et al. [22] are
suitable for single node failures. However, these erasure
codes generally suffer from the same repair problem as
MDS codes when they fail at multiple nodes. In real stor-
age systems, concurrent failures cannot be avoided, and
multi-node failure repair is not uncommon [10]. Pyramid
codes proposed by Huang et al. [5] are applicable to the
case of multi-node failure, and with more levels of group-
ing, the cost of repairing multi-node failure can be further
reduced. However, it will increase more storage overhead,
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so Pyramid codes cannot effectively balance storage over-
head and repair cost. The GRC (group repairable codes)
proposed by Lin et al. [10] adds redundancy protection for
global parity blocks based on the coding structure idea of
Basic-Pyramid codes. This can reduce the high repair
overhead caused by the failure of a single global parity
block. However, when a data node fails, its repair perfor-
mance is not improved compared to Pyramid codes. In
addition, Meng et al. [12] proposed DLRC (dynamic lo-
cal reconstruction code) based on the idea of block codes.
DLRC solves the problem of poor dynamic adjustment
ability of the parameters of erasure codes. However, to
meet multi-node fault tolerance, the cost of repairing a
single node is too large.

In summary, the existing proposed erasure codes have
some deficiencies in trade-off between storage overhead
and repair cost and cannot satisfy users’ demand for fast
repair of failed nodes while optimizing repair performance
in both single-node and multi-node failure cases. Most of
the existing research work only focuses on reducing the re-
pair cost of single-node failure but is not ideal for optimiz-
ing repair performance of multi-node failure, and the re-
pair cost of multi-node failure is still too high. To address
this problem, this paper proposes combined-stripe local
reconstruction codes (CSLRC), which adopts combined-
stripe coding to generate local parity blocks for redun-
dancy protection. CSLRC has high repair performance
in both single-node and multi-node failure cases and can
flexibly configure each coding parameter while maintain-
ing high fault tolerance. This can effectively trade-off
storage overhead and repair cost. CSLRC reduces the
amount of data required in the repair process, thus re-
ducing network bandwidth and disk I/O resource con-
sumption. It better meets data reliability requirements of
distributed storage systems.

2 Related Work

Erasure codes are favored by distributed storage sys-
tems as an alternative fault-tolerance scheme to multicopy
technology [1]. However, the more expensive repair cost in
turn limits its application in storage systems. To reduce
the repair cost of erasure codes, some scholars have im-
proved the scheme by designing erasure codes with novel
coding structures.

One of the classes is Regenerating Codes (RGC), which
is designed based on the idea of network coding. RGC
reduces the total amount of data downloaded during re-
pair by preprocessing the data in the surviving nodes.
However, the repair often needs to read a large amount
of data, which can consume I/O resources greatly. Di-
makis et al. [2] used information flow graph to compute
the minimum cut-off boundary to obtain a lower bound
curve for the repair bandwidth of a failed node. From the
two extreme points on this curve, the researchers designed
minimum storage regenerating (MSR) codes [15] and min-
imum storage regenerating (MBR) codes [11]. For the

problem of large amount of read data during RGC repair,
Rashmi et al. [13] proposed product-matrix-MSR (PM-
MSR) codes to minimize I/O overhead. However, this
scheme requires more than twice the storage overhead to
optimize. Besides, some researchers have combined the
coding methods of RGC and LRC to construct novel era-
sure codes to improve repair performance, such as Avail-
ability Zones Codes (AZ-Codes) [19] and Hybrid Regen-
erating Codes (Hybrid-RC) [20]. Although RGC can ef-
fectively reduce the amount of data transferred during
repair, it fails to save I/O cost. Excessive I/O operations
will affect overall I/O performance of the storage system.
The vast majority of existing RGCs have high compila-
tion code complexity and low code rate, so they are rarely
implemented in real storage systems. The other type is
block code [18], which is constructed by increasing redun-
dancy to optimize repair performance, and its structure is
simple, easier to implement, and more flexible. Block code
usually groups the data blocks and utilizes the local par-
ity blocks generated within the group for fault tolerance
protection. This reduces the repair cost of node failures.
However, the existing proposed block code [4, 6, 16, 22]
cannot simultaneously satisfy the repair performance op-
timization problem in the case of single node failure and
multi-node failure. Most current research focuses on re-
ducing the repair cost of single-node failures [10], and
there are fewer studies on optimizing the repair perfor-
mance of multi-node failures.

Except for designing low repair cost erasure codes with
novel coding structure from the erasure code itself, some
improvement schemes predict disk failure or node failure
through machine learning models and migrate and repair
the blocks that will fail in advance to improve data relia-
bility. Zhang et al. [24] proposed proactive LRC (pLRC),
which utilizes node prediction techniques to distinguish
the failure probability of different data blocks. This dy-
namically adjusts the group size of failed blocks in LRC to
reduce the repair bandwidth of these blocks that will fail.
Li et al. [8] proposed fast proactive repair (FastPR), which
combines migration and repair, parallelizes the repair op-
eration of the storage system, and effectively re-duces re-
pair time. Song et al. [17] proposed local EC proactive
recovery (LEC-PR). LEC-PR reduces inter-node traffic
transmission by refining the failure level to the disk level
based on FastPR and utilizing the bandwidth of each node
for parallel recovery. Moreover, some researchers have
proposed schemes to optimize the repair process to reduce
the restoration time of unavailable data. Partial Parallel
Repair (PPR), a partially parallel repair scheme proposed
in literature [7], reduces network stress by splitting the re-
pair process of a single block into multiple partial opera-
tions that can be performed in parallel. It schedules them
to recover unavailable data blocks on multiple nodes that
are already involved in data reconstruction. Literature [9]
introduces the concept of repair pipelining by scheduling
the repair of failed data in a finegrained manner on stor-
age nodes in a pipelined fashion. This further improves
the parallelism of repair and reduces the repair time of a
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single failed block.

3 Important Concepts of Erasure
Codecs

The data organization structure of (n, k) erasure code
in distributed storage system is shown in Figure 1. The
(n, k) erasure code divides the original data into k data
blocks, i.e., D1, D2, . . . , Dk, which are computed by the
erasure code algorithm to produce n coded blocks, i.e.,C1,
C2, . . . , Cn, which are stored on n different nodes. The
set of all these n coded blocks independently associated
with an erasure coding algorithm constitutes a stripe.

Figure 1: Data organization of (n, k) erasure code

The erasure code shown in Figure 1 is also called a
systematic erasure code, which satisfies Di=Ci(0<i≤k),
and the rest of the coded blocks except the data
block are called parity blocks, denoted as Pi(1≤i≤n-k),
Pi=Ck+i(0<i≤n-k). Unless otherwise specified, the era-
sure codes discussed in this paper refer to systematic era-
sure codes. When repairing a failed node, the process by
which the erasure code obtains data from the available
nodes to compute the failed coding blocks is called decod-
ing or repairing. In order to facilitate the understanding,
based on the literature [22], the concepts related to the
data repair problem are given as follows:

� Fault Tolerance. The maximum number of arbitrary
block failures that an erasure code can tolerate. As-
suming that the fault tolerance of a erasure code is
t, there exists a case where t+1 blocks fail, making
the failed data unrepairable. Conversely, data is re-
pairable when any number of blocks less than or equal
to t fail.

� Global parity blocks. A parity block encoded from
all data blocks in the stripe is a global parity block.

� Local parity block. The parity block generated by the
computation of some of the encoded blocks (including
data blocks and parity blocks) in the stripe is a local
parity block.

� Storage overhead. The ratio of the amount of all
coded data stored to the amount of original data.

The storage overhead reflects the utilization of stor-
age resources by the erasure code.

� Repair Cost. The amount of data that needs to be
read to repair the failed data in a broken node. In
a distributed storage system, repairing a failed node
usually occupies network bandwidth and disk I/O
resources, and the amount of data read and trans-
mitted during the repair process will determine the
performance of the storage system.

� Repair rate. For a given number of node failures, the
ratio of all the failures that can be repaired to all the
failures is the repair rate of the erasure code for a
given number of node failures.

4 Encoding of CSLRC

The CSLRC proposed in this paper is a local reconstruc-
tion code constructed based on the systematic MDS code
by using combined stripe encoding. The encoding struc-
ture of CSLRC is shown in Figure 2. The (10, 2, 3, 1)
CSLRC divides the data block into several independent
strips, and each stripe encodes the 10 data blocks D1, D2,
. . . , D10 according to the encoding algorithm of the (14,
10) MDS code to generate 4 global parity blocks P1, P2,
. . . , P4. Then these 10 data blocks are equally divided
into 2 groups, each group contains 5 data blocks, and at
the same time each group is subdivided into front and
back segments, the front segment contains 2 data blocks
and the back segment contains 3 data blocks.

Figure 2: Combined-stripe encoding structure of
(10,2,3,1) CSLRC

Keeping the last global parity block of the (14, 10)
MDS code unchanged, 3 local parity blocks are computed
for each group. The local parity blocks are P1,1, P1,2,
P1,3 in the first group and P2,1, P2,2, P2,3 in the second
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group. The 3 strips are then sequentially formed into a
combined-stripe set, denoted S, S={Sa|a=1,2,3}. The j-
th local parity block in the i-th (0<i≤l) group of stripe
Sa(0<a≤3) in the stripe set S is encoded by the 3 data
blocks in the back segment of the i-th group in stripe Sa
and the 2 data blocks in the front segment of the i-th
group in stripe Sb(0<b≤3), which is encoded in the same
way as the global parity block Pi of the (14, 10) MDS
code, and the only thing needed is to set the other data
blocks to zero, where j satisfies j=1+(x-1+y-1)mod3.

D ×G = D ×
[
g1 g2 · · · gn

]
=


D1

D2

· · ·
Dk


T 

g1,1 · · · g1,1
g2,1 · · · g2,n
· · · · · · · · ·
gk,1 · · · gk,n

 =


C1

C2

· · ·
Cn


T

(1)

A formal description of CSLRC is given by the encod-
ing structure of CSLRC. In general, CSLRC can be de-
noted by (k, l, m, r). Where k denotes the number of data
blocks in the stripe, l denotes the number of groups in each
stripe, m denotes the number of local parity blocks in each
group as well as the number of strips in the combined-
stripe coding, and r denotes the number of global parity
blocks in the stripe. The specific coding procedure of
CSLRC is as follows:

1) Given an (n, k) systematic MDS code which di-
vides the original data into k fixed-size blocks as
D1, D2, . . . , Dk, the encoding generates q global
parity blocks, where q=n-k, and each global par-
ity block is linearly combined from these k data
blocks. Specifically, as shown in Equation (1), the
data matrix D=[D1 ... Dk] corresponding to the
data blocks is multiplied with the generating ma-
trix G of the MDS code in the finite field GF(2w),
and the encoding yields n coded blocks, i.e., C1,
C2, . . . , Cn. There are q global parity blocks in
these n coded blocks, denoted as Pi(0<i≤q). Where
gi,j(0<i≤k,0<j≤n) is an element in the finite field
GF(2w) and Di=Ci(0<i≤k), Pi=Ck+i(0<i≤q), the
coding parameter n of the (n, k)MDS code satisfies
n ≤ 2w+1.

2) Divide the data blocks in the stripe into l groups,
denoted as Ui(0<i≤l), each containing e=k/l data
blocks, and compute m local parity blocks for Ui.
Constituting m strips into a combined-stripe set as
S, S={Sa|(0<a≤m}. Keep the encoding of the global
parity block P a

z (m<z≤q) in stripe Sa(0<a≤m) un-
changed. The group in stripe Sa is denoted by
Ua
i (0<i≤l), and the data blocks in group Ua

i are de-
noted as Da

x((i-1)e<x≤ie). The data blocks in group
Ua
i are subdivided into front and back segments, with

the front segment containing f=⌊e/2⌋ data blocks
and the back segment containing h=e-f data blocks.
There are m local parity blocks in group Ua

i (0<i≤l),
and each local parity block is encoded by h data
blocks in the back segment of group Ua

i and f data

blocks in the front segment of group U b
i , denoted as

P a
i,z(z=1+(a-1+b-1)modm). P a

i,z is calculated in the
same way as P a

z , except that the other data blocks
are set to zero.

The encoding formula for the parity block of the (k, l,
m, r) CSLRC is obtained as:

P a
z =

k∑
i=1

gi,k+zDi, 0 < a ≤ m,m < z ≤ q. (2)

P a
i,z =

(i−1)×e+f∑
i=(i−1)×e+1

gx,k+jD
b
x +

i×e∑
i=(i−1)×e+f+1

gy,k+jD
a
y ,

0 < i ≤ l, 0 < a, b ≤ m,

z = 1 + (a+ b− 2) mod m.

(3)

5 Decoding of CSLRC

When a node fails, (k, l, m, r) CSLRC cannot directly de-
termine whether it is repairable by the number of failed
blocks like (n, k) MDS codes. (k, l, m, r) CSLRC is re-
pairable in some cases where more than n-k nodes fail,
and in some cases it is not. Taking (10, 2, 3, 1) CSLRC
with 5 missing data blocks within the stripe as an ex-
ample, CSLRC can repair the failure situation shown in
Figure 3, but cannot repair the failure situation shown
in Figure 4. The shaded areas in Figures Figure 3 and
Figure 4 represent the failed data nodes.

Figure 3: Repairable situation when (10,2,3,1) CSLRC
fails 5 nodes

Figure 4: Unrepairable situation when (10,2,3,1) CSLRC
fails 5 nodes

For the repairable failure case shown in Figure 3, the
number of intra-group failed blocks of groups U1 and U2

does not exceed their intra-group fault tolerance, and
CSLRC can recover the failed blocks by intra-group de-
coding. In the failure case shown in Figure 3, the number
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of failed blocks in the group U1 exceeds its fault toler-
ance. It should be repaired by decoding at the global
level, however, the failure exceeds the fault tolerance of
(14, 10) MDS codes, so it cannot be repaired.

Algorithm 1 Decoding algorithm of CSLRC

Input: failure loc[]: Array of locations of failed blocks
in the stripe, read loc[]: Array of locations of blocks
to be read in the stripe, read buf []: Cache array of
data to be read.

Output: repair buf []: Cache array of repaired data.
1: Begin
2: Initialize failure loc[], read loc[], read buf [].
3: if failure loc[].length > 0 then
4: Update gps failureLoc[][]; //Update the location

of the failed blocks in each group.
5: for i = 0 to l do
6: gp failureNum=gps failureLoc[i].length;

//Get the number of failed blocks in the i-th
group.

7: if gp failureNum == 0 then
8: continue;
9: end if

10: if gp failureNum > 0 and gp failureNum <
m+1 then

11: cs groupDecode(); //Intra-group decoding of
combined stripe set.

12: Result stored in repair buf [];
13: Update failure loc[];
14: continue;
15: end if

//Global decoding of combined stripe set.
16: if gp failureNum > m and cs globalDecode()

== TRUE then
17: Result stored in repair buf [];
18: Update failure loc[];
19: continue;
20: end if
21: break;
22: end for
23: end if
24: if failure loc[].length == 0 then
25: return TRUE;
26: end if
27: if i == l and cs globalDecode() == TRUE then
28: Result stored in repair buf [];
29: return TRUE;
30: end if
31: return FALSE;
32: End

There are different failure modes for node failure, for
different failure modes this paper proposes a CSLRC de-
coding algorithm based on greedy strategy. The CSLRC
decoding algorithm is mainly divided into two parts (See
Algorithm 1: intra-group decoding of combined-stripe set
and global decoding of combined-stripe set, the details
are as follows:

1) Intra-group decoding of combined-stripe set. For
each group in S={Sa|a=1,2,...,m}, assume that
the number of intra-group failed blocks in group
Ua
i (0 < i ≤ l) is F. When F≤m, i.e., the num-

ber of intra-group failed blocks is not more than
the number of intra-group local parity blocks, it
is judged to be repairable intra-group. If all the
F failed blocks in the strip Sa are front segment
data blocks, they are repaired by the calculation
of the set of parity equations corresponding to
{P a

i,z|0<b≤F ,z=1+(b+a-2)modm} and if they are all
back segment data blocks, they are repaired by the
calculation of the set of parity equations correspond-
ing to {P b

i,z|0<a≤F ,z=1+(a+b-2)modm}, and the
above decoding process is repeated until all the failed
blocks in S are repaired. For all other cases, the
F×m failed blocks in S are repaired by the calcula-
tion of the set of parity equations corresponding to
{P a

i,z|0<z≤F ,0<a≤m}.

2) Global decoding of combined-stripe set. Given
i(0<a≤l), if all intra-group local parity blocks Pi,z

in the stripe are available, the corresponding global
parity block Pz is marked as available. At the
global level, the judgment is repairable if the num-
ber of failed blocks is not greater than the num-
ber of global parity blocks, i.e., F≤m+r. Then the
F×m failed blocks in S are recovered by calculat-
ing the corresponding set of parity equations from
{P a

z |0<z≤F ,0<a≤m}, where P a
z denotes the global

parity block in the stripe Sa.

Figure 5: Decoding of single-node failure for (10,2,3,1)
CSLRC

Next, the decoding process of (10,2,3,1) CSLRC is
demonstrated by taking the failure of a single node as
an example, as shown in Figure 5, where the shaded part
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Table 1: Comparison of the performance of various erasure codes

Metrics (n,k)RS code (k,l,r)LRC (n,k)Basic-Pyramid (k,l,m,r)CSLRC

Average Repair Cost k
k2/l+(r+1)k

k+l+r
k2/l+(r+m)k

k+ml+r
k2/l+(2/m−2)lhf+(m+r)k

k+ml+r

Minimal repair cost k
k
l

k
l

k+(m−1)lf
ml

Storage Overhead n
k

k+l+r
k

n
k

k+ml+r
k

Fault Tolerance n-k r+1 m+r m+r

Maximal Fault Tolerance n-k r+l ml+r ml+r

indicates the failed node D1 and the failed data blocks
in it. The (10,2,3,1) CSLRC is decoded in terms of the
combined-stripe set S={S1,S2,S3}, and the failed block is
the data block in the front segment of group Uy

i (0<y≤3).
The corresponding set of parity equations is constructed
as:

E1 =


g1,13D

1
1 +

∑3
a=2 ga,13D

1
a +

∑6
b=4 gb,13D

1
b = P 1

1,1

g1,14D
2
1 +

∑3
a=2 ga,14D

2
a +

∑6
b=4 gb,14D

1
b = P 1

1,2

g1,15D
3
1 +

∑3
a=2 ga,15D

3
a +

∑6
b=4 gb,15D

1
b = P 1

1,3

From the set of parity equations E1, repairing the failed
data block D1

1 in stripe S1 needs to read 5 coded blocks,
i.e., D1

2, D
1
3, D

1
4, D

1
5, P

1
1,1. And repairing the failed data

block D2
1 in stripe S2 and the failed data block D3

1 in
stripe S3 with repairing the data block D1

1 duplicates the
reading of data block D1

3, D
1
4, D

1
5. And the duplicated

data blocks need to be read only once, so repairing the
failed data blocks D2

1 and D3
1 only need to read the 4

coded blocks D2
2, P

1
1,2, D

3
2, P

1
1,3 again. Compared with the

(14, 10) MDS code which needs to read 30 blocks to repair
the failed data block D1 in 3 strips, CSLRC only needs
to read 9 blocks, which reduces the repair cost by 70%.

6 Theoretical Analysis

In this paper, we summarize the performance character-
istics of CSLRC by quantitatively comparing it with RS
codes [3], LRC [6], and Basic-Pyramid codes [5], based
on the requirements of distributed storage systems on the
three aspects of the erasure codes: fault tolerance, stor-
age overhead, and repair cost. The performance metrics
of these erasure codes are listed in Table 1. Where ARC
represents the average repair cost of erasure codes, which
is defined as the average number of blocks required to
repair a single failed block under the assumption that all
nodes or disks have the same probability of being repaired
due to failure. In addition, MRC is defined as the mini-
mal repair cost (MRC) of repairing a data block, i.e., the
minimum number of blocks that need to be read to repair
a data block.

From Table 1, it can be seen that under the premise
of the same fault tolerance capability, CSLRC has the

maximum fault tolerance number and therefore has bet-
ter fault tolerance performance. In addition, CSLRC has
all the advantages of Basic-Pyramid codes and has the
lowest repair cost compared to RS codes, LRC, and Basic-
Pyramid codes, thus it has better reliability and repair
performance. In this paper, we verify the reliability and
repair performance of CSLRC by analyzing the repair cost
and storage overhead comparison of RS code, LRC, Basic-
Pyramid codes and CSLRC under 4 different parameters,
namely, fault tolerance t, number of data blocks k, num-
ber of groups l, and number of intra-group parity blocks
m. The results of the comparison are shown in Figure 6.

Theoretically, CSLRC has the lowest ARC with differ-
ent fault tolerance, while the storage overhead increases
by a maximum of only 4.5%, as shown in Figure 6(a)
and Figure 6(b). The ARCs of CSLRC, LRC, and Basic-
Pyramid codes gradually increase with the increase of
fault tolerance, while RS codes remain unchanged. Fig-
ure 6(d) shows that increasing the number of data blocks
decreases the storage overhead of each erasure code. The
maximum storage overhead increased by CSLRC com-
pared to RS codes, LRC, and Basic-Pyramid codes de-
creases from 7.98% to 2.59%. The relative ARC then in-
creases, where the ARC growth rate of CSLRC is smaller
and remains lowest, as shown in Figure 6(c). Figure 6(e)
and Figure 6(f) shows that CSLRC has the optimal re-
pair performance given different numbers of groups, ex-
cept for RS code. Increasing the number of groups can
significantly reduce the ARC of each erasure code. How-
ever, it is at the cost of increasing more storage overhead,
and the trend of decreasing the ARC of each erasure code
decreases. Therefore, we cannot just increase the number
of groups to reduce the cost of erasure code repair. As
can be seen from Figure 6(g) and Figure 6(h), CSLRC
with different numbers of intra-group parity blocks still
has the lowest ARC, while the storage overhead increases
by 11.1% at most. Increasing the number of intra-group
parity blocks can effectively reduce the ARC of CSLRC.

In summary, given the same fault tolerance, CSLRC
with different numbers of data blocks, numbers of groups,
and numbers of parity blocks has the best repair perfor-
mance and keeps lower storage overhead when compared
to RS codes, LRC codes, and Basic-Pyramid codes. While



International Journal of Network Security, Vol.26, No.2, PP.206-216, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).06) 212

maintaining high fault tolerance performance, CSLRC
can flexibly configure each coding parameter to better bal-
ance storage overhead and repair cost. Therefore, CSLRC
can better meet the reliability requirements of distributed
storage systems.
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Figure 6: Comparison of repair cost and storage overhead
of various erasure codes

7 Experiment and Discussion

The author conducted experiments on the erasure code
test platform based on the distributed storage system
Ceph in this section. The repair performance of CSLRC
in the distributed storage system was evaluated by testing
CSLRC in many aspects and comparing and analyzing it
with common erasure codes.

7.1 Experimental Environment and Pa-
rameters

The erasure code test platform used in the experiment
uses Ceph v13.2.3 to build a distributed storage system,
and the test platform contains 25 nodes. Except for one
client and three monitor nodes, the remaining nodes are
used as OSD (Object Storage Device) storage nodes. The
architecture of erasure code test platform is shown in Fig-
ure 7. The platform implements RS code [3], LRC [6],
Basic-Pyramid code [5], UFP-LRC [4], DLRC [12], and
CSLRC through Java SE 8 and integrates them as plug-
ins in the platform system. Each node was configured
with an Intel Core i7 processor, 8 GB of RAM, and 500
GB of disk, and a CentOS 7 system and JDK1.8.0 301
were installed for all nodes.

Figure 7: Overview of erasure code test platform archi-
tecture

Experimental comparison of (10, 2, 3, 1) CSLRC, (14,
10) RS code, (16, 10) Basic-Pyramid code, (10, 2, 3) LRC,
(4+6, 2, 3) UFP-LRC and (10, 2, 6, 4) DLRC with fault
tolerance equal to 4. The coding parameters of each era-
sure code are shown in Table 2, where l denotes the num-
ber of groups, m denotes the number of intra-group parity
blocks, and r denotes the number of global parity blocks.
The number of data blocks in the 2 groups of (4+6, 2, 3)
UFP-LRC is not balanced, the 1st group contains 4 data
blocks and the 2nd group contains 6 data blocks. (10, 2,
6, 4) DLRC initially divides the original data blocks into
two groups, puts a global parity block at the end of each
initial group, and then divides these 12 coded blocks into
4 groups overlapping each other, each group containing 6
coded blocks.
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Table 2: The values of various encoding parameters for
the erasure code used in the test

Coding scheme l m r

(10, 2, 3)LRC 2 1 3

(16, 10)Basic-Pyramid 2 2 2

(4+6, 2, 3)UFP-LRC 2 1 3

(10, 2, 6, 4)DLRC 4 1 2

(10, 2, 3, 1)CSLRC 2 3 1

7.2 Experimental Comparison Index

The experiment will use the repair rate, repair cost, re-
pair time, and storage utilization as comparison indices.
The repair rate is one of the most important indicators
to measure the performance of erasure codes. The repair
rate at different numbers of failed nodes comprehensively
reflects the fault tolerance performance of erasure codes.
Repair cost is the amount of data read during the repair
process, and it reflects the occupation of network band-
width and disk I/O resources by the repair operation of
erasure codes. Repair time measures the real-time capa-
bility of erasure codes repairing failed data, and the speed
of the repair process will affect the access performance of
the system. Storage utilization is the ratio of the original
data volume to the volume of all coded data stored, and
it reflects the occupation of storage resources by erasure
codes. Based on these comparison indices and according
to two cases of single-node repair and multi-node repair,
we will conduct our experiment.

7.3 Result and Discussion

7.3.1 Repair Rate

The repair rate comparison experiment is designed to ran-
domly generate x failed nodes multiple times and record
the repair rate when each erasure code fails x nodes. The
repair rate comparison of each erasure code is given in
Figure 8.

All erasure codes can completely repair the failed data
when the number of failed nodes does not exceed 4. When
the number of failed nodes reaches 5, the data of (14, 10)
RS code is lost. When the number of failed nodes reaches
6, the data of (10, 2, 3) LRC is lost. When the number of
failed nodes reaches 7, the data of (10, 2, 6, 4) DLRC is
lost. Only the data of (10, 2, 3, 1) CSLRC tolerates 7 node
failures at higher probability. CSLRC consumes almost
the same amount of storage space compared to Basic-
Pyramid codes and DLRC but has better fault tolerance
performance than both. Taken together, given the same
fault tolerance, (10, 2, 3, 1) CSLRC tolerates more node
failures than (14, 10) RS code, (16, 10) Basic-Pyramid
code, (10, 2, 3) LRC, (4+6, 2, 3) UFP-LRC and (10, 2,
6, 4) DLRC and has higher fault-tolerant performance.
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Figure 8: Comparison of repair rate

7.3.2 Single-node Repair Performance

Upload test files with sizes ranging from 15MB to 120MB
in increasing order to the erasure codes test platform.
The default block size is 64KB. A single failed node is
randomly generated to simulate a single node failure in
the storage system, and the erasure codes test platform
records the amount of data read and the repair time when
each erasure codes repairs a single failed node.
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Figure 9: Comparison of average repair cost of various
erasure codes with single-node failure

Figure 9 shows the comparison of the average repair
cost of each erasure code at single node failure. As can be
seen from Figure 9, the repair cost of (10, 2, 3, 1)CSLRC
is reduced by about 56.9% compared to (16, 10)RS code,
about 23.4% compared to (16, 10)Basic-Pyramid, about
29.3% compared to (10, 2, 3)LRC, about 31.9% compared
to (4+6, 2, 3)UFP-LRC, and about 28.2% compared to
(10, 2, 6, 4)DLRC, when a single node fails. CSLRC uses
intra-group decoding of combined-stripe set, which can
effectively reduce the repair cost of a single failed data
node.
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Figure 10: Comparison of average repair time of various
erasure codes with single-node failure

Figure 10 shows the comparison of the average repair
time of each erasure code at single node failure. From
Figure 10, it can be seen that the repair time of (10, 2,
3, 1) CSLRC is shortened by about 57.6% compared to
(14, 10) RS code, about 24.3% compared to (16, 10) Basic-
Pyramid, about 30.9% compared to (10, 2, 3) LRC, about
32.8% compared to (4+6, 2, 3) UFP-LRC, and about
29.4% compared to (10, 2, 6, 4) DLRC, when a single
node fails. CSLRC is decoded in units of combined-stripe
sets, which can further reduce the repair time for single
node failures.

From the experimental comparison results, it can be
concluded that CSLRC has lower repair cost, saves more
network bandwidth and disk I/O resources, has shorter
repair duration, avoids high repair latency, and effectively
improves data availability and storage system reliability
compared to other erasure codes in case of single node
failure.

7.3.3 Multi-node Repair Performance

The experiment is designed to simulate the case of mul-
tiple node failures in a storage system by randomly gen-
erating x failed nodes with x increasing in order. The
amount of data read and the repair time when x failed
nodes are repaired by each erasure code is recorded ac-
cording to the erasure code test platform. The test file
size is 60MB and the block size is 64KB by default. The
maximum number of failed nodes in the experimental de-
sign is 4. In this section, multi-node failure refers to the
failure of 2 4 nodes.

Figure 11 represents the comparison of the average re-
pair cost of each erasure code at multi-node failure. From
Figure 11, it is observed that the repair cost of (10, 2,
3, 1) CSLRC is decreased by 8.6%-38.9% compared to
(14, 10) RS code, by 8.6%-26.7% compared to (16, 10)
Basic-Pyramid, by 8.6%-38.9% compared to (10, 2, 3)
LRC, by 8.6%-38.9% compared to (4+6, 2, 3) UFP-LRC,
by 16.9%-35.7% compared to (10, 2, 6, 4) DLRC. LRC

and UFP-LRC can only be repaired by repairing at the
global level when multiple nodes fail within a group, and
thus have a higher repair cost. CSLRC prioritizes the use
of intra-group decoding in the complex stripe set when
the number of failed blocks within a group does not ex-
ceed the fault-tolerance capacity, which ensures that the
amount of data to be read for repairing a failed block
in the combined-stripe set is minimized, and thus has a
lower repair cost.
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Figure 11: Comparison of average repair cost of various
erasure codes with multi-node failure
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Figure 12: Comparison of average repair time of various
erasure codes with multi-node failure

The average repair time comparison of each erasure
code in case of multi-node failure is shown in Figure 12.
According to Figure 12, the repair time of (10, 2, 3, 1)
CSLRC is shortened by 9.7%-38.3% compared to (14, 10)
RS code, by 9.8%-24.7% compared to (16, 10) Basic-
Pyramid, by 8.8%-38.4% compared to (10, 2, 3) LRC,
by 10.6%-37% compared to (4+6, 2, 3) UFP-LRC, by
17.6%-34.2% compared to (10, 2, 6, 4) DLRC. CSLRC
prioritizes the use of intra-group decoding of combined-
stripe set, which makes it possible to read and transmit
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less data when repairing the failed data, effectively short-
ening the repair time.

The experimental results indicate that CSLRC also has
better repair performance in the case of multi-node fail-
ure, with the increase of the number of failed nodes, the
repair cost of each erasure code is gradually increasing,
and the low repair cost advantage of CSLRC in the single-
node repair is gradually weakened, but compared with
other corrective censoring codes, it still has a lower repair
cost, and the corresponding repair time is also shorter.

7.3.4 Storage Utilization

The storage utilization comparison experiment is designed
to upload the test file of size 60MB to the erasure codes
test platform, and record the actual storage space occu-
pied by the coded file stored by each erasure codes, and fi-
nally calculate the storage utilization of each erasure code
according to the result data, and the comparison results
are shown in Figure 13. It is clear from Figure 13 that
the storage efficiency of (10, 2, 3, 1) CSLRC is reduced
by about 17.7% compared to (14, 10) RS code, about
11.8% compared to (10, 2, 3) LRC and (4+6, 2, 3) UFP-
LRC, about 5.9% compared to (19, 12) Basic-Pyramid
and (10, 2, 6, 4) DLRC. Although the storage utilization
of CSLRC is reduced compared to other erasure codes, it
is still within an acceptable range compared to its reduced
repair cost and repair time.
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Figure 13: Comparison of storage utilization

8 Conclusions

This paper proposes CSLRC to address the problem of
erasure codes needing to read and transmit a large amount
of data when repairing. CSLRC groups the strips, con-
stitutes multiple strips into a combined-stripe set, and
generates local parity blocks for redundancy protection
by employing combined-stripe coding for each group in
the stripe set. This provides better repair performance
in case of node failure. The experimental results demon-
strate that compared with RS code, Basic-Pyramid code,

LRC, UFP-LRC, and DLRC, CSLRC decreases the single-
node repair cost by 23.4% to 56.9% and the repair time
by 24.3% to 57.6%. It also decreases the multi-node re-
pair cost by 8.6% to 38.9% and the repair time by 8.8% to
38.4%. In addition, CSLRC has high fault tolerance per-
formance and can flexibly configure each encoding param-
eter to better balance storage overhead and repair cost.
Therefore, CSLRC has more advantages in meeting the
data reliability requirements of distributed storage sys-
tems.
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Abstract

In the process of operation, enterprise control system net-
works face complex network attacks and require enhanced
protection. This study investigated the method of net-
work security situational awareness (NSSA) for enterprise
control systems. XGBoost was used to implement situa-
tional assessment, and an improved bat algorithm (IBA)
was designed to optimize the parameters of XGBoost to
obtain the IBA-XGBoost situational assessment method.
Bidirectional long short-term memory (BiLSTM) was ap-
plied for situational prediction, and an IBA was also used
to optimize parameters to achieve the IBA-BiLSTM sit-
uational prediction method. Tests were conducted using
the NSL-KDD dataset. It was observed that the IBA-
XGBoost method outperformed other machine learning
methods, such as the KNN algorithm, in situational as-
sessment. The obtained situation values closely aligned
with actual values, demonstrating root-mean-square er-
ror (RMSE) and mean absolute error (MAE) values as
low as 0.051 and 0.016, respectively. Additionally, IBA-
BiLSTM outperformed the other algorithms in situation
prediction, achieving an RMSE of 0.028 and an MAE of
0.021. These results validate the effectiveness of the pro-
posed situation evaluation and prediction methods, show-
casing their applicability in real-world enterprise control
systems.

Keywords: Enterprise Control Network; Machine Learn-
ing; Network Security Situational Awareness; XGBoost

1 Introduction

The enterprise control system enables the automated con-
trol of various equipment and software involved in the
production processes of enterprises, widely utilized in in-
dustries such as aviation and electric energy. With the
continuous advancement of intelligent technology, an in-
creasing number of sensors and devices are integrated into

enterprise control systems, making the system network
more susceptible to threats such as viruses and hackers.
Traditional protection methods for enterprise control sys-
tem networks include firewalls [11], intrusion detection [1],
etc. However, faced with the growing complexity and fre-
quency of external attacks, these conventional approaches
struggle to comprehensively control the system’s security
status.

In contrast to traditional methods, network security
situational awareness (NSSA) [9] technology can extract
effective features from vast amounts of data, providing a
timely and effective reflection of the system’s security sta-
tus. This enhances the network defense capability of en-
terprise control systems. Machine learning methods find
extensive applications in NSSA [21]. Yao et al. [20] de-
signed a framework that combines multivariate hetero-
geneous data based on the attack behavior model and
proved its feasibility through experiments. He et al. [8]
designed a situation prediction method using the dual-
feedback Elman model and found through experiments
that only four samples did not match the actual out-
comes. Pavol et al. [12] compared statistical and neu-
ral network models in NSSA, concluding that the neural
network method was more accurate than the traditional
statistical model.

Tao et al. [16] reduced data dimensions through a
stacked auto-coding network and used the output low-
dimensional data as the input for a back-propagation neu-
ral network (BPNN) to assess situation. To further en-
hance NSSA effectiveness, this paper introduces a situa-
tion assessment and prediction method based on machine
learning. Experiments were conducted on the designed
method to evaluate its performance in addressing NSSA
challenges. This work offers a novel security method for
enterprise control systems, contributing to the safe oper-
ation of network systems.
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2 Network Security Situation
Awareness Methods

2.1 XGBoost-Based Situational Assess-
ment Method

As industrialization and informationization continue to
integrate, the interconnection between the enterprise con-
trol system and the Internet deepens. This integration
aims to simultaneously enhance production efficiency and
elevate management standards within enterprises. How-
ever, a surge in security threats emanating from the net-
work also appears. Attacks on the control system network
of enterprises often have a direct impact on their produc-
tion and operational efficiency. In 2012, Saudi Arabia’s
National Petroleum Company experienced a cyberattack
that paralyzed its internal network. In 2014, a Norwegian
offshore oil platform fell victim to a network attack, re-
sulting in production interruptions. Additionally, in 2015,
the Ukrainian power system faced a large-scale cyberat-
tack, leading to a prolonged power outage [18]. As tech-
nology continues to advance, the network security threats
confronting enterprise control systems are becoming in-
creasingly complex and diverse. This evolution necessi-
tates heightened standards for network security protec-
tion.

NSSA can realize effective monitoring and analysis of
the enterprise control system network, enabling early de-
tection of potential attacks and reducing the extent of
damage. NSSA includes situation assessment and sit-
uation prediction. The first one pertains to evaluating
the present state of security, while the second one relates
to forecasting the forthcoming status of network security.
First of all, in terms of situation assessment, it is neces-
sary to quantify the security situation according to certain
indicators. This paper is based on the characteristics of
the enterprise control system network and quantifies the
security situation based on the attacks on the network.
The details are shown below.

1) Attack probability P: The percentage of attack data
out of the total amount of network data over a period
of time.

2) Impact degree of attack Y: According to the com-
mon vulnerability scoring system (CVSS) [6], the im-
pact on the network is categorized into three cate-
gories: confidentiality, integrity, and availability, and
the weights are taken as 0.3, 0.1, and 0.6 respectively.
The impact degree of the i-th kind of attack can be
written as:

Yi = round2[log2(
0.3× 2Ci + 0.1× 2Ii + 0.6× 2Ai

3
)],

where round2 means reserving two decimal places,
Ci, Ii, and Ai corresponds to the impact value of
confidentiality, integrity, and availability of the i-th
kind of attack. The impact value is set as 0/0.2/0.6

corresponding to no (N), low (L), and high (H) im-
pact.

Ultimately, the quantization yields a situation value of:

V =
P ×

∑n
i=1 Yi ×Ni

NA

where Ni stands for the number of the i-th kind of attack
and NA stands for the count of attacks on the network.

Referring to the National Internet Emergency Center,
the situation values are divided into four levels (Table 1).

Table 1: Classification of situation levels

Situation value Security level

0-0.2 Excellent
0.2-0.4 Good
0.4-0.75 Medium
0.75-0.9 Poor
0.9-0.1 Dangerous

For the classification of attacks on the network, this pa-
per chooses the XGBoost algorithm [10], a machine learn-
ing method, whose objective function can be written as:

obj =

n∑
i=1

l(yi, ŷi) +

K∑
k=1

Ω(fk),

where
∑

( i = 1)nl(yi, ŷi) is the error between the actual

and predicted values, and
∑K

k=1 Ω(fk) is the regularity
term, which is employed for managing the intricacy of
the model. Performing a Taylor second-order expansion
on the above equation, at the t-th iteration, the objective
function can be rewritten as:

obj(t) =

n∑
i=1

[gift(xi) +
1

2
hif

2
t (xi)] + Ω(ft),

where gi is the first-order derivative and hi is the second-
order derivative. After sorting, there is:

obj(t) = −1

2

T∑
j=1

(
G2

j

Hj + λ
) + γT,

where T is the count of leaf nodes, γ and λ are penalty
factors.

The formula for the iterative decision tree can be writ-
ten as: *** please add a formula. ***

where η is the learning rate of the iterative decision
tree, which is used to control the iteration speed (0-1,
0.1 by default). In addition, the values of maximum
depth of the tree and the number of weak classifiers, i.e.,
m and n, will also affect the accuracy of the algorithm
for the classification of cyber-attacks. In order to obtain
better performance, appropriate parameter adjustment is
needed [15]. Therefore, this paper uses an improved bat
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algorithm (IBA) to realize the optimization of η,m, and
n in the XGBoost algorithm.

The bat algorithm (BA) is a swarm intelligence algo-
rithm [7] and finds extensive usage in various optimiza-
tion problems [19]. Assume that a bat flies at position hi

with a velocity of vi, the frequency range of sound wave
is [fmin, fmax], the loudness range is [Amin, A0], and the
wavelength is λ, then the equation for updating the posi-
tion and velocity of the bat can be written as:

vti = vt−1
i + (xt−1

i − xg)fi

xt
i = xt−1

i + vti ,

where xg is the current global optimal position of the bat
and fi is the frequency of adjusting the bat’s velocity,
whose calculation formula is:

fi = fmin + β × (fmax − fmin),

where β is a random number obeying a normal distribu-
tion in [0,1]. The local search process for the bat can be
written as:

xnew = xold + αAt
avg

where xnew is the new solution, xold is the selected op-
timal old solution, α ∈ [−1, 1], and At

avg is the average
loudness of the bat’s sound waves at moment t. When a
bat finds a prey, it raises the frequency of the sound wave
and decreases the loudness of the sound wave to move
towards the prey. The process can be written as:

At+1
i = αAt

i,

rt+1
i = r0i [1− exp(−δt)],

where r0i is the initial pulse emissivity, α and δ are con-
stants.

In order to further improve the BA’s optimization
searching effect, the initialization of bat populations is
implemented based on Tent chaotic mapping [4], and the
process is as follows:

1) Initial value x0 is randomly generated within the
range of (0,1).

2) A sequence of Tent chaotic mappings is generated
based on the following equation:

xk+1 =

{
2xk + rand(un−k

n ), 0 ≤ xk ≤ 0.5
2(1− xk) + rand(un−k

n ), 0.5 < xk ≤ 1

where xk denotes the value after k times of Tent
chaotic mapping, n denotes the total number of cal-
culations to be performed, u stands for the distur-
bance coefficient, and rand denotes a random number
between 0 and 1.

3) The sequence is intercepted to obtain a number of nu-
merical sequences, which are the initialized bat pop-
ulation.

The specific procedure of the IBA-XGBoost algorithm-
based situation assessment method is as follows.

1) The parameters of the XGBoost algorithm are ini-
tialized, and bat individuals are encoded according
to the parameters that need to be optimized.

2) The bat population is initialized using Tent chaotic
mapping, and the optimal bat individual, i.e., the
optimal parameter of the XGBoost algorithm, is cal-
culated by IBA using the mean square error (MSE)
as the objective function.

3) The optimal parameters obtained are used to build
a situation assessment model, and a test set is input
for model evaluation.

2.2 Bidirectional Long Short-Term
Memory-Based Situation Predic-
tion

There is a certain temporal pattern in network attacks on
enterprise control systems. To address situation predic-
tion, this paper selects bidirectional long short-term mem-
ory (BiLSTM), renowned for its effectiveness in temporal
prediction, as the model. BiLSTM [14] addresses the limi-
tations of traditional unidirectional long short-term mem-
ory (LSTM), which can only capture information from
one direction. The BiLSTM architecture is depicted in
Figure 1.

LSTM obtains the output through the calculation of
three gates. Suppose the state of the hidden layer at the
previous moment is ht−1, the input at the current moment
is xt, then the output of the forgetting gate is ft:

ft = σ(Wf · [ht−1, xt] + bf ).

The input gate is used to update important information,
and its output is it:

it = σ(Wi · [ht−1, xt] + bi).

Cell state Ct at the current moment can be written as:

Ct = ft × Ct−1 + it × C̃t,

where C̃t is the interim cell state: C̃t = tanh(Wc ·
[ht−1, xt]+bc). Finally, the calculation formulas of output
gate ot and hidden layer state ht at the current moment
are:

ot = σ(Wo · [ht−1, xt] + bo),

ht = ot × tanh(Ct).

There are also parameters in BiLSTM that can affect the
effectiveness of the situation prediction, and IBA is also
used for optimization. The specific procedure of the IBA-
BiLSTM-based situation prediction approach based on is
presented below.
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Figure 1: BiLSTM structure

1) The structure of BiLSTM is initialized. The opti-
mization targets include the quantity of iterations,
the Dropout ratio, and the count of units in hidden
layers. Individual bats are encoded.

2) The parameters of BiLSTM are optimized using IBA.

3) The optimal parameters of BiLSTM are obtained to
establish a situation prediction model. The model is
utilized to generate prediction outcomes by inputting
the test set.

3 Experiments and Analysis

3.1 Experimental Setup

Experiments were performed on a computer system that
operated on Windows 10. This sytem was equipped with
an Intel(R)Core(TM) i7-5500U processor and had a mem-
ory capacity of 8 GB. Python 3.9 programming language
was used. The dataset used for the experiments was from
NSL-KDD [17]. Each sample contained 41-dimensional
features and one-dimensional labels, and the attacks are
distributed as presented in Table 2.

Table 2: Distribution of cyber-attacks in the NSL-KDD
dataset

KDD Train+ KDD Test+

Normal 67343 9711
DoS 45927 7458
Probe 11656 2421
U2R 52 200
R2L 995 2654
Total 125973 22544

The situation values obtained using the IBA-XGBoost
model were used as the data for the situation prediction,
and the inputs and outputs of the IBA-BiLSTM model
were determined using a sliding window with a value of
6. The situation values of the first five moments were

taken as the inputs, which were used to predict the sit-
uation values of the latter moments. The performance
of both the situation assessment and prediction methods
was evaluated using the following two indicators.

Assuming that the actual value is yi and the output
value of the model is ŷi.

1) Root-mean-square error (RMSE): A quantification of
the disparity between the observed value and the es-
timated value:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2;

2) Mean absolute error (MAE): The actual situation of
the error of the estimated value:

MAE =
1

n

n∑
i=1

|yi − ŷi|.

3.2 Results Analysis

Ten samples were randomly selected to compare the IBA-
XGBoost model with other machine learning methods:

1) K-nearest neighbor (KNN) [5];

2) Support vector machine (SVM) [3];

3) Decision tree (DT) [13].

The findings are presented in Table 3.
Table 3 reveals that the KNN method exhibited two

sample evaluation errors. Specifically, the evaluation re-
sult for sample 4 was medium, while the actual level
was poor. Similarly, the evaluation result for sample 7
was medium, while the actual level was poor. The SVM
method demonstrated two sample evaluation errors. Sam-
ple 4 received a medium evaluation, but it was poor actu-
ally; sample 8 was rated as poor, but its actual level was
dangerous. The DT method obtained a sample evaluation
error. Its assessment for sample 4 was medium, but it
was actually poor. Both the XGBoost and IBA-XGBoost
methods accurately evaluated all the ten samples, high-
lighting the superior performance of the XGBoost-based
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Table 3: Results of security situation assessment

KNN SVM DT XGBoost IBA-XGBoost Actual value

1 0.155/excellent 0.107/excellent 0.145/excellent 0.133/excellent 0.125/excellent 0.12/excellent
2 0.268/good 0.213/good 0.262/good 0.251/good 0.244/good 0.24/good
3 0.584/medium 0.589/medium 0.579/medium 0.546/medium 0.551/medium 0.55/medium
4 0.721/medium 0.732/medium 0.748/medium 0.761/poor 0.782/poor 0.77/poor
5 0.264/good 0.256/good 0.212/good 0.225/good 0.232/good 0.23/good
6 0.397/good 0.391/good 0.384/good 0.357/good 0.367/good 0.36/good
7 0.734/medium 0.752/poor 0.801/poor 0.771/poor 0.785/poor 0.78/poor
8 0.951/dangerous 0.889/poor 0.935/dangerous 0.927/dangerous 0.912/dangerous 0.91/dangerous
9 0.289/good 0.221/good 0.231/good 0.247/good 0.255/good 0.25/good
10 0.961/dangerous 0.959/dangerous 0.907/dangerous 0.945/dangerous 0.934/dangerous 0.93/dangerous

Note: Bolding indicates that the output situation level does not match the reality.

assessment method. To further understand the perfor-
mance of different assessment methods, RMSE and MAE
were compared, as depicted in Figure 2.

Figure 2: Comparative results of RMSE and MAE on the
situational assessment

Observing Figure 2, it becomes evident that the KNN
method exhibited the poorest performance in assessing
the cybersecurity situation of enterprise control systems,
with an RMSE and MAE of 0.197 and 0.087 respectively.
The SVM and DT methods had an RMSE value greater
than 0.1. In comparison, the RMSE and MAE of the
XGBoost method was 0.064 and 0.019, respectively, both
markedly lower than the values of the KNN, SVM, and
DT methods. Subsequently, after parameter optimization
by IBA, the RMSE of the IBA-XGBoost approach was
0.051, reflecting a 20.31% reduction compared to the XG-
Boost method, and the MAE was 0.016, demonstrating
a 15.79% reduction compared to the XGBoost method.
This result demonstrated the efficacy of IBA in enhanc-
ing the performance of the XGBoost method. Again with
ten samples, the IBA-XGBoost method was compared
with the following methods: LSTM, BiLSTM, BiLSTM
optimized by particle swarm algorithm (PSO) [2]: PSO-
BiLSTM, BA-BiLSTM, and IBA-BiLSTM. The compar-
ative results are presented in Figure 3.

In Figure 3, it is evident that the predicted values ob-

Figure 3: Security situation prediction results

tained by the LSTM method exhibited a large gap from
the real values, accompanied by considerable fluctuations,
notably in the prediction for sample 8 where the dispar-
ity was pronounced. Subsequently, the prediction results
of the BiLSTM and PSO-BiLSTM methods slightly out-
performed the LSTM method, yet there remained a dis-
cernible gap from the real values. In contrast, the pre-
dicted values of the BA-BiLSTM and IBA-BiLSTMmeth-
ods aligned closely with the real values, indicating their
superior prediction capabilities. The calculated RMSE
and MAE results were compared in Figure 4.

The findings illustrated in Figure 4 suggest that,
among the compared methods, the LSTM method ex-
hibited a poor performance in situation prediction. In
contrast, the BiLSTM method outperformed the LSTM
method with a lower RMSE of 0.107 and MAE of 0.061,
indicating that the BiLSTM approach was more adept at
capturing temporal information in situation values over
time, leading to superior results compared to the LSTM
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Figure 4: Comparative results of RMSE and MAE

method. The RMSE of the BA-BiLSTM method was
0.045, representing a 42.31% reduction compared to the
PSO-BiLSTM method, while the MAE was 0.031, signi-
fying a 13.89% reduction compared to the PSO-BiLSTM
method. This result demonstrated that, in comparison
to PSO, BA yielded superior parameter optimization ef-
fects for BiLSTM. Finally, the RMSE of the IBA-BiLSTM
approach was 0.028, demonstrating a 37.78% reduction
compared to the BA-BiLSTM approach, and its MAE was
0.021, indicating a 32.26% reduction compared to the BA-
BiLSTM approach. This result confirmed that the IBA
was more effective in enhancing prediction performance.

4 Conclusion

This paper studied the NSSA challenges faced by enter-
prise control systems based on machine learning. The
IBA-XGBoost method and the IBA-BiLSTM method
were designed for situation evaluation and prediction re-
spectively. Through experimentation on the NSL-KDD
dataset, it was observed that the two approaches exhib-
ited superior performance in both situation assessment
and prediction. They are effective in obtaining more ac-
curate situation values for determining security levels and
making reliable predictions for future situation values.
The two methods hold promising potential for practical
applications in real-world enterprise control systems.
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Abstract

The network covert timing channel utilizes inter-packet
delay to encode binary data to achieve information leak-
age and other purposes. In recent years, Covert Tim-
ing Channels (CTCs) have been demonstrated to be ap-
plicable across various protocols and networks, posing a
significant threat to network security. Simultaneously,
new CTCs have challenged the efficacy of CTC detec-
tion schemes. The recent ϵ-κlibur and ϵ-κlibur-O chan-
nels exhibit structural and characteristic similarities to
legitimate channels, rendering ML-based detection meth-
ods like GAS and Snap ineffective. In this paper, we
investigate an approach based on Gramian Angular Field
(GAF), Markov Transition Field (MTF), and Recurrence
Plot (RP) image processing. We further employ the
knowledge-distilled and compressed image classification
model MobileVit for detection. Our approach achieves a
detection rate 98.24% for seven different channels within
a sampling window of 64 IPDs. Experimental results
demonstrate our proposed scheme’s generality, sensitiv-
ity, and effectiveness.

Keywords: Covert Time Channel; Image Classification
Network; Knowledge Distillation; MobileViT

1 Introduction

The network covert timing channel (CTC) is a tech-
nique that achieves information hiding through the ma-
nipulation of inter-packet delays based on constructed
rules. In the past decade, numerous studies have uti-
lized various protocols to implement CTCs. For instance,
CTCs have been established through VoLTE traffic [46]
and the MQTT protocol in the Internet of Things [27].
Moreover, CTCs have been implemented in diverse sce-
narios and networks, such as Vehicle Ad-Hoc Networks
(VANETs) [38] and CAN bus communication in vehicu-
lar networks [12].

The characteristics of CTC make it have both positive

and negative effects. CTCs are concealed, private and
they possess low active drop rates. Malicious software
employs CTCs to obfuscate its presence, making it chal-
lenging to detect [25]. On the other hand, CTCs can serve
legitimate purposes, such as enabling reliable covert com-
munications within MTS systems [20] or evading censor-
ship [4]. They can also be applied in automotive control
networks to enhance robustness and ensure stable com-
munication [41].

Current detection methods for network covert timing
channels predominantly rely on statistical and deep learn-
ing approaches. Statistical solutions extract statistical
features, effectively detecting specific CTCs but lacking
generality and sensitivity, particularly with larger sam-
pling windows [17]. With hardware advancements, deep
learning-based CTC detection schemes have emerged,
demonstrating substantial effectiveness [10], although
cost reduction remains an ongoing concern. Recently, Se-
bastian et al. [47] proposed ϵ-κlibur and ϵ-κlibur-O chan-
nels, imitating the distribution structure of normal Inter-
Arrival Times (IATs and IPDs are the same) to under-
mine CTC detection performance. ML-based methods
like Snap and GAS fail to effectively detect these chan-
nels. While enhanced ϵ-similarity has been proposed to
improve ϵ-κlibur detection performance without signifi-
cantly compromising original CTC detection. But it lacks
generality, yielding AUC values between 0.80 and 0.88 for
TRCTC. Therefore, new CTC detection solutions must
simultaneously address both sensitivity and generality.

Inter-packet delay (IPD) represents univariate sequen-
tial data and CTC detection aims to classify it. This pa-
per proposes leveraging IPD characteristics by transform-
ing sequential data into images for classification. Inspired
by significant achievements in computer vision, Wang et
al. [43] introduced the encoding of time series data into
various image types, such as GAF and MTF. By con-
verting 12 standard datasets into combined GAF-MTF
images, they demonstrated that the tiled CNN-based im-
age classification model outperformed concurrent state-of-
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the-art methods. GAF retains time dependencies between
consecutive IPDs, MTF captures IPD probability tran-
sition patterns and Recursive Plot (RP) preserves non-
stationarity and inherent similarity of IPDs. In previous
work, our team applied GAF, MTF and RP image pro-
cessing techniques for CTC detection. The combination
of GAF-MTF-RP images yielded the best classification
results [15]. Our approach achieved effective detection
on publicly available and locally collected datasets, uti-
lizing the MobileVit network as the optimal model and
a sampling window of 64 IPDs. Building upon this prior
research, this paper conducts detection for ϵ-κlibur and ϵ-
κlibur-O. We also use knowledge distillation to compress
the MobileVit model. In summary, the key contributions
of this paper can be summarized as follows:

� We introduce detection methods for ϵ-κlibur and ϵ-
κlibur-O, leveraging GAF, MTF and RP to extract
feature matrices from sequential data IPD. These
three matrices are combined into a three-channel im-
age for classification.

� We employ knowledge distillation on the MobileVit
network. Compared to a teacher network, using three
teacher networks to train MobileVit network yields
the best results. Distilled models offer advantages in
terms of scale and speed, facilitating faster detection
and reduced deployment costs.

� We conduct a series of comparative experiments,
training the distilled network with optimal param-
eters, achieving the highest accuracy in classifying
seven different channels. Furthermore, our distilled
network outperforms popular distillation networks
like Deit [40] and FasterNet [8] for this specific clas-
sification task.

The remaining sections of this paper are organized as
follows: Section 2 discusses related work. In Section 3,
we provide a detailed presentation of the detection ap-
proach, including its conceptual framework and intricate
details. Section 4 outlines the configuration of our pro-
posed scheme, including parameter settings and presents
the results of our experimental analysis, which are subse-
quently showcased and analyzed. Finally, Section 5 con-
cludes our work, summarizing the key findings and con-
tributions.

2 Related Work

Research on the distribution patterns of normal traffic’s
inter-packet delay has shown that it does not adhere to
a normal distribution. Early studies proposed that IPD
follows distributions such as Pareto [31] and gamma dis-
tributions [29]. Recently Weibull distribution has been
considered for studying anomalous IPD for Intrusion De-
tection Systems (IDS) [35]. We use the traffic data from
GAS [17]. It has two datasets. Both datasets follow long-
tailed distributions, while Backbone traffic has larger de-
viation than Lab, indicating more disperse IPDs and more

fluctuant timing behavior [17]. It is sourced from CAIDA
and some similar datasets have demonstrated adherence
to the Weibull distribution such as MAWI, NUST [35].
Additionally, other laws like Benford’s Law [30] and Zipf’s
Law [39] have also been employed to model normal traffic
IPD characteristics. Some IDS systems construct mod-
els for binary classification based on the distribution pat-
terns of normal IPD, without studying the IPD of CTCs.
However, CTCs possess different IPD characteristics from
normal traffic, allowing them to easily bypass IDS. In
the aforementioned studies, variations in IPD distribu-
tion structure are observed due to different paths, periods
and environments of the collected datasets. This vari-
ation may lead to differing findings. Similar challenges
exist in current CTC detection research and CTC detec-
tion schemes which need to be validated across different
datasets. Therefore, for CTC research, we advocate for
the release of more publicly available datasets.

In recent literature on CTC classification research,
CTCs are mainly categorized into Fixed-IPD Channels,
Dynamic-IPD Channels, Combinatorial-IPD Channels
and Delayed-IPD Channels [17]. These are represented by
IPCTC [6], Jitterbug [34], LNCTC [33] and TRCTC [5],
respectively, which are commonly studied as the primary
detection targets.

2.1 Channel Classification

This paper primarily investigates and introduces six types
of covert timing channels, including four typical CTCs
and two recent CTCs.

2.1.1 IPCTC

Cabuk et al. [6] proposed IP Covert Timing Channel
(IPCTC), where the sender and the receiver select pa-
rameter ω as the time interval for sending packets. For
sending a bit 1, the sender sends a packet within ω time.
For sending a bit 0, the sender remains silent for ω time.

2.1.2 Jitterbug

Shah et al. [34] proposed the passive CTC JitterBug. The
sender and the receiver choose parameter ω. For sending
a bit 1, the sender increases the time interval to a multiple
of ω. For sending a bit 0, the sender increases the delay
to a multiple of ω/2, while avoiding multiples of ω.

2.1.3 LNCTC

Sellke et al. [33] proposed the LNCTC, using parameters
L-bit and N consecutive IPDs. L-bits are embedded into
N consecutive IPDs. The consecutive IPDs are of the set
T . T =

{
D, D + 20 ∗ d, · · · , D + 2L ∗ d

}
. The sender

and the receiver negotiate to determine the value of D
and d.
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2.1.4 TRCTC

Cabuk et al. [5] proposed a time-replay covert timing
channel (TRCTC), which uses a legal traffic IPD set S.
S is divided into two equal parts, S0 and S1. When the
sender needs to send a bit 0, an IPD is randomly selected
from S0 to introduce a delay before sending bit 0. Simi-
larly, when sending a bit 1, an IPD is selected from S1.

2.1.5 ϵ-κlibur

Sebastian et al. [47] proposed ϵ-κlibur, modifying delays
without compromising transmission bandwidth or relia-
bility. Given an IPD list D, D = {d1, d2, · · · , di} , mod-

ified delays are obtained as D =
{
d

′

1, d
′

2, · · · , d
′

i

}
. A

threshold t is set. If di ≤ t and di > t, or di > t and
d

′

i ≤ t. The count of errors increases. The impact score
I = E/D, where smaller I is acceptable. Modifications
are applied according to certain rules, with τ and 2τ as
examples for CTC IPD lists. If di is not greater than t, d

′

i

is drawn from a normal distribution N (0, (threshold/7))
and takes positive values. If d

′

i at this point exceeds t, d
′

i

is set to t. If the original di is greater than t, d
′

i is drawn
from (1.5τ, 2.4τ) with a step size of 0.001. The author
maintains I at 0.

2.1.6 ϵ-κlibur-O

Building upon ϵ-κlibur, an additional outlier value of 10τ
is introduced to extend the distribution of time. This step
makes the IPD distribution of ϵ-κlibur-O more similar to
that of normal channels, as real-world conditions often
involve fluctuations, causing delays to occasionally stand
out.

Senders and receivers agree upon parameter modifi-
cations that still allow distinguishing between sending 1
and 0 using a threshold t. However, detection schemes
are unaware of t and the IPD distribution of ϵ-κlibur and
ϵ-κlibur-O closely resembles that of normal channels. As
a result, detection performance is reduced.

2.2 CTC Detection Scheme Classification

CTC detection methods vary based on their distinctive
features. This paper categorizes them as five parts.

2.2.1 Regularity, ϵ-similarity and Entropy-based
Detection

ϵ-similarity [6] detection and compressibility [7] were pro-
posed very early for CTC detection. Wendzel et al. [44]
used compressibility score, ϵ-similarity and regularity for
changing countermeasures in CTC detection. Gianvec-
chio et al. [11] proposed entropy-based CTC detection
and Conditional Entropy Estimation (CEE) for detection.
These are classical detection methods, they are often ef-
fective for one or two channels and require a large detec-
tion window.

2.2.2 Non-parametric Detection Methods

Mou et al. [28] proposed a sliding serial port detection
scheme based on wavelet transform and Support Vec-
tor Machines (SVM). Liu et al. [21] proposed a detec-
tion approach utilizing Discrete Wavelet Multi-Resolution
Transformation (DWMT). Rezaei et al. [32] detected
CTCs by three non-parametric statistical tests, Spear-
man Rho, Wilcoxon Signed-Rank and Mann-Whitney-
Wilcoxon rank sum test.

2.2.3 Machine Learning Based Detection Meth-
ods

Shrestha et al. [36] proposed a SVM classifier training
fingerprinting CTC flows for detection. iglesias et al. [16]
utilized decision trees to classify traffic. Li et al. [18] col-
lected eight statistical features of IPD as communication
fingerprints for classification by a Random Forest classi-
fier.

Darwish et al. [9] proposed a deep learning-based hi-
erarchical statistical classification detection method for
CTCs. Han et al. [9] utilized K-Nearest Neighbors (KNN)
for classification based on various statistical indicators.
Al-Eidi et al. [2] proposed a hybrid model of CNN and
LSTM for CTC detection using IPD sequential data. li
et al. [19] proposed similar model using CNN and Trans-
former architectures for detection .

2.2.4 Image Processing and Sequential Data
Processing-based Detection

Snap is the first CTC solution using image processing [1].
Wu et al. [45] proposed an approach based on sequen-
tial data, firstly transforming it into symbol time series,
computing State Transition Probability Matrices (STPM)
and finally classifying based on similarity scores. Sun et
al. [37] proposed a detection approach for CTCs using
GAF images and GAN network(CD-ACGAN). Based on
Snap, Al-Eidi et al. [3] proposed a CNN image classifica-
tion model for detection.

2.2.5 Other Detection Methods

Lu et al. [24] proposed a multi-dimensional feature de-
tection analyzed from the perspectives of shape, change
pattern and data statistics. Wang et al. [42] proposed a
detection scheme for CTCs based on perceptual hashing.

2.3 Image Classification Networks

Image classification has been an active research trend
worldwide, greatly facilitated by the emergence of arti-
ficial intelligence. The introduction of deep learning algo-
rithms has brought various innovations in image classifi-
cation. Each year witnesses the emergence of important
networks for image classification. Notable examples in-
clude ResNet [13], Swin Transformer [22], Convnext [23]
and MobileVit [26] etc.
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Figure 1: The proposed scheme

2.4 Knowledge Distillation

Knowledge distillation was proposed by Geoffrey Hin-
ton [14], compresses knowledge learned by multiple mod-
els into a single model that is easier to deploy. Currently,
knowledge distillation has been applied to lightweight net-
works like Deit and FasterNet in image classification.

3 Approach

This section provides a detailed description of our de-
tection scheme. First, we extract three matrices of IPD,
GAF, MTF and RP. These matrices are subsequently nor-
malized and mapped to pixels, forming a three-channel
image. Let the sequential data of IPD be represented by
X = {x1, x2 · · ·xn}, with a length of N . The proposed
scheme is depicted as Figure 1.

3.0.1 GAF

Mapping X to the range[−1, 1]:

∼
pi =

(xi −max(X) + xi −min(X))

max(X)−min(X)

Encoding values as cosine angles and time stamps as radii,
thus representing Cartesian coordinates in polar form:{

∅i = arccos
(

∼
pi

)
,−1 ≤ ∼

pi ≤ 1

ri =
i
N , 1 ≤ i ≤ N

The GAF matrix is represented by the sum of triangles
between each pair of points, preserving their correlation:

G =


cos (∅1 +∅1) cos (∅1 +∅2) · · · cos (∅1 +∅n)
cos (∅2 +∅1) cos (∅2 +∅2) · · · cos (∅2 +∅1)

· · · · · · · · · · · ·
cos (∅n +∅1) cos (∅n +∅2) · · · cos (∅n +∅n)



3.0.2 MTF

Dividing X into Q quantile units, represented by quantiles
q (i, j ∈ {1, 2, . . . , Q}), each xi corresponding to a qi value in
the one-dimensional data sequence. Each xi+1 corresponding
to a qj . Wij is used to denote the probability that qi followed
by qj :

Wij = P (xt ∈ qi|xt+1 ∈ qj) , 1 ≤ t ≤ N − 1

The Markov transition matrix is constructed by these proba-
bilities:

M =


Wij |x1 ∈ qi, x1 ∈ qj · · · Wij |x1 ∈ qi, xn ∈ qj
Wij |x2 ∈ qi, x1 ∈ qj · · · Wij |x2 ∈ qi, xn ∈ qj

· · · · · · · · ·
Wij |xn ∈ qi, x1 ∈ qj · · · Wij |xn ∈ qi, xn ∈ qj


3.0.3 RP

Reconstructing the one-dimensional time series into an m-
dimensional phase space. For a time series X, its sampling
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Figure 2: Knowledge distillation process

Figure 3: Our modified MobileViT structure

time interval is determined as ∆t, along with embedding di-
mension m and delay time τ , to reconstruct X. The recon-
structed dynamic system is defined as:

Xi =
[
xi, xi+τ , ..., xi+(m−1)τ

]
, i = 1, 2, 3, ..., n− (m− 1) τ

Calculating the distance Sij between xi and xj in the recon-
structed phase space:

Sij = ∥xi − xj∥ , j = 1, 2, 3, ..., n− (m− 1) τ

∥•∥ represents the norm. Computing the recursive value:

R (i, j) = Θ (ε− Sij)

ε is the threshold. Θ(•) is the Heaviside function. Θ (x ≥ 0) =
1,Θ(x < 0) = 0, RP is composed of these recursive values.

3.0.4 Knowledge Distillation

For the GAF-MTF-RP images transformed from IPD, mul-
tiple models with different weights were trained, including
ResNet, Swin-Transformer and ConvNeXt, which generally
outperformed lightweight models [15]. However, these heavy-
weight models showed drawbacks in terms of model size, train-
ing time and detection time. In this study, ResNet, Swin-
Transformer and ConvNeXt were selected as teacher networks,
with MobileVit chosen as the lightweight student network.
The experiments employed ResNet50, the tiny version of Swin-
Transformer and the small version of ConvNeXt, all following
the original paper’s structures. Figure 2 shows the knowledge
distillation flow chart.

During the experimental process, our student network, Mo-
bileVit, was tailored to accommodate 64-pixel images. While
ensuring accuracy, we aimed to minimize the number of layers
and parameters to meet scalability and speed requirements.
Our optimized student network, MobileVit, differs from the
xx-small (xxs) model of MobileVit by transitioning from a
5-layer architecture to a 3-layer architecture, resulting in a
significant reduction in parameter count. Our modified Mo-
bileViT structure is shown in Figure 3. In the 3rd layer, a
transformer block is present, with a total of 4 heads in the
multi-head self-attention mechanism. The sequence length of
intermediate tokens within the Feed-Forward Network (FFN)
is set to 128.

After passing through the teacher networks and undergoing
softmax, the resulting probability distribution had significant
disparities, contributing minimally to the loss function. The
concept of ”temperature” was introduced to smooth the Log-
its. The smoothing formula is as follows:

qi =
exp (zi/T )∑
j exp (zj/T )

zi represents the value of the i-th Logit, T is the distillation
temperature and qi is the probability value. Furthermore, the
distillation loss is computed and then backpropagation opti-
mizes the student neural network. The distillation loss formula
is as follows:

Ldis = LKL

(
qteacheri , qstudent

i

)
LKL() is the KL divergence, qteacheri is the smoothed value

of the i-th teacher network and qteacheri the smoothed value of
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Figure 4: Statistical images of seven channels

the i-th student network. For combining multiple teacher net-
works, a set of weights wk is introduced, calculated as follows:

wk = softmax (vk) =
exp vk∑nt
k=1 exp vk

,

nt∑
k=1

wk = 1, wk ∈ [0, 1]

where nt represents the number of teacher networks, which is
three. The outputs obtained from each teacher network after
processing the input data are weighted accordingly:

zi = x1

⊗
w1 + x2

⊗
w2 + · · ·+ xnt

⊗
wnt

4 Evaluation and Results

4.1 Dataset and Environment

The dataset used in this study is obtained from the GAS
method’s publicly available dataset [15]. We use the dataset
from WAN. Its IPD is more dispersed, more fluctuating and
more difficult to detect than the traffic generated by the exper-
iment. The Python version is 3.9, the Torch version is 1.11.0
and the GPU used is the NVIDIA GeForce RTX 3080. The
learning rates for ResNet, Swin-T, ConvNeXt and MobileVit
are set to 0.0001. The batch size is 64 and the number of
epochs is 100.

4.2 Evaluation Metrics

We use the following four metrics to measure the performance
of our classification models, TP (True Positive) represents im-
ages that are correctly predicted as a CTC by MobileVit. TN
(True Negative) represents images that are correctly predicted
as legitimate traffic by MobileVit. FP (False Positive) rep-
resents images that are incorrectly predicted as a CTC. FN
(False Negative) represents images that are incorrectly pre-
dicted as legitimate traffic. These metrics were used to calcu-
late the performance indicators of the models:

Accuracy = (TP + TN) / (TP + TN + FP + FN)

Precision = TP/ (TP + FP )

Recall = TP/ (TP + FN)

F1− Score = 2× Precision ×Recall/ (Precision +Recall)

4.3 Image Processing

A dataset created using the backbone traffic from GAS and
tools used in ϵ-κlibur and ϵ-κlibur-O was employed to produce
ϵ-κlibur and ϵ-κlibur-O flow IPD. The statistical images for
the seven data types are as Figure 4.

From the line chart, certain patterns such as relativity, pe-
riodicity and stability can be observed. These characteristics
serve as the basis for IPD classification. IPCTC exhibits pe-
riodic patterns with upward segments, while JitterBug and
Normal channels have many sharp sections, indicating signifi-
cant fluctuations. LNCTC shows less pronounced periodicity,
with the distribution primarily in the middle range of 0.012
to 0.06. TRCTC’s IPD distribution has significant gaps, as it
randomly delays an IPD time to send either 0 or 1, resulting
in uneven distribution due to the delay of one small TRCTC
segment among the larger Normal segments. For normal flow
data and TRCTC, some IPD values are very small, close to 0,
making them difficult to observe in the images. In real envi-
ronments, most data packets are transmitted quickly, resulting
in generally lower IPD values. ϵ-κlibur’s IPD distribution is
coherent, lacking severe fluctuations. ϵ-κlibur-O also exhibits
uneven distribution but with more prominent extreme values
compared to Normal and fewer than TRCTC. While classifi-
cation based on the line chart is not accurate, transforming se-
quential data into images yields seven distinct images as shown
in Figure 5.

4.4 Detection Effect of Teacher and Stu-
dent Networks

Initially, the effects of the three networks without distillation
were compared. As seen in the Figure 6, ConvNeXt achieved
the highest overall accuracy of 98.43%, followed by Swin-T
and ResNet at 98.33% and 98.18% respectively. MobileVit
had the lowest accuracy at 97.15%. Compared to heavyweight
networks, the lightweight MobileVit had lower accuracy. Ad-
ditional parameters and layers of heavyweight networks con-
tributed to their stronger learning capability in this image clas-
sification task.

Distillation was performed using one-to-one and three-to-
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Figure 5: Transformed images of seven channels

Figure 6: Seven channels accuracy of undistilled networks

one network configurations, as illustrated in Figure 7. In
the one-to-one network, the highest accuracy achieved when
ResNet trained MobileVit was 98.06%. Swin-T and ConvNeXt
both had an accuracy of 98.01%, with little difference. In the
three-to-one network, the highest accuracy was 98.24% (with
T = 7, α = 0.3), surpassing the accuracy of individual teacher
networks. Soft labels provided by the three networks played
a role in training the student network. Although the accu-
racy of the distillation network model decreased compared to
the individual teacher network for classification, using multiple
teacher networks enhanced the accuracy by 1.09% compared
to the standalone student network, proving that the distilled
MobileVit benefited from the knowledge of the teacher net-
works.

To find the best distillation network model, T and α were
adjusted. The resulet is shown in Figure 8. When T = 7,
the average accuracy of each channel reached a maximum of
98.24%. The next best accuracy was 98.10% when T = 10,
followed by (T = 3) > (T = 5) > (T = 1), with accuracies of
98.02%, 97.98% and 97.67% respectively. The comprehensive
accuracy of the combined parameters α = 0.3 was 98.24%,
higher than 98.13% with α = 0.5 and 98.01% with α = 0.7.
According to Figure 8 and Figure 9, the optimal values were
T=7 and α = 0.3.

4.5 Epoch and Accuracy Curves

In the field of image classification networks, Deit and Faster-
Net are two popular lightweight image classification networks
that achieve good classification results on ImageNet-1K. In

this experiment, the distilled MobileVit was compared to Deit
and FasterNet. Deit achieved a peak accuracy of 96.27%, while
FasterNet reached 98.06%. The code was obtained from the
original paper. For this classification task, MobileVit outper-
formed in terms of classification accuracy. The comparison
results are shown in Figure 10.

4.6 Detection Metrics for MobileVit in
Different Channels

We collected various evaluation indicators of the scheme un-
der seven channels and the results are shown in Table 1. In
terms of various channel metrics, MobileVit achieved detection
metrics above 98% for all channels except ϵ-κlibur-O, demon-
strating effective detection. Specific attention was given to ϵ-
κlibur and ϵ-κlibur-O. For ϵ-κlibur, the model’s classification
accuracy was close to 99%.

Although the IPD distribution of ϵ-κlibur is close to that
of legitimate channel traffic, differences still exist. We believe
that the differences in the construction process, where authors
modified di smaller than t using a normal distribution, might
be improved by using a Weibull distribution. In the case of
ϵ-κlibur-O, the detection accuracy was only 93.75%, making
it more likely to be classified as TRCTC and normal chan-
nels. We attribute this to the same obstacles encountered by
the Snap method when detecting ϵ-κlibur-O. The presence of
outliers in ϵ-κlibur-O affects the correlations between values,
leading to lower classification accuracy.

4.7 Compare with Other CTC Detection
Methods

We compared nine CTC detection methods, as shown in Fig-
ure 11. Among them, five are classical methods often used for
comparison: ϵ-similarity, K-S, Regularity, Entropy and CEE.
These five methods have very low average detection accuracy
for the seven channels because they typically work effectively
for only one or two channels and require a larger IPD sam-
pling window. In this study, all methods sampled 64 IPDs
as a window, limiting their detection performance. Compared
to Darwish’s hierarchical statistics and deep learning methods
(referred to as DNN), their detection accuracy is 86%. DNN’s
accuracy is lower for the detection of ϵ-κlibur and ϵ-κlibur-O
channels, leading to an average accuracy that is not very high.
SnapCatch, which extracts image features in a relatively sim-
ple way and distinguishes images based on eight statistical
values, also has lower average detection accuracy compared to
our approach. In comparison to Sun’s DC-ACGAN method,
although there are similarities in the image feature extraction,
the difference in the performance of the image classification
network leads to our method achieving higher average accu-
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Figure 7: Seven channels accuracy of distilled networks

Figure 8: Seven channels accuracy with different T

Figure 9: Seven channels accuracy with different α.

Figure 10: Experimental results compared with Deit and
FasterNet

Figure 11: Accuracy of different CTC detection methods

racy. During the restoration phase, GAN network training is
unstable, with significant accuracy fluctuations and requiring
a longer training period. For the GAS method, because it was
originally designed for blind detection, adapting it from binary
to multi-class methods resulted in an accuracy of 87%, with
lower detection accuracy for ϵ-κlibur and ϵ-κlibur-O channels.
In summary, compared to the other eight detection methods,
our detection scheme achieves the highest average detection
accuracy for each channel.

4.8 Network Params and FLOPs

We employed the thop library in Python to meticulously doc-
ument the parameters and computational load of the networks
utilized in our experiments, as outlined in Table 2. Notably,
within the context of this study, the optimized MobieVit model
exhibited a significant reduction in parameters, distinguishing
itself as the network with the least parameter count and com-
putational load among all the networks investigated.
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Table 1: Evaluation indicators of seven channels

Channel Class Accuracy Precision Recall F1 Score
IPCTC 99.55% 99.49% 99.50% 99.50%
JitterBug 98.47% 99.33% 97.99% 98.66%
LNCTC 99.94% 99.75% 99.90% 99.82%
Normal traffic 98.03% 97.83% 97.08% 97.40%
TRCTC 98.92% 97.25% 99.16% 98.20%
ϵ-κlibur 98.99% 96.08% 98.86% 96.95%
ϵ-κlibur-O 93.75% 98.79% 93.03% 96.46%
Total 98.24% 98.36% 97.93% 98.14%

Table 2: Network Params and FLOPs

Network Params FLOPs
Swin-T 27.50 737.61

ConvNext 27.83 364.62
Resnet 21.29 300.27
Deit 5.68 93.06

FasterNet 3.91 29.24
Ours 0.16 14.72

5 Conclusion

In conclusion, this study adopted a novel approach to trans-
forming sequential data into images using GAF-MTF-RP, a
three-channel image representation of IPD. The multi-teacher
distillation was applied to the MobileVit network for detect-
ing various covert channels. Through parameter tuning, we
achieved classification accuracy above 98% for six types of
channels, although not as high for ϵ-κlibur-O. However, our
approach demonstrates higher generality compared to GAS
and Snap, requiring only a detection window size of 64 for
high sensitivity. GAS uses 250 IPDs on average to achieve
effective detection and Snap uses 256 IPDs. Our distilled Mo-
bileVit model outperforms some popular distillation networks
in this classification task.

Looking ahead, we aim to enhance the classification perfor-
mance on ϵ-κlibur-O. Additionally, we plan to investigate the
inherent structure of images from normal channels and utilize
semi-supervised image classification networks to achieve blind
detection capabilities.
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Abstract

The security issue that deep learning models are vulner-
able to adversarial example attacks carefully designed by
attackers has attracted people’s attention. There is a lot
of research on adversarial attack defense methods, but the
existing defense methods have the problem of poor versa-
tility. They have a good defense against specific attacks
but have poor defense effects or even no defense against
other attacks. We propose a general Transformer-based
super-resolution network defense method. Our method
uses Transformer’s self-attention mechanism to dynami-
cally add high-frequency information for different regions
in the image to improve image quality. To reduce the im-
pact of adversarial perturbation on the image, we remove
the perturbation on the image through multi-scale feature
fusion. In addition, to reduce weight, our network uses
a diversified window division to establish long-distance
dependence between each pixel in the image and the en-
tire feature map, effectively reducing the computational
cost of the model. Many experiments have proved that
in the face of different types of attacks, our method has
an average defense success rate of about 90%, exceeding
all advanced baseline defense methods, and is better than
existing defense methods based on super-resolution.

Keywords: Adversarial Attacks; Deep Learning; Image
Super-resolution; Universal Defense

1 Introduction

In recent years, deep learning has been widely used in im-
age classification, speech recognition, target detection and
other fields. It shows outstanding performance and plays
a vital role in key tasks in industrial production. At the
same time, the security of deep neural networks has re-
ceived more and more attention. Szegedy et al. [26] found
that deep neural networks are vulnerable to adversarial
example attacks. Adversarial examples add perturbation
information imperceptible to the human eye to the orig-
inal image, and the adversarial examples make the neu-

ral network misjudgment. The security problems of deep
learning technology have hindered its development and
application in specific application fields in real life, such
as automatic driving [27], face recognition system [25],
etc. How to design efficient defense methods to improve
the robustness of deep learning models is very important.

There have been a lot of adversarial attack research
work. According to the generation principle of adver-
sarial examples, the generation methods can be mainly
divided into based on direct optimization, based on gra-
dient optimization, based on decision boundary analysis
and based on generative neural networks. Among them,
the method based on direct optimization is to use the al-
gorithm to directly optimize the objective function, which
generates less adversarial perturbation, such as: Box-
constrained L-BFGS [17] attack, C&W [2] attack, etc.
The attack method based on gradient optimization is to
add perturbation to the input example in the direction
of the model loss function to make the model classifica-
tion error. This kind of method is simple to implement
and has a high success rate of white-box attack, such as
FGSM(Fast Gradient Sign Method) [9], I-FGSM(Iterative
Fast Gradient Sign Method) [13], PGD(Project Gradient
Descent) [18], MI-FGSM(Momentum Iterative Fast Gra-
dient Sign Method) [7], etc. The method based on de-
cision boundary analysis is to gradually reduce the dis-
tance between the example and the decision boundary of
the model to make the model classification error, such as:
DeepFool [20] attack, UAPs [19] attack, etc. The attack
method based on the generative neural network is to gen-
erate adversarial examples by training the neural network
in a self-supervised manner. This type of method can ef-
ficiently generate a large number of adversarial examples
with high transferability capabilities, such as ATN [1],
UAN [11].

With the research on adversarial attacks, some effec-
tive defense methods have been proposed, which can be
roughly divided into two types: adversarial training and
data preprocessing. Adversarial training is currently con-
sidered to be one of the most effective defense methods.
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It was first proposed by Szegedy et al. [26], who used ad-
versarial examples as training data for model training, so
that the trained model has a certain against attack ability
and achieve high robustness. Madry et al. [18] converted
the form of adversarial training into a process of external
minimization and internal maximization, and minimized
the loss function by optimizing model parameters. Ad-
versarial training has certain limitations. It is better at
defending against known attacks, but poor at defending
against unknown attacks or even unable to defend against
them. Adversarial training cannot completely eliminate
adversarial examples and requires a large investment.

Defense methods based on data preprocessing modify
the input of the model, such as JEPG compression [8], de-
noiser HGD [15], ComDefend image compression [12] and
super-resolution network EDSR [16]. Among them, the
super-resolution network EDSR defense method first uses
wavelet denoising to reduce the perturbation information
on the image, and then adds high-frequency information
to the image through a single-image super-resolution net-
work EDSR to improve the visual quality. But EDSR suf-
fers from a fundamental problem in convolutional models
that the interaction between the image and the convolu-
tional Kernel is content-independent. It uses the same
convolution kernel to restore high-frequency information
in different image regions, and the convolution cannot
make the feature map establish long-distance dependence.

In order to solve the above problems, we propose a gen-
eral Transformer-based super-resolution network UDSR,
which uses the Transformer’s self-attention mechanism to
perform self-attention [28] calculations between pixels. In
this way, high-frequency information can be dynamically
restored to different regions of the image. Through dif-
ferent window division methods, each pixel can establish
a long-distance dependence with the entire feature map,
which can effectively reduce the calculation cost and im-
prove the image quality. Our method can more effectively
defend against adversarial attacks. The main contribu-
tions of this research method are as follows:

1) Our approach introduces Transformers into the prob-
lem of defense against attacks. We designed a super-
resolution network architecture UDSR, which makes
the network model more lightweight by adopting a
variety of window division methods. Our method can
effectively add high-frequency information of images
and improve the robustness of classification networks.

2) Our method uses multi-scale feature fusion. By fus-
ing three different scale feature maps, it can effec-
tively reduce the impact of perturbation on the im-
age, and effectively improve the defense success rate
in the face of different types of attacks.

3) A large number of experiments have proved that com-
pared with other advanced defense methods, our de-
fense method can significantly improve the defense
success rate; compared with other super-resolution-
based defense methods, our method has the best de-

fense performance.

2 Related Work

The image after the attacker adds carefully calculated
perturbations is called adversarial examples, and the at-
tack on CNN is called adversarial attack. Adversarial
examples can cause DNN to output wrong classification
results with high confidence.

In an image classification task, consider a deep learn-
ing model f(x) = ytrue, x ∈ Rm as input to the model,
ytrue ∈ R is the correct output of the model for the cur-
rent input. The adversarial attack is that the attacker
adds carefully calculated perturbation r to the original
input image x. In the untargeted attack, the attacker in-
tends to makef(x + r) ̸= ytrue. In the targeted attack,
the attacker intends to makef(x + r) = yt, yt is the tar-
get class for the attacker, x + r represents an adversarial
example. The added perturbation is a small value, which
is imperceptible to the human eyes, and is usually lim-
ited by l0, l1, l∞. In targeted attacks, the optimization
problem for generating adversarial examples is given by
the Equation (1):

min ∥r∥2
s.t. 1.f(x + r) = yt

2.x + r ∈ Rm
(1)

2.1 Adversarial Attack

The adversarial attack is that the attacker adds a care-
fully calculated perturbation to the original input image.
Adversarial attacks can deceive the deep learning model
and make the deep learning model misjudgment. Since
the deep neural network is in a high-dimensional linear
space, even very small disturbances are continuously ac-
cumulated through the forward propagation process of the
neural network, and finally act on the activation function,
which has a greater impact on the classification results.
Researchers have proposed a variety of attack methods,
and we will introduce the following attack methods.

2.1.1 L-BFGS

Szegedy et al. first proposed the L-BFGS [26] algo-
rithm to directly optimize the objective function to gen-
erate adversarial examples, and use the Lange relaxation
method to transform the constraints of f(x + r) = yt

into lossf (x + r, yt) for optimization. The optimization
objectives are as follows:

Minimize ||r| |2 + lossf (x + r, yt)s.t.x + r ∈ [0, 1]
m

(2)

2.1.2 FGSM

The FGSM [9] algorithm generates an adversarial pertur-
bation in the gradient direction of the loss function, and
adds the perturbation to the image to achieve the purpose
of making the model misclassify. θ represents the network
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parameters of the model, L(x, ytrue; θ) represents the loss
function of the model. x, ytrue represent the original in-
put image and the ground truth label. The process of
FGSM generating adversarial examples is shown in Equa-
tion (3), where ∇xL(x, ytrue; θ) represents the direction
of the gradient of the model loss function, and ϵ repre-
sents the maximum value of the adversarial perturbation.
Since FGSM is a single-step attack, the attack success
rate is low.

xadv
t+1 = Clipϵx{xadv

t + α · sign(∇xL(x, ytrue; θ)} (3)

2.1.3 I-FGSM

Kurakin et al. proposed the iterative FGSM algorithm
(Iterative Fast Gradient Sign Method, I-FGSM) [13],
which reduces the optimization interval and divides the
perturbation into multi-step calculations. The calcula-
tion method of I-FGSM is shown by Equation (4) and
Equation (5), where the Clip(·) operation clips the image
within the legal range. The disadvantage of I-FGSM is
that it is easy to fall into local extrema.

xadv
0 = x (4)

xadv
t+1 = Clipϵx{xadv

t + α · sign(∇xL(x, ytrue; θ)} (5)

2.1.4 MI-FGSM

Dong et al. proposed the (Momentum Iterative Fast Gra-
dient Sign Method, MI-FGSM) algorithm [7], which in-
troduced momentum technology into the process of gen-
erating adversarial samples. This method stabilizes the
direction of gradient updating, avoids local extreme value
in the direction of loss function gradient. MI-FGSM has
great transferability. The MI-FGSM algorithm is shown
in Equation (6) and Equation (7), where µ represents the
decay factor of the momentum item, and gt+1 is the ac-
cumulated gradient at iteration t.

gt+1 = µ · gt +
∇xL(xadv

t , ytrue; θ)∣∣∣∣∇xL(xadv
t , ytrue; θ)

∣∣∣∣
1

(6)

xadv
t+1 = Clipϵx{xadv

t + α · sign(gt+1)} (7)

2.2 Defending Against Adversarial Sam-
ples

Adversarial examples seriously threaten the security of
deep learning models, leading people to question the relia-
bility of deep learning models in some specific application
fields. With the development of research on adversarial
attacks, some effective adversarial attack defense methods
have been continuously proposed. The defense methods
can be roughly divided into two types: adversarial train-
ing and data preprocessing.

2.2.1 Data Preprocessing

The basic idea of data preprocessing is to destroy the
added adversarial perturbation by applying transforma-
tion to the adversarial examples, so as to eliminate the

influence of perturbation and improve the accuracy of
the classifier. Dziugaite et al. [8] found that JEPG com-
pression of input data can effectively reduce the threat
of adversarial perturbation. DNN is a high-dimensional
network topology. Even very small differences will be
amplified after DNN processing, which will have a huge
impact. Therefore, even the residual noise after image
denoising processing will have an impact on the classifi-
cation accuracy of the deep learning model. Liao et al.
proposed the High Level Representation Guided Denoiser
(HGD) [15] defense method to solve the problem of resid-
ual noise amplification. Data preprocessing methods can
effectively reduce the impact of adversarial perturbation,
but cannot completely remove the impact of adversarial
perturbation. Compared with the image super-resolution
network EDSR proposed by Aamir Mustafa [21] for adver-
sarial attack defense, our Transformer-based image super-
resolution network UDSR can better restore the high-
frequency information of the image and ”purify” adver-
sarial perturbation more effectively. In addition, UDSR
does not need to denoise the image in advance, and can
generate high-resolution images end-to-end.

2.2.2 Adversarial Training

The basic idea of adversarial training is to add adversarial
examples to the training set to improve the accuracy of
the model. Adversarial training can be regarded as an op-
timization problem of internal maximization and external
minimization, as shown in Equation (8) and Equation (9).

min
θ

ρ(θ) (8)

ρ(θ) = E(x,y)∼D[max
θ

L(θ, x + r, ytrue)] (9)

The internal max process maximizes the loss function
of the model and finds the most suitable perturbation to
generate adversarial examples; the external min process
is to train the model to find suitable network parameters
θ, so that the model has a certain anti-interference ability.
The difference between different adversarial training is the
way to generate training data, so the model has a prob-
lem of data set dependence. We can improve the gener-
alization ability of the model through knowledge transfer
technology.

The super-resolution network defense method we pro-
posed can effectively add corresponding high-frequency
information to different regions of the image in the face
of different adversarial attack methods, improve image
quality, and improve the accuracy of image classification.
At the same time, our super-resolution network combines
the feature maps of three different scales of the picture
to extract features, which can reduce the impact of dis-
turbance on the picture from different dimensions. Our
method can well remove the perturbation information in
the picture even in the face of unknown attacks.
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Figure 1: Structure of UDSR

2.3 Image Super-Resolution

Single Image Super-Resolution(SISR) is a classic problem
in computer vision and image processing. The goal is
to reconstruct a high resolution(HR) image from its low
resolution(LR) observation. The process is represented by
Equation (10), where fSR is the super-resolution network,
ILR ∈ RH×W×3 is the low-resolution image, H and W is
the width and height of the low-resolution image, IHR ∈
RSH×SW×3 is the high-resolution image, and S is the
image enlargement scale.

LHR = fSR(LLR) (10)

High-resolution images can improve the accuracy of deep
learning model image classification and target detection.
It plays a very important role in specific industries, such
as high-resolution medical images, high-resolution satel-
lite images, etc.

3 Method

For the perturbation information of different adver-
sarial examples, we designed a general Transformer-
based super-resolution network UDSR(UNet Defense Su-
per Resolution), as shown in Figure 1. UDSR uses the
UNet architecture for multi-scale feature fusion, in which
the encoding and decoding adopt symmetrical Structure.
UDSR feature extraction is mainly done by AWB(Axial
Window Block). In the encoding part, after merging the
feature maps, the scale of the feature maps was reduced
to half of the original one, and the number of channels
was increased to two times. In the decoding part, after
the feature map is expanded, its scale becomes twice as
large as the original one, and the number of channels of
the image is reduced to half of the original one. Since the

calculation amount of Transformer is quadratic with the
number of feature map pixels, in order to reduce the cal-
culation amount, Our AWB adopts a diversified window
division method, so that the self-attention calculation is
only performed inside the window, which can significantly
reduce the computational cost. AWB consists of HARL(H
Axial Residual Layer), WARL(W Axial Residual Layer)
and RB(Residual Block). The self-attention calculation
method of HARL and WARL is shown in Figure 4.1(b).
The calculation methods of Q, K and V matrices used in
the self-attention calculation are shown in Equation (11)
- Equation (13), where P1, P2 and P3 are projection ma-
trices sharing weights between different windows, and X
is feature maps divided windows.

Q = XP1 (11)

K = XP2 (12)

V = XP3 (13)

The feature map obtained by self-attention calculation
inside the window is shown in Equation (14). When our
method is performing self-attention calculation, the num-
ber of channels of the feature map is divided into d parts
on average, and executed d times in parallel Self-attention
calculation, which can make different parts of the feature
map focus on the details in different channels while re-
ducing the amount of calculation.

Attention(Q,K, V ) = Softmax(QKT
√
d)V (14)

As shown in the green area in Figure 4.1(a), RB is com-
posed of a convolution with a convolution kernel of 3 and
an activation function(ReLU). Using convolution can ef-
fectively extract the adjacent information of each pixel, so
that the model has local information processing ability.
HARL and WARL in AWB use different window parti-



International Journal of Network Security, Vol.26, No.2, PP.235-243, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).09) 239

(a) Adversarial examples (b) SR examples

Figure 2: Super-resolution examples and adversarial ex-
amples

(a) HARL (b) WARL

Figure 3: The partition of window

tion methods. HARL and WARL divide the feature map
into strip windows in H and W directions, as shown in
Figure 4.1(a) and Figure 4.1(b). According to CSWin
Transformer [6], after the self-attention calculation of the
feature map in the strip window in two directions, each
pixel can establish a global dependency with all the infor-
mation of the entire feature map, which effectively reduces
the computational cost of the model. After combining the
feature maps of three different scales, our method can well
remove the perturbation information in the image and re-
duce the impact of adversarial attacks on the image. After
the feature extraction of AWB, our method can add high-
frequency information missing from images in the channel
dimension Finally, the image undergoes a sub-pixel convo-
lution [24] to supplement the high-frequency information
into the pixel space of the image to complete the super-
resolution of the image.

The Transformer-based UDSR method we proposed
enables each pixel to perform self-attention calculations
inside the window. In this way, high-frequency informa-
tion can be dynamically added to different regions effec-
tively. After the image is processed by HARL and WARL
in AWB, each pixel can establish a long-distance depen-
dence with the entire feature map, making the added
high-frequency information clearer and more effective. At
the same time, UDSR uses feature map fusion and expan-
sion to extract features of three different scales. After the
feature map is down-exampled, the perturbation informa-
tion of the image can be effectively removed. According to
the previous research [21], the perturbation generated by
the adversarial attack has a greater impact on the high-
frequency information of the image. Our method UDSR
improves the image quality by adding high-frequency in-
formation and removing disturbance information, which
improves the accuracy of the deep learning model.

4 Experiment

4.1 Experiment Setup

Experimental hardware and software platform:
Our UDSR network architecture is written in
pytorch. The data set is DF2K(DIV2K+Flickr2K),
with a total of 3350 training images. The low-
resolution images are obtained by bicubic down-
sampling of high-resolution images, and some of
the low-resolution images are countermeasures after
adding disturbances. The paired high-resolution
images are clean examples with no perturbation
added. The GPUs used for model training are 4
GeForce RTX 2080Ti, and the training time is 3
days.

Dataset: The experiment uses 5000 ILSVRC [5] datasets
and 1000 NIPS [13] 2017 adversarial attack and de-
fense competition datasets. The ILSVRC dataset se-
lected in the experiment has achieved 100% top-1
accuracy on each model. The NIPS 2017 data set
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(a) Axial-Window Block (b) Structure of SA

Figure 4: Structure of AWB and SA(Self-attention)

is collected by Google Brain, where the example size
is 299Ö299, and the classification accuracy rate is
95.9% on the Inc-v3 model.

Model: In the experimental part, the defense
success rate is tested in the three classifiers
Inception-v3(Inc-v3), ResNet-50(Res-50) and
Inception-ResNet-v2(IncRes-v2). The above
three models are all Pre-trained models ob-
tained in TensorFlow’s GitHub repository:
https://github.com/tensorflow/models/tree/master/
rese arch/slim.

Attack: To demonstrate the generality of our UDSR
defense method against various attacks, FGSM [9],
I-FGSM [13], MI-FGSM [7], PGD [18], L-BFGS
[17], C&W [2], JSMA [22], DeepFool [20], ZOO [3],
DI2FGSM [30], MDI2FGSM [30], a total of eleven at-
tack methods. For FGSM, set and two attack meth-
ods, for iterative attack, the maximum perturbation
is set to 16. All the above attacks are based on de-
fenseless models to generate adversarial examples.

Defense methods: We selected five defense methods as
comparison algorithms in our experiments, namely
JPEG compression [4], R&P [29], TVM+ Image
Quilting [10], Pixel Deflection [23], Wavelet Denois-
ing+EDSR [21]. Among them, JEPG compression
[] of the input data in can effectively reduce the
threat of adversarial perturbation; R&P uses a ran-
domized method for adversarial training, including
two random operations: random transformation scale
size and random filling. R&P can adapt Different
network structure models. TVM+Image Quilting
achieves the purpose of defense through splicing, vari-
ance minimization and other operations. Pixel De-
flection sets a denoising module on the high-level fea-
ture map of the network to promote the shallow net-
work to better learn ”clean” features. Wavelet de-
noising + EDSR [21] first uses wavelet transform to
denoise the image, and then adds high-frequency in-
formation to the image through a single image super-
resolution network EDSR to improve the visual qual-
ity, and defend against adversarial attacks in this
way.

4.2 Comparison for Defense Effects of
Different Defense Methods

Due to the limited ability of wavelet denoising to re-
duce image perturbation information, out method con-
siders combining multi-scale features and feature extrac-
tion to restore clear images, which will effectively re-
store image high-frequency information in the face of var-
ious perturbations. We conducts experiments on 5000
ILSVRC datasets, and the effects of adversarial examples
and super-resolution examples are shown in Figure 3. It
can be clearly seen that the UDSR proposed in this pa-
per can effectively remove the perturbation information
in the adversarial example, and adding high-frequency de-
tails can improve the image quality and help to improve
the robustness of the classification network.

Table 1 shows the defense success rate of different de-
fense methods against different attacks. The defense suc-
cess rate is defined as the classification accuracy of the
image processed by the defense model. It can be seen
that on the defenseless model, the defense success rate in
the face of various attack methods is low. It shows that
the classification network is misclassified with a very high
confidence in the face of adversarial sample attacks. In the
face of different attack methods, the defense success rate
of UDSR proposed in this paper is 2.28% higher than that
of using wavelet denoising + EDSR in literature . The de-
fense success rate of our method UDSR exceeds all base-
lines. UDSR can effectively remove perturbation informa-
tion generated by different attacks. For C&W attacks and
DeepFool attacks, TVM+ Image Quilting and Pixel De-
flection have achieved similar performance, and success-
fully resisted about 90% of the attacks. Our UDSR super-
resolution defense method has an average defense success
rate of 96%. In the face of strong attacks MDI2FGSM,
TVM+Image Quilting and JPEG compression have a very
low defense success rate of about 1%, while our UDSR
has a defense success rate of 39% on IncRes-v2. Experi-
ments have proved that our method UDSR can effectively
”purify” the perturbation information in the adversarial
examples, effectively reduce the impact of adversarial at-
tacks on image quality, and improve the accuracy of the
classification network.

4.3 Impact of Different Defense Methods
on Clean Images

This section mainly analyzes the impact of UDSR and
other defense methods on the accuracy of clean exam-
ple identification. The experimental results are shown in
Table 2. In order to resist adversarial attacks, various
high-performance defense methods have been proposed.
The defense method has a good defense effect, but it will
sacrifice a certain degree of clean sample classification ac-
curacy. It can be seen from Table 2 that after the clean
samples of different data sets are processed by other de-
fense methods, the performance of the classification model
has declined, but after the clean samples are processed by

https://github.com/tensorflow/models/tree/master/research/slim
https://github.com/tensorflow/models/tree/master/research/slim
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Table 1: Comparison of Defense Effects of Different Defense Methods (%)

Model Clean Images FGSM-2 BIM MI-FGSM PGD L-BFGS C&W JSMA DeepFool ZOO MDI2FGSM

No Defense

Inc-v3 100.0 31.7 11.4 1.7 1.1 0.3 0.8 0.8 0.4 1.0 0.6

Res-50 100.0 12.2 3.4 0.4 0.2 0.1 0.1 0.2 1.0 0.8 0.2

IncRes-v2 100.0 59.4 21.6 0.5 0.3 0.1 0.3 0.1 0.1 0.8 0.6

JPEG Compression

Inc-v3 96.0 62.3 77.5 69.4 68.1 76.5 80.5 78.8 81.2 80.2 1.3

Res-50 92.8 57.6 74.8 70.8 65.3 77.9 81.3 76.3 77.3 76.9 0.4

IncRes-v2 95.5 67.0 81.3 72.8 66.2 79.4 83.1 81.6 83.9 82.9 1.1

R&P

Inc-v3 97.3 69.2 53.2 89.5 88.5 89.1 89.5 88.2 88.9 87.3 5.8

Res-50 92.5 66.8 88.2 88.0 87.2 86.6 87.5 86.3 90.9 88.9 4.2

IncRes-v2 98.7 70.7 87.5 88.3 86.8 85.1 88.0 85.6 89.7 87.9 5.3

TVM+ Image Quilting

Inc-v3 91.9 71.1 90.9 90.1 90.0 90.2 90.4 87.9 88.1 87.1 21.9

Res-50 92.7 84.6 91.2 89.6 88.5 89.9 91.7 88.6 90.3 89.9 29.5

IncRes-v2 92.1 78.2 91.3 89.8 89.2 88.4 89.7 86.1 88.9 86.2 24.6

Wavelet Denoising+EDSR

Inc-v3 97.0 94.2 96.2 95.9 95.1 95.2 96.0 95.1 96.1 95.6 31.7

Res-50 93.9 86.1 92.3 92.0 92.3 92.6 93.1 92.1 91.5 90.1 31.9

IncRes-v2 98.2 95.3 95.8 95.0 94.3 95.6 95.6 94.8 96.0 95.7 35.6

UDSR(ours)

Inc-v3 99.3 94.5 97.9 97.6 96.3 97.6 96.8 96.8 96.3 95.6 36.4

Res-50 94.6 90.1 95.7 95.8 93.6 95.1 94.6 94.7 94.5 93.6 37.6

IncRes-v2 98.9 96.4 96.6 96.8 96.9 96.7 97.7 95.5 97.1 95.9 42.8

our method UDSR, the average classification error rates
of the classification model are only 2.73% and 3.56% on
the two datasets, which is lower than all advanced base-
line defense methods. This is due to the fact that our
method UDSR uses clean samples as part of the training
set during training, so that images without disturbance
information are added with clearer high-frequency infor-
mation after UDSR super-resolution. In this way, the
classification model has a lower impact on the recogni-
tion accuracy of clean samples processed by UDSR.

4.4 Comparison of Defensive Effects with
Various Super-resolution Techniques

Image super-resolution maps images from low-resolution
space to high-resolution space. Different super-resolution
networks have different mapping capabilities. In this
paper, we compare UDSR with representative super-
resolution networks SR-ResNet [14] and EDSR [16]. For
different attack methods, we conducted experiments on
the Inc-v3 network. The experimental results are shown
in Table 3. It can be found that our method UDSR has
a better defense effect than the convolution-based super-
resolution network SR-ResNet and EDSR. Our method
Transformer-based UDSR can establish a global depen-
dency between each pixel and all the information of
the entire feature map, which can effectively restore the
global and local high-frequency details of the image. Our
method combines feature maps of 3 scales for each image
to reduce the influence of perturbation information on the
image, so that the classification network can classify more

accurately. Compared with literature [21], literature [21]
first uses wavelet denoising to preprocess the image for
denoising, and then uses EDSR to super-resolution the
example, while our method UDSR does not require de-
noising preprocessing. In addition, the parameter vol-
ume of our method UDSR is 26M, which is much smaller
than the 43M parameter volume of EDSR. It shows that
our method UDSR can save more computing and storage
costs.

5 Conclusion

Adversarial attacks will seriously damage the security of
deep learning models. Existing defense methods have
poor versatility. In order to ensure the generality of de-
fense methods, we propose a general super-resolution net-
work UDSR defense method. Our method uses Trans-
former’s self-attention mechanism dynamically adds high-
frequency information to different regions in the image
and remove perturbations on images by multi-scale fea-
ture fusion, which reduce the impact of anti-perturbation
on the image. After UDSR super-resolution processing,
the disturbance information of the adversarial samples
is significantly reduced, the high-frequency details are
significantly increased, and the image quality is signif-
icantly improved. In addition, our method uses a di-
versified window division method to enable the feature
map to establish long-distance dependencies while reduc-
ing the computational cost of the model. Compared with
other advanced defense methods, our defense strategy has
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Table 2: The recognition accuracy of clean examples processed by different defense methods(%)

Data Set Model No Defense JPEG R&P Image Quilting Pixel Deflection EDSR UDSR

ILSVRC
Inc-v3 100.0 96.0 97.3 96.2 91.9 97.0 99.3
Res-50 100.0 92.8 92.5 93.1 92.7 93.9 94.6

IncRes-v2 100.0 95.5 98.7 95.6 92.1 98.2 98.9

NIPS-DEV
Inc-v3 95.9 89.7 92.0 88.8 86.5 90.9 92.6
Res-50 98.9 86.9 90.6 85.6 87.8 86.9 97.2

IncRes-v2 99.4 94.5 98.9 87.9 88.9 92.9 99.5

achieved the optimal defense effect for different types of
attacks. It has the least impact on the classification ac-
curacy of clean samples. Compared with other defense
methods based on super-resolution, our method UDSR
network defense effect is more significant.

Table 3: Comparison of various super-resolution tech-
niques(%)

Attack method No Defense SR-ResNet EDSR UDSR

Clean Imgae 100.0 94.0 96.2 99.3

FGSM-2 31.7 89.5 92.6 94.5

FGSM-10 30.5 69.9 73.3 86.3

I-FGSM 11.4 93.4 95.9 97.9

MI-FGSM 1.7 92.6 95.2 97.6

PGD 1.1 91.5 93.4 96.3

L-BFGS 0.3 92.1 94.4 97.6

C&W 0.8 93.3 95.6 96.8

JSMA 0.8 90.4 93.6 96.8

DeepFool 0.4 93.2 95.5 96.3

ZOO 1.0 90.8 93.5 95.6

DI2FGSM 1.4 54.3 57.2 74.6

MDI2FGSM 0.6 24.9 27.1 36.4
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Abstract

Image encryption is an important method for protect-
ing information security. Deoxyribonucleic acid (DNA)
coding, ZigZag transform, and Chaotic system technol-
ogy have proven effective for image encryption. A novel
color image encryption algorithm is proposed based on
the ZigZag transform, DNA coding technology, and frac-
tional order 5D hyper-chaotic system (F5DHS) to enhance
image information security. Firstly, the chaotic matrices
are generated from F5DHS using control parameters and
initial values. Secondly, the modified ZigZag confusing
method is adopted to confuse the three components of the
color image and then perform DNA coding. Finally, the
DNA-encoded matrix is obfuscated and diffused through
a chaotic matrix before performing DNA decoding to ob-
tain an encrypted image. Simulation results and security
analysis demonstrate that the algorithm can withstand
multiple attacks and has good image encryption perfor-
mance.

Keywords: 5D Hyper-chaotic System; Image Encryption;
DNA Coding; ZigZag Transform

1 Introduction

As information technology continues to advance, we are
witnessing the emergence of 5G, big data, and artificial
intelligence. However, with the rapid increase in the vol-
ume of data, the security of information transmission and
storage is facing greater challenges. Any unauthorized ac-
cess, occupation, or damage to network information not
only results in economic losses to computer users but also
poses a significant threat to the security of the entire soci-
ety and even the nation. Therefore, network information
security has become a crucial area of focus in scientific re-
search. Amongst all forms of information, image security
holds particular significance as it serves as the primary
medium for the exchange of information.

As image data is characterized by a large amount of
data, strong pixel correlation, and high redundancy, tra-
ditional encryption methods are no longer suitable for im-
age encryption. To better combine image features for in-
formation protection, various technologies have been ap-
plied in the field of image encryption. In 1989, Matthews
proposed an encryption method using logistic mapping
that combined chaotic systems with cryptography [13].
Chaotic systems are suitable for designing image encryp-
tion algorithms due to their sensitivity to initial value,
pseudo-randomness, and unpredictability. Fridrich ap-
plied chaotic systems to image encryption in 1998, gener-
ating a chaotic sequence through two-dimensional Baker
chaotic map iteration and using it in the image encryption
process [3]. Subsequently, researchers have proposed var-
ious complex chaotic image encryption algorithms. For
instance, Hua et al. improved the chaotic performance
of one-dimensional chaotic map by modulating the out-
put of a one-dimensional function through a sine chaotic
map [22]. Hanis et al. proposed an improved Logistic
chaotic map that expands the range of chaotic trajectory,
expands the key space, and strengthens the sensitivity
of the initial value [8]. Other proposed methods include
an image encryption algorithm based on 2D discrete-time
mapping designed by Liu et al. [12], a color image encryp-
tion method based on Arnold transform and Hadamard
single-pixel imaging proposed by Qu et al. [20]. Although
some progress has been made in the research of chaotic
image encryption, the security of a single image encryp-
tion method based on the chaotic system depends on the
complexity of the chaotic system, and the efficiency of the
algorithm is low. Therefore, exploring the possibility of
combining chaos theory with other theories to improve
the security of image encryption is worth considering.

The ZigZag transform is a method that can be used to
permute image pixels, and it is both simple and effective.
Essentially, this method involves scanning the elements
of a matrix in a particular order, known as the ZigZag
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order, starting from the upper left corner and moving to-
wards the lower right corner, in order to scramble the
data. Due to its simplicity and low time complexity, the
ZigZag transform has been extensively employed in the
field of image and video encryption. Gao et al. [5] ap-
plied a dynamic row scrambling and ZigZag transform
method in image encryption. Guo et al. [7] proposed a
reverse ZigZag transformation method for image encryp-
tion. In addition, following the development of genetic
engineering, some researchers have proposed using DNA
sequences and operators to change the pixel value of the
diffusion part and designing image encryption algorithms
based on DNA sequences [4, 6, 10]. By combining chaotic
systems with DNA encoding technology, more secure and
efficient encryption algorithms can be projected. To this
end, Yan et al. [17] proposed a method for image encryp-
tion using a 1D logistic map and DNA coding sequence.
Wu et al. [11]presented an image encryption algorithm de-
rived from a 2D chaotic map and DNA encoding. Wang et
al. [16] presented an image encryption method based on
DNA encoding and compressed sensing. Wu et al. [15]
proposed a color image DNA encryption using NCA map.
Zhang et al. [21] combined DNA encoding, hyperchaotic
system, phase-truncated FRFT, and Arnold transform to
apply an asymmetric image encryption method. However,
most image encryption algorithms based on DNA encod-
ing are combined with integer-order chaotic systems, and
it is known that fractional-order chaotic systems possess
more abundant dynamic features due to their high nonlin-
earity and nonlocal features [9,18]. Thus, to enhance the
security and key space of image encryption algorithms, a
novel image encryption algorithm with ZigZag transform
and DNA approach based on F5DHS is proposed in this
paper.

The paper is organized as follows: Section 2 provides an
overview of the preliminary materials and mathematical
models used in this study. Section 3 outlines the process
of the color encryption algorithm ZigZag transform and
DNA encoding based on F5DHS. In Section 4, numeri-
cal experiments are conducted to verify the security and
feasibility of the encryption algorithm. Lastly, Section 5
offers some conclusions.

2 Preliminary Materials

2.1 Fractional-order 5D Hyper-chaotic
System

Fractional calculus is an extension of integer calculus.
Dynamic systems calculated from fractional differential
equations have more complex dynamic characteristics and
can generate more complex chaotic sequences. The Ca-
puto type differential equation is defined as [14]

Dq
t f(t) =

1

Γ (w − q)

∫ t

0

fw(τ)

(t− τ)
q−w+1 dτ, (1)

Figure 1: Phase diagram and Lyapunov exponent dia-
gram of F5DHS

where Γ (·) is the gamma function and t ≥ 0, w ∈
Z+, w − 1 < q < w.

In this paper, the Lorentz system proposed in Ref.
[19] is generalized to the fractional order 5D hyperchaotic
system according to the definition of Caputo differential
equation. The F5DHS is given by

Dq
tx(t) = a(y(t)− x(t)),

Dq
t y(t) = cx(t) + dy(t)− x(t)z(t) + p(t),

Dq
t z(t) = −bz(t)− x2(t),

Dq
tw(t) = ey(t) + fw(t),

Dq
t p(t) = −rx(t)− kp(t).

(2)

where q represent the fractional order of F5DHS. When
the parameters of the F5DHS are set as a = 35, b =
7, c = 35, d = 5, e = −0.5, f = −0.1, r =
15.5, k = 0.5 q = 0.975, and the initial value
(x0, y0, z0, w0, p0) = (0.2, 0.2, −0.1, −0.1, −0.1). us-
ing the predictor–corrector algorithm [2] to solve the
above equation. The diagram of F5DHS phase and Lya-
punov exponent are obtained as shown in Figure 1. Obvi-
ously, the F5DHS is in the chaotic state, which has better
randomness and larger secret key space.

2.2 ZigZag Transform

The ZigZag transform is a method of arranging the el-
ements in a quantization coefficient matrix in a ”Z”
shape pattern and storing them in a one-dimensional
array. Then, the one-dimensional array is transformed
into a two-dimensional matrix in a certain way. In im-
age processing technology, each pixel is saved in a two-
dimensional array, and then the ZigZag transform is ap-
plied to the two-dimensional array. The transformed re-
sult is updated in the image, resulting in the final scram-
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Table 1: DNA encoding rules

1 2 3 4 5 6 7 8

A 00 00 10 10 01 01 11 11
C 01 10 00 11 00 11 01 10
G 10 01 11 00 11 00 10 01
T 11 11 01 01 10 10 00 00

Figure 2: Extend ZigZag Scrambling Method Diagram

bled image. This paper uses the extended ZigZag method
shown in Figure 2 to scramble the color image.

2.3 DNA Encoding and Operations

The DNA sequence is comprised of four bases: Adenine,
Cytosine, Thymine, and Guanine, represented by the let-
ters A, C, T, and G respectively. A and T are comple-
mentary, as are C and G. These bases can be represented
by binary numbers: 00, 10, 01, and 11, with A being 00, C
being 10, T being 01, and G being 11. Out of the 24 pos-
sible combinations of these four bases, only eight are valid
DNA coding combinations, which are detailed in Table 1.
Each pixel value of a digital image can be expressed as a
4-bit DNA code. For example, a pixel value of 189 can be
encoded as TCCA (10 11 11 01) using rule 6. The oper-
ations of addition, subtraction, and XOR between DNA
sequences are defined in Tables 2. 3, and 4.

Table 2: DNA addition operation

A G C T

A A G C T
G G C T A
C C T A G
T T A G C

Table 3: DNA subtraction operation

A T C G

A A G C T
T T A G C
C C T A G
G G A T A

Table 4: DNA XOR operation

A T G C

A A T G C
T T A C G
G G C A T
C C G T A

3 Image Encryption Scheme

3.1 Encryption Algorithm

The encryption process of the color image encryption al-
gorithm with ZigZag transform and DNA coding based
on fractional order 5D hyperchaotic system is shown in
Figure 3. The specific implementation details of the en-
cryption scheme are as follows:

Figure 3: Flowchart of the proposed algorithm
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Step 1: Set the secret key values x0, y0, z0, w0, p0,
a, b, c, d, e, f, r, k, q of F5DHS, and get the
hyperchaotic sequences Sx, Sy, Sz, Sw, Sp from
F5DHS. Then the range of Sx, Sy, Sz, Sw, Sp are
calculated by Formula (3).

Sx =
(
round

(
|Sx| × 1010

))
mod 3

Sy =
(
round

(
|Sy| × 1010

))
mod 8 + 1

Sz =
(
round

(
|Sz| × 1010

))
mod 3

Sw =
(
round

(
|Sw| × 1010

))
mod 255

Sp =
(
round

(
|Sp| × 1010

))
mod 8 + 1

(3)

Step 2: The color image I with size ofM×N is separated
into three primary colors: Rm, Gm, Bm.

Step 3: Divide Rm, Gm, Bm into equal blocks
Rx(i), Gx(i), Bx(i) respectively.

Step 4: The chaotic sequence Sx(i) represents three
methods of ZigZag transformation in Figure 2, and
then uses the corresponding ZigZag transformation
method to scramble Rx(i), Gx(i), Bx(i) to obtain
Rx z(i), Gx z(i), Bx z(i).

Step 5: The chaotic sequence Sw is converted into equal
blocks Sw(i), and the size of Sw(i) is equal to
Rx z(i), Gx z(i), Bx z(i).

Step 6: Rx z(i), Gx z(i), Bx z(i), Sw(i) are encoded
according to the DNA coding rules defined by Sy(i).

Step 7: Sw(i) calculate with Rx z(i), Gx z(i), Bx z(i)
to the DNA calculation methods defined by Sz(i) to
obtain Rx z c(i), Gx z c(i), Bx z c(i) respectively.

Step 8: Converting Rx z c(i), Gx z c(i), Bx z c(i) into
pixel value matrix of image Rx z c d(i), Gx z c d(i),
Bx z c d(i) using DNA decoding rules defined by
Sp(i).

Step 9: Combine matrix block Rx z c d(i), Gx z c d(i),
and Bx z c d(i) into Rx z c d, Gx z c d, and
Bx z c d.

Step 10: Merger Rx z c d, Gx z c d, and Bx z c d into
the encrypted color image.

3.2 Decryption Algorithm

The decryption process is essentially the reverse of en-
cryption, requiring the use of the secret key from the
encryption algorithm in order to decrypt the ciphertext.
During decryption, there are several critical points to con-
sider. Firstly, the DNA encoding method and the DNA
operation rules of the ciphertext image must also be de-
termined by Sy, Sz, Sp. Secondly, the DNA operations
performed during decryption are the inverse of those used
during encryption. Finally, the DNA-encoded image data
blocks are subject to an inverse ZigZag transformation
and then combined to create the plaintext image.

3.3 Simulation Result

The Lenna color image (Figure 4(a1), size 256 Ö 256)
Fruits color image (Figure 4(b1), size 512 Ö 480) and
Baboon color image (Figure 4(c1), size 512 Ö 512) are
used to test the encryption algorithm. The secret key
x0 = 0.2, y0 = 0.2, z0 = −0.1, w0 = −0.1, p0 =
−0.1, a = 35, b = 7, c = 35, d = 5, e = −0.5, f =
−0.1, r = 15.5, k = 0.5, q = 0.975. The encrypted color
images can be obtained as in Figure 4(a2, b2, c2) and
the corresponding decrypted color images are shown in
Figure 4(a3, b3, c3).

Figure 4: Original (a1)-(c1), encrypted (a2)-(c2) and de-
crypted (a3)-(c3) of test images

4 Security Analyses

4.1 Key Space

To satisfy the Kerckhoffs criterion and be considered
a strong encryption algorithm, it must possess a suf-
ficiently large key space to withstand brute-force at-
tacks. The security keys of the encryption algorithm
in this article are comprised of chaotic system param-
eters a, b, c, d, e, f, r, k, q and initial values
x0, y0, z0, w0, p0. If the computational accuracy is 10−8,
the size of key space would be lager than 1014×8 > 2360.
Since our proposed algorithm has a large enough key
space, it is capable of withstanding brute-force attacks.
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4.2 Key Sensitivity Analysis

A strong and reliable key system should possess a high
level of sensitivity to its keys. For instance, when we
made minor adjustments to x0, w0, a, c and qin the secret
key for the Lenna picture, the resulting decrypted image,
shown in Figure 5, reveals that even slight modifications
to the secret key can prevent successful decryption of the
original image. This highlights the crucial importance of a
secure and robust key system. Our encryption algorithm
has been specifically designed to exhibit an exceptional
degree of sensitivity to the secret key, thereby ensuring the
utmost security and protection against potential threats.

Figure 5: Key Sensitively test (a) Original image (b)
x (0) + 1× 10−8 (c) w0 +1× 10−8 (d) a+1× 10−8 (e)
c+ 1× 10−8 (f) q + 1× 10−8

4.3 Histogram Analysis

Histograms represent the distribution of pixels in an im-
age, and they are an important metric for measuring the
resistance of cryptographic algorithms to statistical anal-
ysis. If the histogram pixel distribution of a ciphertext
image is uniform, meaning the pixel distribution is flat,
it becomes difficult to obtain information from it through
statistical analysis. In Figure 6, the histograms of the en-
crypted and original Lenna color images are shown for
each of the R, G, and B color channels. The results
demonstrate that the histogram pixel distribution of the
ciphertext Lenna image is more uniform than that of the
plaintext image. Therefore, the encryption algorithm we
have designed is capable of resisting histogram attacks.

4.4 Correlation Analysis

The correlation between adjacent pixels of a digital image
is often significant, and statistical analysis can be used to
crack encryption algorithms that do not sufficiently ac-
count for this. Therefore, an encryption algorithm must
minimize the correlation between the pixels of the cipher-

Figure 6: Histogram of image. (a) (c) (e) Histogram of
original Lenna R. G. B, (b) (d) (f) Histogram of encrypted
Lenna R. G. B

Figure 7: Distribution of adjacent pixels (a) (c) (e) Hori-
zontal, Vertical, Diagonal of Lenna, (b) (d) (f) Horizontal,
Vertical, Diagonal of encrypted Lenna
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Table 5: The results of correlation analysis

Test image
Original image Encrypted image

R G B R G B

H 0.94933 0.95028 0.91311 0.00206 -0.01386 -0.03479
Lenna V 0.97329 0.97473 0.94895 -0.00643 -0.00663 -0.01286

D 0.92699 0.93137 0.88146 0.01036 -0.00832 0.03226
H 0.99113 0.99073 0.98261 -0.01286 -0.02040 -0.00227

Fruits V 0.98464 0.98444 0.96904 -0.04316 -0.02325 0.01239
D 0.94774 0.92942 0.87928 0.00079 -0.02222 0.03102
H 0.91874 0.87174 0.85343 0.01275 0.01061 -0.01370

Baboon V 0.8621 0.7740 0.73417 -0.03162 -0.02756 0.01770
D 0.90325 0.88231 0.83817 0.02039 0.02537 -0.00645

Table 6: Results of entropy analysis

Test image S R G B

Lenna 7.9991 7.9973 7.9974 7.9971
Fruits 7.9998 7.9993 7.9993 7.9992
Baboon 7.9998 7.9993 7.9992 7.9992

Table 7: Comparison with other algorithms

Test image R G B

Lenna 7.9973 7.9974 7.9971
Ref. [12] 7.9896 7.9893 7.9896
Ref. [4] 7.9973 7.9969 7.9971
Ref. [10] 7.9893 7.9896 7.9903
Ref. [15] 7.9892 7.9898 7.9899
Ref. [1] 7.9901 7.9912 7.9921

text image. This can be achieved by calculating the cor-
relation coefficient, which can be represented by

E(m) =
1

Y

Y∑
i=1

mi (4)

D (m)=
1

Y

Y∑
i=1

(mi − E (m))
2

(5)

Cov (m,n)=
1

Y

Y∑
i=1

(mi − E (m))(ni − E (n)) (6)

rmn=
Cov (m,n)√

D (m)×
√

D (n)
(7)

Where m, n are the grayscale values of two adjacent pix-
els and Y is to the total number of random pixels. In the
conducted experiment using images of Lenna, Fruits, and
Baboon, we randomly selected 3000 pairs of pixels from
the horizontal, vertical, and diagonal directions of both
the original and ciphertext images. The results of this
experiment are presented in Table 5. Additionally, Fig-
ure 7 displays the adjacent pixel distribution of Lenna and
its encrypted image. The findings from Table 5 and Fig-
ure 7 demonstrate that the original image exhibits strong

correlation between pixels, whereas the encrypted image
displays randomly distributed points.

4.5 Information Entropy Analysis

Information entropy is a measure utilized to evaluate the
randomness present in a ciphertext image. It is mathe-
matically defined as:

H (k)= −
M−1∑
i=0

P (ki)log2P (ki) (8)

Where P (ki) means that the probability of pixel value
ki occurrence, and M denotes the gray level of image.
When the gray value of an image is 256, the theoretical
value of information entropy is H = 8. Table 6 displays
the information entropy values for the ciphertext images
of Lenna, Fruits, and Baboon, as well as their respective
R, G, and B channels. From the data presented in Table 6.
Table 7 shows that the proposed encryption algorithm is
compared with other algorithms in the literature. It can
be observed that our proposed algorithm exhibits an ideal
level of randomness and is superior to the algorithms in
the literature.

4.6 Differential Attack Analysis

Differential attack analysis involves an attacker making
minor modifications to the original image, encrypting the
modified image using the encryption method, and then
comparing the resulting ciphertext images to detect any
correlation between the original and encrypted images
that can be exploited to extract image information. To as-
sess the effectiveness of an encryption algorithm in resist-
ing differential attacks, researchers typically employ two
metrics: the Unified Average Change Intensity (UACI)
and the Number of Pixel Changes Rate (NPCR). The
UACI and NPCR values are calculated as follows:

UACI =
1

K

∑
i,j

|C0 (i, j)− C1 (i, j) |
255

× 100% (9)

NPCR=
1

K

∑
i,j

D (i, j)× 100% (10)
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Table 8: UACI and NPCR for Lenna, Fruits and Baboon

Test image
NPCR (%) UACI (%)

R G B R G B

Lenna 33.314 33.334 33.414 99.606 99.643 99.625
Fruits 33.513 33.506 33.484 99.620 99.614 99.617
Baboon 33.445 33.503 33.491 99.619 99.620 99.616

D (i, j)=

{
0 if C0 (i, j) = C1 (i, j)
1 else

(11)

where B0 and B1 are pixel values for encrypted images
changed in the same position. During our experiment,
we evaluated the UACI and NPCR values using differ-
ent original and encrypted images. The majority of the
UACI and NPCR values obtained through our proposed
algorithm, as observed in the experimental results, were
in close proximity to 33.43% and 99.61%, respectively.
These results indicate that our algorithm is highly effec-
tive in preventing differential attacks.

5 Conclusions

This paper introduces a novel chaotic system constructed
using a fractional-order 5D hyper-chaotic system, which
generates more complex chaotic sequences. Based on this
system, a color image encryption scheme is proposed that
utilizes ZigZag transform and DNA coding technology.
The chaotic sequences generated by the F5DHS system
control DNA operations, coding, and decoding, ensuring
robust and secure encryption. The high dimensionality of
the F5DHS system used in the encryption process results
in a sufficiently large key space. Experimental results con-
firm the effectiveness of the proposed encryption scheme,
which is capable of withstanding various attacks and is
therefore suitable for image encryption.
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Abstract

We show that the key agreement scheme [Int. J. Inf. Sec.,
21(6), 2022, 1373–1387] is flawed, in which the user en-
crypts the temporary ID using a symmetric key encryp-
tion in order to keep anonymity. It is a paradox if the
pre-shared key for such a symmetric key encryption is al-
ready available. We want to stress that the ultimate use of
a key agreement scheme is just to establish a shared key
for some symmetric key encryption, but not vise versa.
We also reiterate the signification of an identifier which
has often been neglected by some researchers.

Keywords: Authentication; Key Agreement; Key Trans-
fer; Salted Password Hashing; Symmetric Key Encryp-
tion

1 Introduction

Fog computing related to the nodes in between the host
and the cloud, was intended to bring the computational
capabilities of the system close to the host machine. It
reduces the amount of data that needs to be sent to the
cloud, and provides better privacy as industries can per-
form analysis on their data locally. But data management
becomes tedious since the transmission of data involves
encryption, decryption, authentication, etc.

In 2017, Khan [11] investigated fog computing security.
Kharel [12] presented an architecture for smart health
monitoring system based on fog computing. Aazam et
al. [1, 2, 18, 20, 22] discussed the architecture of fog com-
puting, its future research directions, and research chal-
lenges. Gope et al. [9, 13] designed a privacy-aware key
agreement scheme for secure smart grid communication.
In 2020, Pan et al. [19] presented an enhanced secure
smart card-based password authentication scheme. Ali
et al. [4] provided a clogging resistant secure authentica-
tion scheme for fog computing services. Battula et al. [6]
set up a generic stochastic model for resource availability
in fog computing environments. Liu and Cao [15] showed

that one lightweight authentication and key agreement
scheme for Internet of Drones was not truly anonymous.
Lu and Hwang et al. [5, 16] designed a key generation
scheme without a trusted third party for access control
in multilevel wireless sensor networks. In 2023, Lin and
Hsu [14] proposed a chaotic maps-based privacy-preserved
three-factor authentication scheme for telemedicine sys-
tems. Hwang et al. [10] presented an improved of en-
hancements of a user authentication scheme.

Recently, Abdussami et al. [3] have presented a key
agreement scheme for fog-enabled IoT scenario. Though
the scheme is interesting, we find it is flawed because the
user has to invoke a symmetric key encryption to securely
transfer the temporary ID to CS. But the final key derived
from a key agreement scheme is just served as a shared
key for some symmetric key encryption, which is a heavy
cryptographic primitive in comparison to key agreement.
The scheme has confused key transfer with key agreement.
We also find that the scheme is vulnerable to guessing
password attack, because the password is not salted. It
neglects the fact that an identifier is the characteristics
that distinguish it from others, which should be public
and easily available. We want to stress that an identifier
can be hidden in a concrete session, but it is publicly
accessible in the system, otherwise such an identifier loses
its signification.

2 Preliminaries

Key agreement, key distribution, key exchange, and key
transfer [17], are often confused, but their common target
is to establish a shared key between users. The resulting
key in a key agreement scheme is not preexisting. How-
ever, the resulting key in a key transfer scheme is preex-
isting, which should be recovered intactly.

The difference between key agreement and key trans-
fer seems unfamiliar to some researchers. To illustrate
it, we now review Diffie-Hellman key exchange [8] and
RSA [21] (see Table 1). Apparently, RSA requires a com-
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plex system setup, which relies on Public Key Infrastruc-
ture (PKI) to enable Bob to invoke Alice’s true public key.
Its authentication originates directly from the reliance on
PKI. Such reliance could be unavailable for some scenar-
ios. Whereas, a lightweight key agreement scheme is more
applicable to this case. The usual size of RSA modulus
is not less than 2048 bits. Such modular exponentiation
is too expensive for some devices. So, RSA is used to
transfer session keys, instead of original data.

3 Review of the Scheme

The scheme has four entities: IoT device, Fog node (FN),
Cloud server (CS), and User. The user will first authen-
ticate with the cloud server. The cloud server will store
the data sensed by the IoT devices received via fog nodes
and give access to the authorized users. IoT devices and
user devices are not trusted entities. It assumes that the
adversary can compromise the private credentials such as
secret keys and session keys. Its security requirements in-
clude authentication, integrity, forward secrecy, and user
anonymity.

Let IDi, PWi be the identity and password of ith user.
H(·) is a hash function. A physically unclonable function
(PUF) responses differ from one different PUF instance
for the same challenge, but it gives the same response for
the same challenge in an instance. The user registration
can be depicted as follows (Table 2).

4 A paradox

In the scheme the user has to use a symmetric key en-
cryption to transfer the new temporary identifier, Tidnew,
i.e.,

Bi = EH(Ri1∥Tid)(Ai∥Tid∥TU∥Tidnew) (1)

The fingerprint H(Ri1∥Tid) acts as a session key.
We find the scheme tries to use the current session key

to negotiate a new session key H(Tid∥Ri1∥TC). But there
is no ultimate difference between

H(Ri1∥Tid) and H(Tid∥Ri1∥TC),

when they are used for session keys. Both are random
outputs of a same hash function corresponding to two
different inputs. As we know, a symmetric key encryp-
tion is rarely used for transferring session keys because
it requires that both sides know a pre-agreed secret key.
It is a paradox to use a pre-shared secret key to merely
negotiate a new secret key.

5 A Possible Revision

As we discussed before, the negotiated key is ultimately
used for a subsequent symmetric key encryption to trans-
fer data. So, it is unnecessary to separate the target of
mutual authentication and that of data transfer. In the

proposed scenario, we find, the user and cloud server can
concurrently achieve the two targets. See the following
Table 3.

In the revised scheme, the ciphertext is

Ĉ = EH(Ri1∥Tid)(Ai∥Tid∥TU∥Tidnew∥h∥m) (2)

in which two more components h,m are simultaneously
encrypted. Its confidentiality comes directly from the
original scheme. Besides, the checking of

h = H(Ri1∥Tidnew) (3)

suffices for mutual authentication. Any adversary cannot
generate such a fingerprint corresponding to the random
temporary identifier Tidnew, because the component Ri1

are only known to the legal user and the cloud server.

6 The Signification of an Identifier

ID-based encryption introduced by Shamir [23], is a type
of public-key encryption in which the public key of a user
is some unique information about the user’s identity. Par-
ties may encrypt messages with no prior distribution of
keys between individual participants. This is very useful
in cases where pre-distribution of authenticated keys is
inconvenient or infeasible.

The discussed threat model assumes that user devices
are not trusted entities. The data stored in user devices
can be retrieved by using the power analysis attack (see
§3.3, [3]). In order to protect the user’s identity and
password, the user device only stores {Ai, Tid, ri, Ci}. It
claims that the adversary cannot get the true identity Idi
and password PWi even if the device is compromised, un-
der the assumption that guessing the password and iden-
tity of the user separately is possible, whereas guessing
both parameters in polynomial time is impractical.

The assumption ignores a basic fact: any identifier in
the whole system, which is the characteristics that distin-
guish it from others, is public and easily available. Notice
that an identifier can be hidden in a concrete session,
but it is publicly accessible in the system [7]. Some re-
searchers have neglected the difference between session-
invisible identifier and system-visible identifier.

Taking into account the signification of an identifier,
we find, the scheme is vulnerable to guessing password
attack. Actually, according to the assumption a power-
ful adversary can access Ai, ri which are stored in a tar-
get user device. The target Idi is also accessible because
it is a system-visible parameter, otherwise such an iden-
tifier loses its signification. So, the adversary can test
password dictionaries to search for a password such that
H(Idi∥password) = Ai ⊕ ri.

7 Conclusion

In this note, we show that the Abdussami et al.’s key
agreement scheme is flawed. We clarify the difference be-
tween key transfer and key agreement. We also reiterate
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Table 1: Diffie-Hellman key exchange versus RSA

Diffie-Hellman key exchange RSA

Setup. A prime p, a generator g ∈ F∗
p. Setup. Alice picks two big primes p, q,

computes n = pq. Pick e and compute d
such that ed ≡ 1 mod ϕ(n). Set the public
key as (n, e), the private key as d.

A −→ B. Alice picks an integer xA to
compute yA ≡ gxA mod p.
Send yA to Bob.

A←− B. Bob picks an integer xB to A←− B. For m ∈ Z∗
n, Bob checks the certification of

compute the key k ≡ yxB

A mod p, public key (n, e), and computes c ≡ me mod n.
and yB ≡ gxB mod p. Send c to Alice.
Send yB to Alice.

A ↓. Alice computes the key A ↓. Alice computes m ≡ cd mod n.
k ≡ yxA

B mod p. (Usually, m is a session key, not a concrete message)

Table 2: User registration and authentication with cloud server

User Cloud server

Registration

Select Idi, PWi, and compute
Ai = H(Idi∥PWi)⊕ ri, where
ri is a random number.
Pick a temporary identity Tid.
Generate challenge-response pairs
Ci = (Ci1, Ci2, · · · ),
Ri = (Ri1, Ri2, · · · ) by PUFi(·).

Ai,Tid,Ci,Ri
============⇒

secure channel

Store {Ai, ri, Tid, Ci}. Store {Ai, Tid, Ci, Ri} for the user.

Mutual authentication and key agreement

Enter Idi, PWi. The user device
checks if Ai = H(Idi∥PWi)⊕ ri.
Generate the response Ri1, Check if TC − TU ≤ △T .
and select Tidnew, the Decrypt Bi and check
time-stamp TU . Compute the consistency of Ai, Tid.

Bi = EH(Ri1∥Tid)(Ai∥Tid∥TU∥Tidnew).
Bi,TU ,Ci1,Tid−−−−−−−−−−→
open channel

Update Tid with Tidnew. Compute

SC = H(Tid∥Ri1∥TC), qi = H(SC∥Ai),

Check if TU − TC ≤ △T .
Di,TC ,qi←−−−−−−−−−− Di = EH(Ri1∥Tid)(Ai + 1∥TC).

Decrypt Di. Check the consistency
of Ai + 1. If ok, compute
SU = H(Tid∥Ri1∥TC), and
check if qi = H(SU∥Ai).

Subsequent data transfer

For a message m, compute Compute the plaintext

the ciphertext Ĉ = ESU
(m)

Ĉ−−−−−−→ m = DSC
(Ĉ)

Table 3: A possible revision

User Cloud server

Data transfer
Enter Idi, PWi. The user device
checks if Ai = H(Idi∥PWi)⊕ ri.
Generate the response Ri1, Check if TC − TU ≤ △T .

and select Tidnew, the time-stamp Decrypt Ĉ and check
TU . For a message m, compute the consistency of Ai, Tid.
SU = H(Ri1∥Tid), Verify that
h = H(Ri1∥Tidnew), h = H(Ri1∥Tidnew).

Ĉ = ESU
(Ai∥Tid∥TU∥Tidnew∥h∥m).

Ĉ,TU ,Ci1,Tid−−−−−−−−−−→
open channel

Update Tid with Tidnew.
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the signification of an identifier. The findings could be
helpful for the future work on designing anonymous key
agreement schemes.
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Abstract

The emergence of an off-chain payment channel net-
work provides a reliable solution for blockchain scalabil-
ity. However, channel imbalance in practical applications
increases the transaction cost of nodes, leads to poor sus-
tainability of payment channels, and even affects network
stability. This paper proposes a central node-controlled
off-chain payment channel rebalancing scheme for channel
imbalance, using a combination of algorithms and smart
contracts to establish a credible, safe, and win-win mutual
rebalancing platform for nodes who want to achieve chan-
nel balance, and verifies the effectiveness of the scheme,
providing a new idea of low consumption and no cost for
the rebalancing channel.

Keywords: Blockchain; Channel Imbalance; Off-chain
Payment Channel Network; Rebalancing

1 Introduction

With the development of technology and the deepening
of information sharing, network attack methods emerge
in an endless stream, and attackers try to steal, mod-
ify and abuse user information. In this context, network
protection technology [1] is increasingly improved, such
as privacy protection [2], key management [3], identity
authentication [4] and other protective means are con-
stantly optimized, and the birth of blockchain technology
has become an effective tool for network security protec-
tion. Blockchain provides data security, autonomy, trans-
parency, auditability, privacy, and many other benefits,
and has been widely used in various fields such as finance,
Internet of Things, healthcare, energy, Biometrics, and
government affairs [5–10]. The off-chain payment channel
network retains the advantages of blockchain security and
decentralization [11], reduces the pressure on on-chain
storage by moving transactions down the chain, ensures
transaction processing volume, and enables low-cost and

low latency transactions for on-chain micro-payments.
However, channel imbalance [12] has become an impor-
tant issue limiting the development of off-chain payment
channel networks.

Channel imbalance is caused by excessive one-way pay-
ments at one end of the channel. Channel funds are trans-
ferred in one direction, and after several transfers, the dis-
tribution of funds at one end becomes zero, and if both
ends of the channel want to transact at this point, the
channel must be closed and a new channel established.
The opening and closing of the channel need to be pub-
lished on the chain, and the closing of the channel will
increase the path length of transaction transmission of
certain nodes, resulting in long transaction delays and
high fees.

At present, there are two common ways to deal with
the channel imbalance problem. One is routing to achieve
channel rebalancing, which uses channels with a higher
balance to transmit transactions, effectively avoiding fur-
ther deterioration of unbalanced channels, but still lacks
in improving the balance of imbalanced channels. Sec-
ondly, the node takes the initiative to achieve channel re-
balancing and adopts the loop payment to eliminate the
fund offset problem when channel imbalance is monitored,
which improves the channel balance degree but increases
the time and fund cost of the node to rebalance the chan-
nel. To address the shortcomings of the current channel
rebalancing scheme, this paper proposes a central node-
controlled off-chain payment channel rebalancing scheme,
which adopts the way of mutual borrowing and lending
by nodes at both ends of the channel to solve the channel
imbalance problem, aiming to reduce the funds and time
spent by nodes in the rebalancing process.

The organization of this paper is as follows. Sec-
tion 2 mainly introduces the basic knowledge of off-chain
payment channel networks. Section 3 describes the re-
search status of the off-chain payment channel network
and the main solutions to the problem of channel imbal-
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ance. Section 4 shows the ”central node control off-chain
payment channel rebalancing scheme” model diagram and
describes the detailed design and implementation process
of each module in the model diagram. In Section 5, the
experiment verifies the correctness, effectiveness and ex-
pansibility of the ”central node-controlled off-chain pay-
ment channel rebalancing scheme”. Section 6 summarizes
the work done in this paper and discusses the limitations,
applicability and future research direction of this scheme.

2 Background

Blockchain technology has been implemented in P2P net-
works without relying on trusted third parties, changing
the existing payment model and creating a new type of
commercial payment system, but it has problems such
as low throughput and extended transaction times. The
current mainstream payment platform, Visa, can process
an average of 2,000 transactions per second [13], while
blockchain can theoretically process up to 7 transactions
per second [14]. In order to break the scalability bot-
tleneck of blockchain, on-chain scaling technology, inter-
chain scaling technology and off-chain payment channel
network have emerged.

The on-chain expansion technology mainly has two
ways to adjust the blockchain parameters and update the
system consensus algorithm. Such as increasing the block
size to increase the block capacity, changing the commu-
nication method between blockchain nodes to improve the
block out rate, and updating the consensus algorithm to
reduce the transaction confirmation time, but the tech-
nique has certain limitations, such as increasing the block
size may lead to network congestion and updating the sys-
tem consensus algorithm cannot be completed in a short
period of time.

Inter-chain scaling is mainly based on cross-chain tech-
nology [15], which realizes blockchain scaling through
inter-chain value transfer, however, this technology is in
the concept certification stage, lacking commercial land-
ing applications, and can not be quickly put into practical
applications.

With the off-chain payment channel network [16], af-
ter both parties to a transaction create a payment chan-
nel with a smart contract, both parties can make mul-
tiple transactions. If one party has a desire to close
the channel or disputes a transaction in the process, the
blockchain will act as an arbitration platform to check
and confirm the status of the channel. The network
ensures that transactions are executed correctly and se-
curely by running a Recoverable Sequence Maturity Con-
trace (RSMC) and single-path atomic transactions and
cross-channel transactions by running a Hashed Timelock
Contracts (HTLC).

2.1 Payment Channels

A payment channel is a transaction path created peer-
to-peer by both parties to a transaction, allowing both
parties to update and maintain the funds in the channel
off-chain, thereby enabling off-chain payments. The pro-
cess of off-chain channel payments consists of following
steps. First, open a channel. Each party to the transac-
tion takes out funds and deposits them into the channel
to generate the initial transaction. Both parties attach
signatures to the initial transaction and broadcast it to
the chain, indicating the completion of the channel cre-
ation. Second, Conduct the transaction. Both sides of
the transaction exchange funds in the channel and the
distribution of funds in the channel will be updated after
each transaction. In the process, if one side maliciously
publishes a false transaction, all the funds of the user in
the channel will be returned to the other side as a penalty.
Finally, Close the channel. When one side of the channel
runs out of funds or wants to leave the channel, any side
of the channel only needs to publish the latest channel
status to the chain, and after the status is published, it
means the channel closure is completed.

2.2 Payment Channel Network

The formation of a payment channel network not only en-
ables users to transact across channels, but also reduces
the pressure on network channel information storage. In
the network, users who do not create a channel want to
make transactions, the routing algorithm will find a suit-
able path for them to transmit the transaction, and the
sender of the transaction only needs to pay the interme-
diate node transaction forwarding fees. For a better un-
derstanding, the illustration of the cross-channel trading
is given in Figure 1.

Figure 1: The illustration of the cross-channel trading

Suppose user A wants to transact with D, but no pay-
ment channel is established between A and D. The trans-
action execution process is as follows: A randomly gener-
ates the original image R and passes R to D; D hashes the
received R to generate H(R) and passes it to A; A exe-
cutes the routing algorithm to find the transaction trans-
mission path A− >B− >C− >D that can reach D. Each
node in the path signs a time lock with the neighboring
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node respectively. After the time lock contract on the
transmission path is signed, user D presents the original
image R of H(R) to C to unlock the funds from C. Then
R is passed to the next user in turn to unlock the funds
of the neighboring users. Finally, the transaction between
user A and D is realized, and for users B and C who trans-
mit the transaction, they will receive a transmission fee,
which is generally relatively low.

3 Related Work

When the off-chain payment channel network was cre-
ated, its research mainly focused on routing algorithms,
such as the hybrid routing algorithm Flare [17], which
used a combination of common nodes and beacon nodes to
find paths for payment nodes, improved the path finding
rate and decentralized centralization, and laid a consoli-
dated foundation for the routing algorithms that followed.
In recent years, routing algorithms have considered some
inherent limitations in the network, such as fund over-
load [18], channel imbalance [19], routing cost [20], and
security issues [21]. For channel imbalance, Giovanni et
al. [22] proposed to reduce channel imbalance by charging
transaction fees at the gateway nodes, the rate of which
depends on the balance difference between the nodes at
both ends of the channel; Khalil et al. [23] proposed RE-
VIVE, which allows any set of users to safely rebalance the
channel according to the channel owner’s preference, to
ensure the balance of funds between the forwarding nodes.
Mercan et al. [18] proposed balance-aware routing, which
calculates the channel imbalance before the transaction is
forwarded and then selects the gateway to be forwarded,
thus alleviating the channel imbalance. Conoscenti et
al. [24] proposed a passive rebalancing scheme to reduce
the payment failure rate due to channel imbalance. Hong
et al. [25] proposed the asynchronous rebalancing idea
CYCLE, where imbalanced nodes eliminate the fund off-
set by implementing loop payments on closed-loop rout-
ing. Avarikioti et al. [26] proposed an optional rebalanc-
ing protocol that effectively decomposes the rebalancing
solution into incentive-compatible cycles, thus preserving
the node balance while atomic payments are executed.

With the development and growth of off-chain payment
channel networks, studies on topological properties have
emerged, such as Seres [27] on the degree distribution,
robustness, and random failures of (Lightning Network
LN), Guo et al. [28] on the connectivity, channel capac-
ity, and routing efficiency of LN, Zabka et al. [29] on the
geographical distribution of LN, and Lisi et al. [30] on the
topology of lightning networks for a specific time period.

Later work has shown that there are security risks in
off-chain payment channel networks [31], such as Mala-
volta et al. [32] described possible wormhole attacks in
LN networks, followed by the multi-hop anonymity and
privacy-preserving payment channel network MAPPCN
[33], and for attack models, such as Thakur et al. [34] pro-
posed a conspiracy attack and Perez et al. [35] proposed a

balance detection attack. There are also researches on the
privacy protection of off-chain Payment channel networks.
Zhang et al. [36] proposed a hybrid multi-hop mechanism,
including Payment channel network PCN, Onion routing
and side chain, so as to ensure privacy-protecting off-chain
payment. The CryptoMaze protocol proposed by Mazum-
dar et al. [37] not only avoids the formation of multiple off-
chain contracts on the side of the path sharing of routing
partial payments, but also ensures the no-connectibility
of partial payments.

4 Scheme Design

4.1 Design Ideas

In this paper, a channel rebalancing network is formed in
which each node has a channel rebalancing mini-network
centered on itself, and the channel balancing degree in the
mini-network is set by the central node as a way to limit
the payment behavior of each node and keep the channel
within a certain balancing degree.

For the nodes in the off-chain payment channel network
that want to participate in the channel rebalancing net-
work, they need to submit the channel information that
they have created. After receiving the channel informa-
tion from the node, the channel rebalancing network cre-
ates a rebalancing channel information table centered on
the node. All nodes in the channel rebalancing network
that meet the channel rebalancing requirements need to
execute the channel rebalancing operation uncondition-
ally. In the design, the following points are considered:

1) Information security, the distribution of funds of the
nodes in the channel is not leaked.

2) Capital protection, no loss of node funds during re-
balancing operation.

3) No impact on the normal trading activities of the
nodes.

According to the above requirements, this paper di-
vides the rebalancing scheme into three modules,channel
screening, rebalancing execution and channel clearing.
The scheme principle is shown in Figure 2.

Channel Screening Module: Screen the channels in the
rebalancing channel information table that needs to ad-
just the fund distribution and calculate the funds needed
to rebalance the channel.

Rebalancing execution module: According to the rebal-
ancing funds calculated by the channel screening module,
rebalancing transfers are executed on the corresponding
channels.

Channel clearing module: When a node leaves the
channel rebalancing network, in order to ensure that the
nodes in the network do not lose funds in the rebalancing
process, it can leave only after clearing the channel debt
relationship connected with the node, at which time the
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Figure 2: Channel rebalancing scheme diagram

network automatically clears the information of the leav-
ing node and the channel information connected with the
node.

Considering that cross-channel rebalancing may affect
the trading activities of nodes, the design is such that
each node only actively regulates the payment channel
it creates and places the execution of rebalancing in idle
time when the node has no trading activities. In this way,
cross-channel rebalancing will not be involved, and due to
the immediacy of the transaction of the created channel, it
will not affect the normal transaction activities of nodes.

Nodes that want to participate in the channel rebalanc-
ing network, before entering the network, have to submit
their own channel information form. Considering the in-
formation security, the information provided only includes
the addresses and channel capacity of nodes at both ends
of established channels that are publicly in the payment
channel network. Taking node 0 in 2 as an example, the
submitted channel information is shown in Table 1.

After receiving the node channel information, compare
the node information of the channel rebalancing network
and create a node-centered rebalancing channel informa-
tion table, which contains the node addresses and fund
distribution at both ends of the channel, and the table is
only stored at the central node, which is not involved in
the channel fund distribution leakage problem because it
is established about the channel information table created

Table 1: Node 0 channel information table

Node1 Node2 Capacity
0 1 0.6
0 2 0.9
0 3 1.0
0 4 0.2
0 5 0.1
0 6 1.2
0 7 0.3

by the central node. For example, according to Table 1
submitted by node 0, after comparing with the nodes in
the network, it is found that node 7 is not involved in the
channel rebalancing network, so the rebalancing informa-
tion created for node 0 is shown in Table 2.

4.2 Detailed Design

4.2.1 Model Definition

We represent the channel rebalancing network as a di-

graph G
′
=

(
V

′
, E

′
)
where V

′
= {v1, v2, v3, ...vn} is the

set of nodes in G
′
, e

′

i,j ∈ E
′
=

{
(vi, vj) |vi, vj ∈ V

′
}
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Table 2: Node 0 channel information table

Node1 Node2 Balance1 Balance2 Capacity
0 1 0.1 0.5 0.6
0 2 0.7 0.2 0.9
0 3 0.2 0.8 1.0
0 4 0.15 0.05 0.2
0 5 0.05 0.05 0.1
0 6 0.12 1.08 1.2

is the set of edges in E
′
. Take any node i in V

′
, We

define the small network formed by the central node
i as a directed graph Gi

N =
(
V i
N , Ei

N

)
, where V i

N ={
vN1 , vN2 , vN3 , ...vNk|k≤n

}
is the set of nodes in G

′

N ,

eiNi,j
∈ Ei

N =
{(

vNi , vNj

)
|vNi , vNj ∈ V i

N

}
is the set of

channel edges in Gi
N . The funds deposited by nodes i and

j when creating a channel are denoted as bNi
and bNj

, and
the channel capacity is denoted as cNi,j

, we have:

cNi,j
= bNi

+ bNj
(1)

For the channel eiNi,j
, we define the imbalance degree of

the channel as bimi,j :

bimi,j =
|bNi

− bNj
|

cNi,j

bimi,j ∈ (0, 1) (2)

In Formula (2), when bNi
= bNj

, we have bimi,j = 0, then
equation (2) is also equivalent to:

bNi

cNi,j

=
bNj

cNi,j

= 0.5 (3)

Formula (3) indicates the most ideal channel equilibrium
state, that is, the same funds at both ends of the chan-
nel, but it is difficult to achieve this situation in the real

network, so we set a changeable value bim
′

i,j to indicate the
difference between the channel imbalance degree accept-
able to the central node and the optimal balance degree
0.5 in the small network formed by the central node, the
value is set by the central node VNi . That is, the channel
unbalance that the central node refuses to accept. The
funds of the node i will remain within the variation δ1
and δ2, node i funding will meet bNi

∈ (δ1, δ2), there are: δ1 = cNi,j
∗
(
0.5− bim

′

i,j

)
δ2 = cNi,j

∗
(
0.5 + bim

′

i,j

)  (4)

The channel selection algorithm will be designed based on
the funding requirements of node i in Formula (4).

4.2.2 Model Implementation

The channel selection module is implemented by Find-
RebalancingChannel(FRC) algorithm, which is used to

Algorithm 1 FRC

Input: ReInfor = ReChannelInformlist, bim
′

i,j

1: OPB = 0.5
2: for cNi,j in ReInfor do

3: δ1 = cNi,j * (OPB - bim
′

i,j )

4: δ2 = cNi,j * (OPB - bim
′

i,j )
5: end for
6: for bNi

in ReInfor do
7: if bNi

<δ1 then
8: ReBalance = bNi

- δ1
9: end if

10: if bNi >δ2 then
11: ReBalance = bNi

- δ2
12: end if
13: end for
Output: C id,ReBalance

find out the imbalanced channel in Gi
N =

(
V i
N , Ei

N

)
and

calculate the funds required for the channel rebalancing.
The algorithm pseudo-code is shown in Algorithm 1.

Algorithm 1 is based on the acceptable imbalance value

bim
′

i,j rejected by the central node to calculate the capital
balance range [δ1, δ2] of all channels centered on this node.
If the funds at the end of the central node i are not in
the range, the channel is picked out. The calculated re-
balancing fund ReBalance, a positive value, indicates the
the channel imbalance is caused by the higher-end funds
of the central node i than the j end funds. At this time,
the channel imbalance needs to be solved by transferring
funds from i end to the j end. A negative value indicates
that the channel imbalance is caused by higher funds at
the node j end is higher than the central node i, and the
imbalance needs to be resolved by transferring funds from
j end to the i end.

In Rebalancing execution module, perform rebalanc-
ing transfer on the selected unbalanced channel. Before
rebalancing transfer, set up fund detection to ensure that
the node funds at both ends of the channel are not lost.
The Rebalancing contract designed in this paper is shown
in Algorithm 2.

In Algorithm 2, the transfer direction is judged first.
A positive ReBalance value indicates that the transfer di-
rection is from the node i to j, which means that the node
i is helping the node j to balance the channel they have
established by borrowing, and then checking whether the
node j has the ability to repay, which is shown in the
contract as ReBalance<bNj

the rebalancing transfer can
only be performed if the contract is, otherwise, the re-
balancing fails. Similarly when ReBalance is negative,
to perform a rebalancing transfer, it is necessary to sat-
isfy ReBalance<bNi . In this module, it is also necessary
to record the ReBalance of each rebalancing transfer in
each channel, which is used for the liquidation of the next
module.

In Channel clearing module, before a node leaves the
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Algorithm 2 Rebalancing

Input: bNi = getBalance (accounti)
bNj

= getBalance (accountj)
1: int[] ClearBalance = [0]
2: if ReBalance >0 then
3: if ReBalance <bNj

then
4: reTransfer(accountj)
5: pushContent(ReBalance)
6: end if
7: else
8: if |ReBalance| <bNi

then
9: reTransfer(accounti)

10: pushContent(ReBalance)
11: end if
12: end if
Output: ClearBalance

network, it must clear the debts of all channels connected
to it. This capability is implemented through the Clean-
Channel contract shown in Algorithm 3.

Algorithm 3 CleanChannel

1: int total = 0
2: for i = 0;i <ClearBalance.length; i++ do
3: total = total+ ClearBalance[i]
4: end for
5: if total >0 then
6: reTransfer(accounti)
7: else
8: reTransfer(accountj)
9: end if

In Algorithm 3, the ReBalance of the channel’s histor-
ical rebalancing transfer is first cleared, and the result is
placed in total. The positive or negative value of total in-
dicates the direction of debt repayment, and the positive
values indicate that in the rebalancing prosess with the
help of the nodes i of mutual funds is more than node j,
then the node j needs to repay the excess fund of node i.
Similarly, a negative value of total means that the node i
needs to repay the excess funds from the node j. Based on
the positive and negative values of total, the repayment
transfer is then executed.

5 Experiments and Analysis of
Results

5.1 Validating the FRC Algorithm

5.1.1 Experimental Design

This experiment collectes the channel capacity created at
a node named bfx-lnd1 in LN at some point on March 2,
2023, and its frequency distribution is shown in Figure 3.

Figure 3 shows that the channel capacity created by
this node is mostly distributed within 0 to 2 BTC, with

Figure 3: Channel capacity created by bfx-lnd1 nodes

only a few channels exceeding 2 BTC. In the channel ca-
pacity shown in the figure above, this paper randomly se-
lected 100 channel capacities to participate in the channel
rebalancing network of this scheme. Since the fund dis-
tribution at both ends of the channel is not available in
the network, for the distribution of funds at both ends of
the channel, this paper generates the channel rebalancing
network by taking a random number in 0 and cNi,j

, and
the two ends of the funds satisfy the following condition.

{
bNi

| bNi
∈
[
0, cNi,j

]
bNj + bNj = cNi,j

}
(5)

The fund distribution at both ends of the 100 channels
generated by the above method is shown in Figure 4.

Figure 4: Distribution of funds at both ends of the channel

Figure 4 shows that among the 100 channels, most
channels have channel imbalance problems, and among
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the unbalanced channels, there are extremely unbalanced
channels. But there are a few channels where the distri-
bution of funds relatively balanced. Following that, the
channel imbalance bimi,j of the 100 channels selected above
is calculated, and their distributions are shown in Fig-
ure 5.

Figure 5: Channel imbalance degree

The green line in Figure 5 shows the optimal balance

of 0.5, and the yellow line shows the imbalance bim
′

i,j of
the channel. As can be seen from Figure 5, most chan-
nels deviate from the optimal balance, and the number of
channels included in different balance levels is different.
For the FRC algorithm mentioned in Section 4.2.2, we
make the following analysis:

1) The smaller the bim
′

i,j , the more channels need to be
rebalanced. The reason is that most channels will
meet the channel balance requirements set by the
central node VNi

with the fund range of the node
(δ1, δ2) increasing.

2) As bim
′

i,j increases, the gap between the average pay-
ing capacity of channels and that of channels before
the implementation of the rebalancing scheme will
narrow. This is because the (δ1, δ2) shrinks with

bim
′

i,j increasing, indicating that the central node has a
higher requirement on the balance degree of channels
in the network, and at this time, only a few channels
participate in the rebalancing scheme. Therefore, the
average paying capacity of channels in a small net-
work composed of central nodes will not increase sig-
nificantly.

According to the above analysis, we need to perform

the FRC algorithm under different bim
′

i,j . To measure the
number of channels that can perform rebalancing opera-
tions and the average payment capacity of channels in the
small network composed of central nodes.

5.1.2 Results Analysis

In this paper, we implement the FRC algorithm in Python

language and measure the span of 0.005 as bim
′

i,j ∈
[0.00,0.50], within the different bim

′

i,j under the execution
of the FRC algorithm, the number of channels that can
perform rebalancing operations is collected from volume
and the average channel payment capacity in a small net-
work composed of central nodes, and the results are shown
in Figure 5 and Figure 6 respectively.

Figure 6: Number of channels

In Figure 6, the red dash indicates the number of chan-
nels that can be adjusted by the rebalancing scheme under
a certain imbalance degree that the central node refuses
to accept. As can be seen from the trend of Figure 6,
with the increase of imbalance degree, the number of ad-
justable channels is decreasing. The green dash line indi-
cates the number of channels which cannot be adjusted by
rebalancing scheme under a certain imbalance degree, and
their number shows an upward trend with the increase
of imbalance. Notably, at the same imbalance, there is
unRebalancing +Rebalancing = 100.

In Figure 7, the blue broken line represents the av-
erage payment capacity of channels in a small network
composed of central nodes after the execution of a re-
balancing scheme in an imbalance degree. The average
payment capacity of channels in the network decreases
with the increase of imbalance. The yellow broken line
represents the average paying capacity of channels when
no rebalancing operation scheme is executedin a imbal-
ance. As can be seen from Figure 7, with the increase
of imbalance, the gap between them decreases obviously.
When imbalance increases to a certain extent, the two
broken lines actually coincide. In this case, it means that
the rebalancing scheme loses its rebalancing ability, so the
central node should avoid this critical value when choos-
ing an acceptable imbalance degree imbalance. In this
experiment, the critical value is equal to 0.475.

Through the above experiments, the rationality of 5.1.1
analysis on FRC algorithmis proved, and the effectiveness
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Figure 7: Channel Average Payment Capacity

of FRC algorithm in improving channel balance degree is
verified.

5.2 Validating Smart Contracts

5.2.1 Experimental Design

This paper implements the Rebalancing and CleanChan-
nel contracts on Remix, the official open-source online
integrated development environment of Ethereum. For
the Rebalancing contract, the functional requirements are
verified by testing the Rebalancing greater than 0 and less
than 0 mentioned in 4.2.2, as shown in Table 3.

The CleanChannel contract needs to calculate the sum
of the Rebalancing values recorded by the Rebalancing
contract, and realize the repayment operation in the cor-
responding ReBalance account according to the positive
and negative values. Its test table is shown in Table 4.

5.2.2 Results Analysis

According to the Rebalancing and CleanChannel contract
testing requirements in 5.2.1, the ReBalance values shown
in Table were set in this paper, and the test results are
shown in Table 5.

Let ReBalance = 100,000,000,000,000,000,000 sat, in
Table 5, the first judgment rebalancing transfer direc-
tion is bNi to bNj , and then determine bNi whether
there is the ability to repay, because the bNi ac-
count balance is 999,999,999,999,993,876,17 sat, less
than 100,000,000,000,000,000,000 sat, so it is not exe-
cuted the bNi

transfers 100,000,000,000,000,000,000 sat
to bNj . When ReBalance = -200 sat, the first judg-
ment rebalancing transfer direction is bNj to bNi trans-
fer 200 sat, and then check bNi

whether there is the
ability to repay, and since the bNi

balance at this time
is 999,999,999,999,965,105,60 sat, which is completely
greater than 200 sat, so the execution of bNj

to bNi
trans-

fer 200 sat, the bNi
balance is 999,999,999,999,965,107,60

sat after transfer bNi
. The analysis of the above results

shows that the Rebalancing contract is designed to meet
the requirements for rebalancing under certain conditions.

According to the rebalancing values recorded in Rebal-
ancing contract, CleanChannel contract is executed, and
the measured funds at both ends of the channel are shown
in Table 6.

In Table 6, after the two rebalancing transfers in
Table 5, the clearing yields total = -100 sat, in-
dicating that during the rebalancing bNi

has made
use of an extra bNj 100 sat, at this time, the
bNj balance is 999,999,999,999,989,998,06 sat, and af-
ter receiving 100 sat from bNi

, the bNj
balance is

999,999,999,999,989,999,06 sat. The successful transfer
from bNi

to bNj
indicates that the CleanChannel contract

we designed implements channel clearing function.

In Tables 5 and 6, the data highlighted in red in-
dicate that the experimental values do not match the
theoretical values. We find that the experimental val-
ues are lower than the theoretical values in red-marked
data. The reason for this deviation is that when the con-
tract is deployed on the Remix platform, the platform
automatically adds the cost of executing the contract,
and the cost is spent by the account where the contract
is deployed, so when the account executes the contract,
the balance of the account will be lower than the value
of balance before the account is spent minus the spent
funds. Taking ReBalance = 100 sat in Table 5 as an ex-
ample when bNi paying 100 sat to bNj , the bNi balance
should be 999,999,999,999,937,279,64 sat, but it is only
999,999,999,999,937,233,52 sat, and the decrease 416,2
sat is used as a fee for the execution of this contract.

5.3 Solution Scalability Verification

In order to verify the scalability of the scheme, 1500 chan-
nels in LN were randomly selected for experiments. First,
the average channel unbalance degree of these channels
is calculated, and the calculated result is 0.0977. Then,

with a span of 0.02, bim
′

i,j ∈ [0.00, 0.10], we measured the
change of the average paying capacity of channels in the
small network formed by the central node as the number
of channels increases, and then calculate the increasing
multiple of the average paying capacity of channels af-
ter using different schemes. The experimental results are
shown in Figures 8 and 9.

In Figure 8, different colors of broken lines represent

different bim
′

i,j values, the virtual broken line represents the
average channel payment ability before the implementa-
tion of the plan, and the solid line represents the average
channel payment ability after the implementation of the

plan.The results show that: under the same bim
′

i,j , the av-
erage paying capacity of channels is significantly improved
after the implementation of the scheme, and the increas-
ing trend is not affected by the number of channels, which
indicates that the scheme has good scalability. Under dif-
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Table 3: Rebalancing Contract test table

Rebalancing transfer direction
Rebalancing transfer, bNi

bNj

conditions theoretical value theoretical value

ReBalance>0
ReBalance<bNj

bNi
− ReBalance bNj

+ ReBalance
ReBalance>bNj

bNi
bNj

ReBalance<0
|ReBalance|>bNi

bNi
bNj

|ReBalance|<bNi
bNi

+ ReBalance bNj
− ReBalance

Table 4: CleanChannel contract test table

Channel clearing value
Reimbursement, bNi

bNj

direction theoretical value theoretical value

total
total>0 bNi + total bNj − total
total<0 bNi

− total bNj
+ total

Table 5: Rebalancing contract execution after both ends of the channel funding table

ReBalance(sat)
bNi , bNj 1bNi 1bNj 1bNi theoreti. 1bNj theoreti.
(sat) (sat) (sat) (sat) value (sat) value (sat)

100

999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
937,280, 993,875, 937,233, 993,876, 937,279, 993,876,

64 17 52 17 64 17

100,000,000,000,000,000,000,

999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
936,233, 993,876, 935,223, 993,876, 936,233, 993,876,

52 17 52 17 52 17

-200

999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
965,105, 953,583, 965,107, 953,529, 965,107, 953,581,

60 80 60 80 60 80

-100,000,000,000,000,000,009

999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
996,510, 952,529, 996,510, 951,529, 996,510, 952,529,

60 60 60 60 60 60

Table 6: CleanChannel contract execution after both ends of the channel funding table

total(sat)
bNi

, bNj
1bNi

1bNj
1bNi

theoretical 1bNj
theoretical

(sat) (sat) (sat) (sat) value (sat) value (sat)

-100
999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
999,999, 999,999, 999,999, 999,999, 999,999, 999,999,
950,375, 989,998, 950,061, 989,999, 950,374, 989,999,

11 06 23 06 11 06
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Figure 8: Channel average affordability

ferent scenarios, before and after the implementation of
the scheme, there is a significant increase in the average

payment capacity of the channel as bim
′

i,j the average pay-
ment capacity of the channels decreases as the number
of channels increases, the reason for this phenomenon is

that as the bim
′

i,j , which is due to the fact as the number
of channels increase, the central node’s balancing require-
ments for the entire network increase, marking the rebal-
ancing ability weaker and therefore the average payment
capacity of the channel decreases. Several peaks in the
graph casused by the relatively large initial funds at both
ends of each newly added channel, and have no special
meaning.

Figure 9: Channel capacity increase multiple

The broken line in Figure 9 shows the increase multi-
ples of the average paying capacity of channels after using
the scheme compared with before using it under different

bim
′

i,j . As can be seen from the figure, the increase multi-
ples are basically stable between 3 and 3.5 times, indicat-
ing that the scheme has a significant effect on improving
the average paying capacity of channels.

6 Conclusions

Aiming at the channel imbalance problem in the off-chain
payment channel network, this paper proposes an off-
chain payment channel Rebalancing scheme controlled by
the central node, and designs the channel selection algo-
rithm FRC, smart contract rebalancing and CleanChan-
nel to implement the scheme. The main contributions of
this paper are as follows:

1) Through the hierarchical use of node and channel in-
formation, not only protects the privacy of nodes and
channels, but also ensures the integrity of informa-
tion required by the central node when rebalancing
channels.

2) Channel selection algorithm FRC, so that the nodes
in the off-chain payment channel network can flexibly
adjust the fund distribution of the fund needs, so as
to improve the channel balance.

3) Rebalancing contract is proposed, which realizes the
rebalancing operation and avoids the risk of the node
losing funds by checking the fund balance at both
ends of the channel.

4) The designed CleanChannel contract fully guarantees
that the funds of nodes will not be lost in the rebal-
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ancing process, and further guarantees the reliability
of the rebalancing scheme.

The ”off-chain payment channel rebalancing scheme
controlled by central node” not noly reduces the cost of
node rebalancing channel, but also improves the flexibil-
ity and durability of the payment channel. The scheme
will hopefully be applied to lightning Network, Raiden
Network, Celer Network, etc, thus enabling the off chain
payment channel network to provide reliable and efficient
payment solutions in various scenarios such as real-time
payment, high-frequency trading, micropayment, micro-
payment and Internet of Things payment, and to promote
innovation and development in the payment field.

However, when setting the channel imbalance degree

bim
′

i,j rejected by the central node, the scheme does not
consider the difference in the demand for the balance de-
gree of each channel in the small network composed of the
central node, and lacks the dynamic analysis of the chan-
nel. In the future work, we will study the current main-
stream off-chain payment channel network and design a
more flexible one for the central node. In addition, the
active protection of node channel fund information needs
to be strengthened, and then we will create a stronger
fortress for channel fund information through information
access control, information encryption and other means.
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Abstract

To solve the problems of long encryption time, low encryp-
tion throughput, large memory usage, high energy con-
sumption, and weak encryption performance of existing
image encryption algorithms in the resource-constrained
multimedia Internet of Things (MIoT) for secure commu-
nication, a lightweight image encryption algorithm based
on dual chaotic system and dynamic S-box was proposed.
Firstly, the digital image is compressed after blocking
by discrete cosine transform (DCT) coding technology.
Then, the encryption key is generated from the initial
key and the grey value of the compressed image. The
generated encryption key is used as the initial value and
control parameter for two-dimensional (2D) logistic map-
ping and tent mapping, and the key sequence is generated
after each iteration. The generated key sequence is used
to permute pixel bits and generate the S-box. Finally,
the S-box dynamically generated by the tent mapping is
used to diffuse the permuted pixel bits and obtain the en-
crypted image. The experimental results show that com-
pared with the existing methods, the encryption time of
the proposed algorithm is reduced by 3.0230s on average,
the throughput of the system is increased by 0.0673Mbps
on average, and the memory usage is low, with high en-
cryption efficiency and security strength.

Keywords: Dynamic S-box; Image Compression; Image
Encryption; Lightweight Encryption; Logistic-Tent Dual
Chaotic System

1 Introduction

With the rapid development of social media networks and
the MIoT, the demand for multimedia data sharing has
increased significantly, but MIoT devices have resource
constraints in terms of energy consumption, computing
power, running time, and storage space [21]. Therefore, to
enable secure and confidential communication with min-

imal power consumption in resource-constrained devices,
lightweight cryptographic algorithms can meet both secu-
rity and performance requirements, compared with tradi-
tional general cryptographic algorithms, lightweight cryp-
tographic algorithms generally have the characteristics of
low throughput, moderate security level, and high perfor-
mance, and can be applied in MIoT to solve the problems
of low system throughput and long response time in the
encryption process [11].

In recent years, in resource-constrained IoT applica-
tion scenarios, have used the SHA (Secure Hash Al-
gorithm) series of hash algorithms, the SM series of
national secret algorithms, AES (Advanced Encryption
Standard) and other symmetric cryptographic algorithms,
RSA (Rivest Shamir Adleman) and ECC (Ellipse Curve
Cryptography) and other public key cryptographic algo-
rithms [17,25] traditional cryptographic algorithms repre-
sented by traditional cryptography generally have perfor-
mance limitations, such as relatively low computational
efficiency, and it is difficult to obtain better encryption
effects. Existing image encryption technologies mainly
include chaotic encryption [7, 8], DNA coding [23], quan-
tum encryption [27], optical encryption [24], cellular au-
tomaton encryption [18] and neural network [26] as well as
other encryption methods. These encryption technologies
have good encryption performance, but due to the strong
correlation between pixels and high data redundancy, the
implementation is more complex or difficult to ensure the
security of encryption, and the memory consumption is
large, the encryption efficiency is not high, and it does
not meet the requirements of lightweight cryptographic
algorithms.

With the rapid development of chaos theory, chaos
encryption technology has gradually become the main
direction of image encryption. A chaotic cryptosystem
can have excellent characteristics in terms of computing
power, security, complexity and other aspects, and the
combination of a chaotic system and image compression



International Journal of Network Security, Vol.26, No.2, PP.270-284, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).13) 271

can not only reduce the amount of data and storage space
of encrypted images but also reduce the consumption of
space resources. To increase the security strength and en-
cryption efficiency of the whole cryptographic algorithm,
the single nonlinear structure S-box in the block cypher
algorithm can be used to confuse and spread the image
pixel value, and the quality of the indicators of the S-box
directly determines the quality of the cryptographic al-
gorithm [28]. Currently, due to the increasing amount of
multimedia content, several lightweight cryptographic al-
gorithms have emerged, that enable MIoT nodes to com-
municate securely with minimal computational complex-
ity and bandwidth. Considering the transmission of im-
ages in resource-constrained MIoT, many scholars com-
bine chaotic schemes with related technologies to optimize
the performance of image encryption algorithms in con-
strained environments and achieve better encryption per-
formance. For example, decreasing the encryption speed
due to increasing the dimension of chaos and the compu-
tation step affects the effect of encryption, which is not
suitable for resource-constrained IoT devices.

To solve the above problems, to make the lightweight
cryptographic algorithm better take into account the re-
quirements of the throughput, security and performance,
this paper presents a lightweight image encryption algo-
rithm based on a dual chaotic system and dynamic S-box,
which uses the compression properties of DCT coding to
compress the original image, and uses the Logistic-Tent
dual chaotic system and dynamic S-box to encrypt the
compressed image. The main contributions of this work
are as follows:

1) A lightweight image encryption algorithm based on
Logistic-Tent dual chaotic system and dynamic S-
box is proposed, which takes into account balance
between throughput, security level and performance.

2) Using the DCT coding compression feature, accord-
ing to the statistical properties of the image signal in
the frequency domain, the correlation between adja-
cent pixels is eliminated, the amount of data in the
encrypted image is reduced, and the encryption effi-
ciency is improved.

3) The designed Logistic-Tent dual chaotic system
and dynamic S-box have stronger traversability and
higher key space, and the initial parameters of the
chaotic system and the average pixel value of the
compressed image are iteratively generated to gener-
ate the encryption key, and the random permutation
and diffusion of pixel bits are performed, which in-
creases the correlation between the key and the image
and improves the security of the image.

The rest of the text is arranged as follows: Section
2 reviews the relevant research. Section 3 describes the
lightweight image encryption algorithm, dynamic S-box
construction, and the encryption and decryption pro-
cesses. Section 4 gives the experimental results and anal-
ysis of the proposed algorithm, and compares it with the

experimental data of the existing related algorithms. Sec-
tion 5 summarizes the work in this paper.

2 Related Works

In recent years, the hybrid digital image encryption
method combining chaotic systems and other methods
has been favoured and concerned by many scholars, and
the existing results can have the characteristics of bet-
ter key space and more system parameters, and achieve
complementary advantages. Yousaf et al. [28] proposed
an image encryption method that evolved a highly non-
linear S-box through the action of puzzle subgroups on
the set of elements in magic, taking into account both
complexity and ease of use. Kumar et al. [19] proposed
a chaotic image encryption algorithm based on enhanced
Thorp scrambling and Zigzag scanning convolution, which
has high security. Zheng et al. [30] proposed an algo-
rithm for constructing dynamic S-boxes based on chaos
mapping and apply the idea of obfuscation to the con-
struction of S-boxes, which has a good key space and can
resist common attacks. Arif et al. [3] proposed a method
based on substitution and substitution, combined with
single S-box encryption, which has a high sensitivity to
plaintext attacks. Idrees et al. [16] proposed an image en-
cryption algorithm using S-box and dynamic Henon posi-
tion exchange, which improved the security of encrypted
images, but occupied more storage resources. Farah et
al. [5] proposed a cryptographic algorithm based on the
obfuscation/diffusion Shannon feature, using the Jaya al-
gorithm to generate S-boxes. Farah et al. [4] proposed
an algorithm for constructing S-boxes using chaos map-
ping and genetic algorithms, and the constructed S-boxes
have better randomness and anti-attack ability. Ibrahim
et al. [15] proposed a dynamic S-box construction method
based on the key-dependent permutation of elliptic curve
points, but the computational overhead of dynamic S-box
construction limits the achievable encryption throughput.
Hayat et al. [13] proposed a method to generate block
cyphers using elliptic curves, and the generated S-box has
high randomness and security. Zahid et al. [29] proposed
a method to construct dynamic S-boxes through linear
trigonometric transformations, which effectively improved
the randomness of trigonometric transformations to gen-
erate S-boxes.

At present, most of the communication between MIoT
devices is done in the form of images, and MIoT devices
are often attacked by illegal elements because of small
storage space and large losses. To solve these problems,
scholars have proposed a variety of lightweight image en-
cryption algorithms. For example, Alghamdi et al. [1]
proposed a lightweight image encryption algorithm based
on Logistic mapping, permutation and AES, which re-
duces the time required for encryption while ensuring
certain security. Ferdush et al. [6] proposed an image
encryption scheme based on Arnold and Logistic, which
effectively reduced the time required for encryption and
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improved encryption efficiency. Almalkawi et al. [2] pro-
posed a lightweight compressed image encryption scheme
with joint chaotic mapping, which can resist most at-
tack types, but the disadvantage of this scheme is that
it uses a one-for-time cypher scheme when generating
keys. Liu et al. [20] proposed a lightweight image en-
cryption algorithm based on a messaging algorithm with
chaotic external messages, and the messaging algorithm
adopted allows simple messages to be delivered locally to
solve global problems, which will make the interaction be-
tween neighbouring pixels without additional space cost,
thereby reducing resource consumption. Gupta et al. [10]
proposed a new lightweight image key-based image en-
cryption algorithm using Chebyshev chaotic mapping and
cross-blending, which uses a mixture of crossover and
Chebyshev mapping to create session keys, which is highly
secure but slow in encryption. On this basis, Gupta et
al. [9] proposed a lightweight image encryption algorithm
based on a logistic-tent map and genetic algorithm, which
effectively reduced the complexity and improved the en-
cryption efficiency. Hasan et al. [12] proposed a scheme for
encrypting medical images using two permutation tech-
niques, which are highly secure but also highly complex.
Hedayati et al. [14] used a scan-based block compression
algorithm and selective encryption algorithm to encrypt
images, which effectively reduced the time complexity and
reduced the amount of encrypted data. Mondal et al. [22]
proposed a lightweight image encryption scheme based on
chaotic mapping and diffusion circuit, which controls the
random number sequence used for pixel bit permutation
and diffusion through the chaotic sequence, which reduces
complexity and computational overhead.

In summary, the existing lightweight image encryption
algorithm adopts a low-dimensional chaotic system with
a simple structure and easy software and hardware to im-
plement, but there are problems such as short periodic-
ity, limited computing accuracy and low security, while
the high-dimensional chaotic system has more control pa-
rameters and can better resist various attacks, but it is
not suitable for MIoT devices with limited resources due
to high complexity. Therefore, this paper uses DCT cod-
ing compression, dynamic S-box and Logistic-Tent dual
chaos system to present a lightweight image encryption al-
gorithm suitable for resource-constrained application sce-
narios.

3 The Proposed Scheme

To solve the problems of low system throughput, low en-
cryption efficiency, and high memory usage in the con-
fidential transmission of MIoT devices by existing image
encryption algorithms, the algorithm compresses the orig-
inal images and then encrypts them, thereby reducing the
amount of encrypted data and effectively shortening the
time required for encryption. In terms of security, a dy-
namic S-box is developed based on Tent mapping, and
the key sequence generated by the 2D Logistic mapping

is used to permute and diffuse the image pixel bits. Fig-
ure 1 shows the processing flow of the lightweight im-
age encryption algorithm of the proposed algorithm. The
proposed algorithm includes four processing steps: DCT
coding image compression, key generation, dynamic S-box
construction, and image encryption.

3.1 DCT Coding Image Compression
Processing

The application of DCT coding for image data compres-
sion can reduce the digital information representing the
image’s luminance (or colour value) and achieve the pur-
pose of data compression. To reduce the processing time
and improve the encryption efficiency, the 2D discrete co-
sine transform is used for image compression. The specific
steps are as follows:

Step 1: Divide the original image I with size M×N into
8×8 image blocks, and use Equation (1) to convert
the image block with pixel density f(x, y) into a
matrix F (u, v), which is the same size as the image
block of the original image I, and the two conversion
parameters u and v point to the spatial frequency.

F (u, v) = 2√
M×N

CuCv

M−1∑
x=0

N−1∑
y=0

f(x, y)

cos
(∏

(2y+1)v
N

)
cos

(∏
(2x+1)u
M

) (1)

where u = 0, 1, ...M − 1, v = 0, 1, ..., N − 1. When
u = 0, Cu =

√
1/2, when u ̸= 0, Cu = 0, when v =

0, Cv =
√

1/2, when v ̸= 0, Cv = 0.

Step 2: Obtain the DCT quantization coefficient. First,
after 2D-DCT conversion, 64 coefficients are ob-
tained:the important DC coefficient (DC component)
and the low-frequency AC coefficient (AC compo-
nent), located in the upper left corner, while the re-
maining high-frequency AC coefficient is less impor-
tant for the human visual system. Then, the other
coefficients are discarded by retaining the important
coefficients using the quantification step.

Step 3: After quantization, a large part of the data in
the matrix has become 0, and the Zigzag is used to
convert the quantized two-dimensional matrix into
a one-dimensional array. According to the arrange-
ment shown in Figure 2, the DCT coefficients were
first arranged from a data series, and then the com-
pressed image I c was obtained by using Huffman
coding.

3.2 Key Generation

First, calculate the sum of all pixels of the compressed
image I c sum to obtain the pixel average K, and then use
the sum of pixels sum and the initial key (x0, y0, z0, k, u)

to calculate the encryption key (x
′

0, y
′

0, z
′

0, k
′
, u

′
,K) that is,
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Figure 1: The lightweight image encryption algorithm processing flow.

Figure 2: Arrangement of DCT coefficients.

use the 2D Logistic mapping of Equation (2) to obtain the
initial value (x0, y0) and control parameter k, and use the
tent mapping of Equation (3) to obtain the initial value
z0 and control parameter u.{

x(n+ 1) = y(n)

y(n+ 1) = k ∗ y(n)(1− x(n))
(2)

where the control parameters k ∈(0, 2.28), the initial state
x, y ∈(0, 1).

z(n+1) =

{
(zn/u) 0 < zn < 0.5

(1− zn)/(1− u) 0.5 ≤ 0 ≤ 1
(3)

where zn ∈ (0, 1), and u are the control parameters
that control the dynamic properties of the tent mapping.
When controlling parameter u>1, the map has a bifurca-
tion phenomenon, that is, the tent mapping has a chaotic
phenomenon. When u = 2, the chaotic sequence produced
by the tent mapping approximately obeys a uniform dis-
tribution.

2D Logistic mapping has better randomness and key
space and controls the dynamics of chaos mapping. The

specific processing process of encryption key generation is
shown in Algorithm 1.

Algorithm 1 : Key generation algorithm

Input: Compressed image I c, The initial key x0, y0, z0,
k, u

Output: Encryption key x
′

0, y
′

0, z
′

0, k
′
, u

′
, K

1: The compressed image I c is traversed in the order
from left to right and top to bottom to obtain a se-
quence I c

′ with size M×N

2: Calculates the sum of all pixels:sum =
M∗N∑
x=0

Ic(i)
′

3: Calculates the average of all pixel sums:

K = floor

(
sum

M ×N

)

4: x
′

0 = (x0+x0∗sum)mod1; /* Calculate the encryption

key x
′

0, y
′

0, z
′

0, k
′
, u

′

5: y
′

0 = (y0 + y0 ∗ sum)mod1;
6: z

′

0 = (z0 + z0 ∗ sum)mod1;
7: u

′
= (u+ u ∗ sum)mod1;

8: k
′
= (k+ k ∗ sum)mod1;

9: return x
′

0, y
′

0, z
′

0, k
′
, u

′
, K

3.3 Dynamic S-box Construction Based
on Tent Mapping

The S-box is nonlinear and is the basic structure for per-
forming permutation calculations, providing better secu-
rity. To design a satisfactory S-box, this paper uses Tent
mapping to construct a dynamic S-box. This is because
the tent mapping algorithm is simple, it can effectively
reduce storage space, encryption and decryption speed,
has high efficiency, and high security, suitable for MIoT
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devices to transfer information.
For grayscale or colour images of size M×N , the pro-

cessing flow of using Tent mapping to construct a dynamic
S-box is shown in Figure 3.

Figure 3: Dynamic S-box construction process.

The specific construction steps of the dynamic S-box
are as follows:

Step 1: Take the initial value z0 of the tent map and the
control parameter u iteration W imes to obtain a se-
quence of random numbers L of length W , where
L={L(1), L(2), L(3), ..., L(i)}, (0 ≤ i ≤ n,L(i) =
256).

Step 2: Record the interval sequence the number of the
elements in the subsequence as m, start numbering
from 0, when the value of m reaches 255, start the
next subsequence number, and so on.

Step 3: The sequence of interval numbers that gen-
erate random numbers is denoted as S , where
S={S(1), S(2), S(3), ..., S(i)}, (0 ≤ i ≤ n).

Step 4: Sort the corresponding random values in the se-
quence S in non-descending order to obtain the inter-
val number sequence R={R(1), R(2), R(3), ..., R(i)},
if S(i)̸= R(i), then use the elements in the se-
quence R(i) to form the sequence X (n) into a two-
dimensional matrix A of 16×16 in the order of
first left and then right, and then up and down,
if S(i)=R(i), then make S(i)=S(i+1), and judge
again.

Step 5: A(x, y) represents the value of the x row y col-
umn in the matrix, use Equation (4) to convert the
value at position A(x, y) in the matrix to another
position A(x

′
, y

′
), and convert the values in the ma-

trix in the order of row priority to obtain an 8×8
S-box.(

x′

y′

)
=

[
1
1

1
2

](
x
y

)
mod (256) (4)

Step 6: If i ̸= n, repeat Steps 3 to 5 to generate the S-
box again, this process can be cycled multiple times,
generating multiple S-boxes.

In the construction of the above S-box, only simple
sorting, replacing and remaining operations are involved,
which can effectively reduce the memory occupation of
the algorithm and help reduce the running time.

3.4 Encryption Process

In Figure 1, the key generation algorithm of Algorithm 1
is used to generate encryption keys to control 2D Logistic
mapping and Tent mapping, and the key sequence is gen-
erated for image pixel bits to perform permutation and
diffusion operations and generate dynamic S-boxes. The
specific encryption steps are as follows:

Step 1: Image compression of the original image I
through the DCT encoding image compression pro-
cess given in Section 3.1 to generate the compressed
image I c.

Step 2: Bring the initial key I c, The initial key (x0, y0,
z0, k, u) and the compressed image Ic into the key
generation algorithm of Algorithm 1 to obtain the

encryption key (x
′

0, y
′

0, z
′

0, k
′
, u

′
, K).

Step 3: Iterate the tent mapping according to Section
3.3 to generate an 8×8 S-box. To randomly disperse
the displaced pixels using a dynamic S-box, the S-
box can be represented by a matrix of size 16×16.
The matrix of 16×16 is traversed from left to right
and top to bottom to obtain a sequence S of length
256. Where S(i) represents the i-th element of the
sequence S , i=0, 1, ..., 255.

Step 4: Substituting x0, y0, k into Equation (2) and it-
erating 1000+M×N , in order to obtain more sta-
ble data, the data generated from 1001 iterations to
1000+M×N times are used as valid data to generate
a sequence list1 with length M×N .

Step 5: Use Equation (5) to sort and calculate the se-
quence Lseq to obtain the sorted index sequence L1.

L1 = arg sort(Lseq) (5)

where argsort() is a function in Python for sorting
elements in a sequence of arrays from smallest to
largest, and returns the index after the elements are
sorted.
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Step 6: Traverse the compressed image I c in order from
top to bottom, left to right, and obtain a sequence
I c

′ of size M×N , I c
′(i) represents the i-th element

in the sequence I c
′ (i=0, 1, ..., M×N -1).

Step 7: According to the value of sequence L1, the ele-
ments in sequence I c

′ are replaced according to the
permutation processing method in Figure 4 to obtain
a new sequence I c1

′.

Figure 4: Permutation process.

Step 8: Determine the first-pixel value of the diffusion
according to the value of the first element in the se-
quence L1, use the sequence S and the pixel and
the average K to obtain the first grey value of the
diffusion, and then store it in the first position of
the empty sequence I c2

′. The calculation formula is
shown in Equation (6), where L1(0) represents the
first element in the sequence L1.{

index = Ic1
′(L1(0))⊕K ⊕ L1(i)

Ic2
′(L1(0)) = S(index)

(6)

Step 9: Equation (7) is continued to be used to diffuse
other pixels, and then the diffusion of each pixel will
be affected by the previous pixel, to obtain the final
sequence I c2

′. index = Ic1
′(L1(0))⊕ Ic2

′(L1(i− 1))⊕ L1(i)
Ic2

′(L1(i)) = S(index)
i = 1, 2, ...,M ∗N

(7)

Step 10: Convert the sequence I c2
′ in row-first order us-

ing Equation (8) to the matrix form P of M×N ,
which is the final encrypted image I e.

P = reshape(Ic2
′,M,N) (8)

where reshape() is a function in Python that converts
elements in an array to matrix form.

3.5 Decryption Process

The decryption process is the reverse of the encryption
process. The specific process is as follows:

Step 1: Enter the encryption key (x
′

0, y
′

0, z
′

0, k
′
, u

′
, K),

and obtain the sorted sequence L1 by Equation (9).

L−1 = arg sort(list) (9)

Step 2: Traverse all pixels of the encrypted image I e in
order from left to right, top to bottom to generate a
sequence I c2

′.

Step 3: Through Equation (10), the sequence I c1
′ is ob-

tained by using the reverse process of diffusion.
index = S(Ic2

′(L1(0)))
Ic1

′(L1(0)) = index⊕K ⊕ L1(0)
Ic1

′(L1(i)) = S(Ic2
′(L1(i)))⊕K ⊕ L1(i)

i= 1, 2,...M∗N−1,

(10)

Step 4: Through Equation (11), the sequence I c
′ is ob-

tained by using the reverse process of permutation. Ic
′(L1(0)) = Ic1

′(L1(M ∗N − 1))
Ic

′(L1(i+ 1)) = Ic
′(L1(i))

i = M ∗N − 2, ..., 1, 0
(11)

Step 5: Convert the sequence I c′ through Equation (12)
to the matrix I c.

Ic = reshape(Ic
′,M,N) (12)

Step 6: The obtained compressed image I c is inversely
encoded and quantized by the inverse discrete cosine
transform (IDCT) to restore the original image I .

4 Experimental Results

Experimental hardware environment: Intel(R) Core(TM)
i5-7572U 1.60GHz, 16GB. The software environment is
Windows 10, PyCharm (Professional Edition) 2020.3.2
x64. The performance evaluation of the proposed algo-
rithm is mainly evaluated from four aspects: encryption
image quality, lightweight algorithm, encryption security
level, and chaotic characteristics of S-box. Four images of
256× 256 grayscale images are used for experimental test
images: Lena, Peppers, Cameraman, and Baboon.

4.1 Encrypted Image Quality Analysis

The peak signal-to-noise ratio (PSNR) [1] is one of the
objective evaluation indicators to measure image quality.
The lower the PSNR value of the encrypted image and the
worse the image quality of the encrypted image, the better
the encryption effect. The PSNR is generally expressed
through the mean squared error (MSE). For images of size
M ×N , MSE is calculated as in Equation (13):

MSE =
1

M ×N

M∑
i=1

N∑
j=1

(I(i, j)− I ′(i, j))
2

(13)
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where M and N represent the width and height of the
image, I is the original image, and I is the reconstructed
image.

PSNR is based on the MSE definition, which is calcu-
lated as shown in Equation (14):

PSNR = 10log10(
2552

MSE
) (14)

The ratio of the data stream length of the image be-
fore compression to the data stream length of the com-
pressed image is called the compression ratio. Table 1
shows the PSNR values of Lena, Peppers, Cameraman,
and Baboon encryption/decryption when the compression
ratio is 16:1. Table 2 compares the PSNR values of the
proposed algorithm with the existing methods [3,6,20] of
Lena encrypted image.

As can be seen from Table 1, the PSNR value of the en-
crypted image is low, and it is difficult for humans to ob-
serve the useful information in the image with the naked
eye from the encrypted image, indicating that the pro-
posed algorithm has good encryption performance. The
PSNR values of the decrypted images are greater than
38dB, indicating that the proposed algorithm has a high-
quality of decrypted image.

As can be seen from Table 2, the PSNR value of the
proposed algorithm is lower than that of the comparative
Ref. [3,6,20] which indicates that the encryption effect of
the proposed algorithm is better than that of the com-
parative Ref. [3,6,20]. Therefore, the proposed algorithm
has good encryption performance.

4.2 Encrypted Efficiency Analysis

4.2.1 Encryption Time, Encryption Throughput
Analysis

Encryption speed is very important for the practicality of
image encryption algorithms. At present, encryption time
is an important indicator to measure the execution effi-
ciency of MIoT devices when processing massive amounts
of data. The longer it takes to encrypt an image, the less
efficient the encryption becomes. Conversely, the more
efficient the encryption. Table 3 compares the encryp-
tion time of Lena’s image in the proposed algorithm with
existing methods [5, 6, 16,19,22].

In addition, encryption throughput (ET) refers to the
ability of a system to process data per second, which is
an important indicator of system performance. Higher
throughput, shorter algorithm execution times and faster
encryption. Conversely, the slower the encryption. The
calculation formula is shown as Equation (15) (unit:
Mbps):

ET =
C

t
(15)

where ET represents the encryption throughput, C is the
size of the encrypted image, and t is the encryption time.

As can be seen from Table 3, the proposed algorithm
takes 0.8625s to encrypt a 256× 256 Lena image, and the

encryption throughput can reach 0.2174Mbps. Compared
with the existing methods [5,6,16,19,22], the average en-
cryption time is reduced by an average of 3.0320s, and
the encryption throughput is increased by an average of
0.0673Mbps. Therefore, the proposed algorithm takes less
time, the encryption speed is faster, and it has good en-
cryption efficiency, which can be used for real-time com-
pression and encryption of images in MIoT.

4.2.2 Memory Consumption Analysis

In general, an efficient image encryption algorithm is to
minimize communication overhead and occupies less stor-
age space. Therefore, the code size of the individual al-
gorithms involved in the encryption/decryption process
store is an important metric for measuring the perfor-
mance of the algorithm. The larger the code size of the
algorithm, the greater the communication overhead, the
more resources consumed, the lower the encryption effi-
ciency, and vice versa, the higher the encryption efficiency.
Table 4 shows the code size analysis of the proposed al-
gorithm and the existing method [10,17].

As can be seen from Table 4, the code size of the
algorithm generating the key and constructing the S-
box in this paper is small (21094Byte), which is lower
than [17], indicating that the memory occupation is lower
than the [17]. Since the Chebyshev mapping and crossing
method is used in [10] to generate session keys, the key
size is small, so its code size is small, and the memory
footprint is lower than that of the proposed algorithm.
Therefore, the proposed algorithm occupies less storage
space, effectively reduces the burden of channel transmis-
sion, and improves operational efficiency.

4.2.3 Time Complexity Analysis

Time complexity is an important indicator to measure
the quality and operation efficiency of algorithms [14].
Assuming that the size of the image is N×N , the time
complexity of the encryption algorithm is divided into the
following parts: the time complexity of 2D DCT compres-
sion encoding is O((N2)logN), the time complexity of key
generation is O(N2/CR), the time complexity of permu-
tation and diffusion is O(N/CR), and the time complex-
ity of building S-box is O(N2), then the time complexity
of the proposed algorithm is O((logN + 3/CR + 1)N2).
Table 5 compares the time complexity of the proposed
algorithm with the existing methods [2, 5, 12,20,29].

As can be seen from Table 5, the time complexity of the
proposed algorithm is lower than that of the comparative
Ref. [2, 5, 12, 20, 29]. Therefore, the proposed algorithm
has lower time complexity.

4.2.4 Energy Analysis

The energy [28] is a measure of changes in the colour or
brightness of pixels in an image. The total energy value
of the constant image is 1. Compared with the original
image, the encrypted image tends to have lower energy,
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Table 1: PSNR values for encryption/decryption of 4 test images when the compression ratio is 16:1

Original image Encrypted image PSNR /dB Decrypted image PSNR /dB

8.4860 41.2280

Lena

8.6880 39.6430

Peppers

8.2064 38.2500

Cameraman

9.7029 40.2060

Baboon

Table 2: Comparison of PSNR values of Lena’s encrypted image

Method Proposed Ref. [3] Ref. [6] Ref. [20]
PSNR(dB) 8.4860 9.2376 11.8325 8.5510

and the lower the energy value, the better the security
effect of the encryption algorithm. Table 6 compares the
energy values of encrypted images between the proposed
algorithm and the existing methods [15, 16, 28, 29]. The
formula for calculating energy E is as follows:

E =
∑
i,j

p(i, j)2 (16)

where p(i, j) represents the total number of grayscale sym-
biotic matrices at (i, j).

As can be seen from Table 6, the energy value of the
encrypted image of the proposed algorithm is lower than
that of Ref. [16, 28, 29] and close to Ref. [15]. Therefore,
compared with other encryption algorithms, the proposed
algorithm has higher security, better attack resistance and
good encryption performance.

4.3 Histogram Analysis

The histogram [22] is used to determine the distribution
of pixels in an image. In general, the ideal encrypted im-
age histogram has a uniform frequency distribution and is
highly resistant to statistical attacks. Figure 5 shows the
histograms of the original images of the four test images
and the corresponding encrypted images.

As can be seen from Figure 5, the histogram grey value
distribution of plaintext images is uneven, while the dis-
tribution of histogram grey values of encrypted images
tends to be flat. Therefore, the proposed algorithm can
well hide the pixel distribution information of the original
image and can resist the statistical analysis attack using
the histogram information.
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Table 3: Compared with the average encryption time and encryption throughput of Lena’s images

Method Image size
Encryption Encryption throughput Hardware
time /s /Mbps environment

Proposed 256×256 0.8625 0.2174
Intel(R) Core(TM) i5-7572U

/1.60GHz, 16GB

Ref. [19] 256×256 10.4400 0.0180
Intel Pentium N3540

/2.16GHz, 8GB

Ref. [16] 256×256 2.6264 0.0714 -

Ref. [5] 256×256 2.4433 0.0767
Intel i3

/2.53 GHz, 2 GB

Ref. [6] 256×256 2.2270 0.0842
Intel core i7

/2.90 GHz, 16GB

Ref. [22] 256×256 1.5000 0.5000
Intel(R) Core(TM)-i5 M450

16GB

Figure 5: Histogram analysis of the original image and encrypted image, (b)(d), (f)(h), (j)(i), (n)(p) are histograms
of the original image and the encrypted image corresponding to the four test images, respectively.

Table 4: Code size comparison with existing methods

Method Proposed Ref. [17] Ref. [10]
Code size (Byte) 21094 22016 441

4.4 Information Entropy Analysis

The information entropy [16] is a criterion for evaluating
the distribution of grey values in images, which reflects
the randomness of the distribution of grey values in im-
ages. The image information entropy H(s) is shown as
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Table 5: Compared with the time complexity

Method Time complexity
Proposed O((logN + 3/CR+ 1)N2)

Ref. [5] O(2N2(logN))
Ref. [29] O(4n)
Ref. [2] O((logN + 11/CR+ 1)N2)
Ref. [20] O(3N2)
Ref. [12] O(I(N2))

Table 6: Energy comparison

Method Image Energy

Proposed

Lena 0.01562
Peppers 0.01563

Camerman 0.01560
Baboon 0.01562

Ref. [28] Lena 0.01780
Ref. [16] Baboon 0.01610
Ref. [15] Baboon 0.01560
Ref. [29] Lena 0.01564

Equation (17) (unit bits):

H(s) = −
m∑
i=1

P (si)log2
1

P (si)
(17)

where m represents the number of symbols (pixel grey
levels) emitted by the source, si represents the grey value
size of the image, and P (si) represents the probability size
of the symbol si.

The information entropy of the encrypted image should
be as close as possible to the ideal value of 8. If the en-
tropy value of the ciphertext image is less than 8, the
plaintext image is predictable. Table 7 compares the en-
tropy values of the proposed algorithm with the existing
methods [2, 3, 6, 11,19,22,29].

As can be seen from Table 7, the average value of the
information entropy value of the proposed algorithm is
higher than that of Ref. [3,6,11,22,29] and slightly lower
than that of Ref. [2, 19], indicating that the information
entropy of the proposed algorithm can be better than the
ideal value than the existing methods, and it has strong
resistance to entropy attacks.

4.5 Differential Attack Analysis

The differential attack [29] is common in cryptography.
To secure the performance of the proposed algorithm
against differential attacks, this paper uses the number
pixels change rate(NPCR) and unified average changing
intensity(UACI) to analyze. When one or more pix-
els in the plaintext image change, the ciphertext im-
age changes significantly, and when the values of NPCR
and UACI are close to the ideal values of 99.6094% and
33.4635%, the encryption is more resistant to differential

attacks. Table 8 compares the differential attack perfor-
mance of the proposed algorithm with the existing meth-
ods [2,3,6,11,19,22,29]. NPCR and UACI are defined as
follows:

NPCR =

∑
i,jE(i, j)

M ×N
× 100% (18)

E(i, j) =

{
0, I1(i, j) = I2(i, j)
1, I1(i, j) ̸= I2(i, j)

(19)

UACI =
1

M ×N

∑
i,j

(I1(i, j)− I2(i, j))

255
× 100% (20)

whereM and N are the width and height of the encrypted
image, and I1 and I2 are the pixel values of the ciphertext
image corresponding to the pixel value change.

As can be seen from Table 8, the difference between
the NPCR mean and the ideal value of the proposed al-
gorithm is lower than that of Ref. [2, 3, 6, 11, 19, 22, 29],
which is closer to the theoretical value, and the difference
between the mean and the ideal value of UACI is lower
than that of Ref. [2,6,11,19,22,29], which is slightly higher
than Ref. [3]. Therefore, the proposed algorithm can ef-
fectively resist differential attacks compared with existing
methods.

4.6 Key Space Analysis

The key space is the ability to evaluate an algorithm’s
resistance to brute force attacks [5]. The security strength
of lightweight encryption algorithms is generally required
to be more than 80 bits, which is sufficient to resist brute
force attacks. Therefore, to prevent the key from being
cracked, from the perspective of security, the key space
needs to be ≥ 280, and when the key space is ≥ 280 ≈
1024 can meet the security required by the device. The
proposed algorithm encryption key requires five key values
x0, y0, z0, k, and u, the total key space of the proposed
algorithm obtained by a large number of experimental
tests is1015 × 1015 × 1015 × 1015 × 1015 = 1075 ≈ 2250.
Table 9 compares the key space between the proposed
algorithm and the existing methods [5, 9–11,19,22].

As can be seen from Table 9, the key space of the pro-
posed algorithm is higher than that of Ref. [5, 9–11, 19].
Due to the use of cascading shadow mapping to generate
encryption keys in Ref. [22], the complexity is high, mak-
ing the key space slightly higher than the key space of the
proposed algorithm.

4.7 Key Sensitivity Analysis

The key sensitivity [19] refers to the difference between
ciphertext images obtained by encrypting the same plain-
text image with the key before and after the change when
the key changes slightly. Figure 6 shows the key sensitiv-
ity analysis of the Lena image. Where: Figure 6(a) is the
original image, the ciphertext image, and the decrypted
image obtained with the correct key. Figure 6(b) shows
different decrypted images obtained using different error
keys. Table 10 shows the comparison results of measuring
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Table 7: Comparison with the information entropy of existing methods to encrypted image

Method Lena Peppers Cameraman Baboon Average value
Proposed 7.9990 7.9993 7.9992 7.9993 7.9992
Ref. [11] 7.9967 - - 7.9969 7.9968
Ref. [19] 7.9996 7.9993 7.9970 7.9992 7.9994
Ref. [3] 7.9993 7.9993 7.9995 7.9992 7.9987
Ref. [29] 7.9968 - - 7.9964 7.9966
Ref. [6] 7.4077 - - 7.9434 7.6756
Ref. [2] 7.9992 - 7.9993 7.9993 7.9993
Ref. [22] 7.9989 7.9989 - 7.9989 7.9989

Table 8: Comparison with NPCR and UACI values of existing methods

Method
Evaluation

Lena Peppers Cameraman Baboon Mean value Difference
indicator

Proposed
NPCR 99.6000 - - 99.6038 99.6019 0.0071
UACI 33.5550 33.4577 33.4460 33.4670 33.4814 0.0179

Ref. [11]
NPCR 99.5960 99.6020 99.6130 99.5988 99.6023 0.0075
UACI 28.3875 - - 27.3288 27.8582 5.6053

Ref. [19]
NPCR 99.6419 99.6196 99.6016 99.6153 99.6196 0.0102
UACI 33.5582 33.5378 33.5737 33.5786 33.5621 0.0986

Ref. [3]
NPCR 99.6193 99.6414 99.6048 99.6060 99.6179 0.0085
UACI 33.4860 33.4532 33.4856 33.4375 33.4656 0.0021

Ref. [29]
NPCR 99.6930 - - 99.6840 99.6885 0.0791
UACI 33.6100 - - 33.4300 33.5200 0.0565

Ref. [6]
NPCR 99.3700 - - 99.4900 99.4300 0.1794
UACI 20.7500 - - 23.3700 22.0600 11.4035

Ref. [2]
NPCR 99.6600 - 99.6300 99.6300 99.6400 0.0306
UACI 33.5600 - 33.3400 33.6900 33.5300 0.0665

Ref. [22]
NPCR 99.5870 99.6010 - 99.6160 99.6013 0.0081
UACI 30.7010 31.0360 - 27.8660 29.8677 3.5958

Table 9: Comparison with the key space of existing methods

Algorithm Proposed Ref. [11] Ref. [19] Ref. [5] Ref. [10] Ref. [9] Ref. [22]

Key space 1075 1024 1060 1056 1024 1024 1096

and evaluating the differences between different decrypted
images by calculating the values of NPCR and UACI.

As can be seen from Figure 6, in the decryption pro-
cess, when the decryption key changes slightly, the de-
crypted images are different, and it is difficult to iden-
tify the relevant information of the original image from
these images, indicating that the proposed algorithm has
a strong sensitivity to the key and can effectively resist
brute force attacks.

It can be seen from Table 10 that the average values
of NPCR and UACI are close to the theoretical values of
99.6094% and 33.4635%, indicating that the proposed al-
gorithm is very sensitive to keys and can effectively resist
exhaustive attacks.

4.8 Security Performance Analysis of S-
box

The proposed algorithm uses the characteristics of nonlin-
earity (NL), strict avalanche criterion (SAC), differential
approximation rate (DP), and output bit-to-bit indepen-
dence (BIC) to verify the performance of the generated
S-box.

S-box nonlinearity (NL) [30] is a measure of resistance
to linear cryptanalysis. In the security analysis of the S-
box, the higher the value of nonlinearity, the stronger the
S-box is resistant to attacks in the face of linear cryptanal-
ysis. Suppose f(x) is a Boolean function of n elements.

Nf = mid
l∈Ln

dH(f, l) (21)

where Nf is the nonlinearity of f(x), Ln is the set of
linear sums of all n elements, and dH(f, l) is the Hamming
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(a) Original image, encrypted image, image decrypted with the correct key

(b) Decrypted images with the key of x0 + 10−15, y0 + 1015, z0 + 10−15, k + 10−15, andu+ 10−15

Figure 6: Key sensitivity analysis of Lena’s image.

Table 10: NPCR and UACI comparison between decrypted images obtained with different decryption keys (%)

Evaluation indicator x0 y0 z0 k u
NPCR 99.6146 99.6092 99.6185 99.5898 99.6036
UACI 33.7041 33.4465 32.7200 32.6928 33.1978

distance between f and l.
The proposed algorithm calculates the nonlinearity of

the function through the Walsh spectrum, and the expres-
sion can be defined as:

S<f>(w) =
∑

x∈GF (2n)

(−1)
f(x)⊕x·w

(22)

where w ∈ GF(2n), x · w is the dot product of x and w,
and x · w = x1w1 ⊕ x2w2 ⊕ . . . ⊕ xnwn.

The strict avalanche criterion (SAC) [4] states that
when one input bit of a given sequence is modified, more
than half of the output bits are altered. In general,
the Boolean function is tested whether Boolean function
meets the strict avalanche criterion by constructing a cor-
relation matrix, and if the value of each element in the
matrix is close to the ideal value of 0.5, it means that
the S-box meets the SAC criterion, and Table 11 shows
the SAC correlation matrix of the proposed algorithm.
Among them, the maximum and minimum values are
0.5812 and 0.4375, respectively, and the average value is
0.4992, which is a 0.0008 difference from 0.5000.

Differential approximation rate (DP) [15] is an evalu-
ation criterion to measure the ability of S-boxes to resist
differential cryptanalysis and is usually expressed as DPf

as follows:

DPf = max
∆x ̸=0,∆y

(
#{x∈GF (2n)}

2n

)
(

|f(x)⊕f(x+∆x)=∆y|
2n

) (23)

where GF(2n) represents the set of inputs, 2n represents
the number of all set elements, ∆x and ∆y represent the
input difference and output difference, respectively, and

DPf represents the maximum probability of the output.
A higher value of DPf means more resistance to attacks.
Conversely, the weaker the ability to resist attack.

For the output inter-bit independence (BIC) perfor-
mance test of the S-box, the value of any two output bits
fi, fk (i ̸= k) XOR operation can be used to determine
whether the value of the XOR operation meets the strict
avalanche criterion, if the obtained value is nonlinear and
meets the strict avalanche effect, it can be ensured that
when a bit is reversed, the correlation coefficient of each
output bit pair is close to 0, that is, BIC is satisfied.

Table 12 compares the security performance of the
proposed algorithm compared with the existing meth-
ods [4, 5, 13,15,30] S-box.

As can be seen from Table 12, the mean NL of the
proposed algorithm is 107.00, which is higher than the
average value of Ref. [5, 13, 15, 30], because Ref. [4], uses
a chaotic system based on elliptic curve points to con-
struct the S-box, which is highly complex, so its NL value
is higher than that of the proposed algorithm, indicat-
ing that the S-box constructed by the proposed algo-
rithm has strong resistance in the face of linear crypt-
analysis. Compared with Ref. [4, 5, 13, 15, 30] , the SAC
value of the proposed algorithm is closer to the ideal value
of 0.5000, indicating that the S-box constructed by the
proposed algorithm meets the strict avalanche criterion
and has a good security performance. Compared with
Ref. [4,5,13,15,30] , the maximum difference value of the
algorithm in Ref. [5,13,15,30] is 10, the maximum differ-
ence value of Ref. [4] is 12, and the maximum difference
value of S-box of the proposed algorithm is 10, indicating
that the difference uniformity of S-box constructed in the
proposed algorithm is better and the ability to resist at-
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Table 11: SAC correlation matrix
0.5172 0.4688 0.5490 0.5781 0.4823 0.4844 0.5332 0.4844
0.5000 0.4980 0.4688 0.4823 0.4531 0.5333 0.4862 0.5137
0.5176 0.4688 0.5313 0.4705 0.5812 0.4666 0.5000 0.5088
0.4375 0.4667 0.5288 0.5000 0.5220 0.5062 0.4475 0.5315
0.4392 0.4844 0.4896 0.5413 0.4980 0.4549 0.5256 0.4531
0.5156 0.5137 0.5023 0.4688 0.5313 0.5313 0.5000 0.5176
0.5000 0.5156 0.4844 0.5469 0.4844 0.4888 0.4375 0.5019
0.5137 0.4862 0.5356 0.5625 0.4531 0.4844 0.4705 0.4990

Table 12: Comparison of S-box safety performance with existing methods

Method NL(AVG) SAC The difference from 0.5000 DP BIC-SAC The difference from 0.5000
Proposed 107.00 0.4992 0.0008 10 0.4992 0.0008
Ref. [30] 104.00 0.4988 0.0012 10 0.5052 0.0052
Ref. [5] 106.25 0.5009 0.0009 10 0.4996 0.0040
Ref. [4] 108.00 0.4988 0.0012 12 0.4969 0.0031
Ref. [15] 106.50 0.5009 0.0009 10 0.4990 0.0010
Ref. [13] 106.25 0.5086 0.0086 10 0.5010 0.0010

tack is strong. The mean values of the Ref. [4,5,13,15,30]
schemes were 0.5052, 0.4996, 0.4969, 0.4990, and 0.5010,
respectively, and the average value of BIC-SCA in the
proposed algorithm was 0.4992, which was only 0.0010
different from 0.5000. Comparative analysis shows that
the output of the proposed algorithm is more independent
than the inter-cells, indicating that the S-box constructed
in the proposed algorithm has obvious advantages in re-
sisting the attacks of differential and linear cryptanalysis.

In summary, the dynamic S-box constructed by the
proposed algorithm performs well in nonlinearity, strict
avalanche criterion, differential approximation rate and
independence between output bits, it can effectively resist
linear cryptanalysis attacks and differential cryptanalysis
attacks, and has good security, which indicates that the
chaotic dynamic S-box generated by the proposed algo-
rithm has good nonlinearity and attack resistance.

5 Conclusions

In this paper, a lightweight image encryption algorithm
based on a dual chaotic system and dynamic S-box is
proposed, which considers the balance between through-
put, security level and performance, and better solves the
shortcomings of existing image encryption algorithms in
terms of decryption image quality, encryption through-
put, time complexity, memory usage and resistance statis-
tics. The proposed algorithm uses DCT coding to com-
press the original image, effectively reducing the amount
of encrypted data and improving the encryption speed.
The designed Logistic-Tent dual chaotic system has bet-
ter key space and randomness, which can generate better
random key sequences. The generated random key se-
quence is XOR with the dynamic S-box to enhance the
security of the encrypted image. The experimental results

show that the quality of the decrypted image with the pro-
posed algorithm is good, the time complexity is low, the
encryption throughput is high, the security is high, and
the defense against common attacks is effective. The pro-
posed algorithm can maximize the requirements of device
security interaction in MIoT and can be better adapted
to constrained environments.

The disadvantage is that the proposed algorithm uses
DCT-based compression technology in compression, and
there are still some shortcomings in compression effi-
ciency. Therefore, the next improvement direction is to
further improve the efficiency of the encryption algorithm
while ensuring the security of the image.
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level permutation,” Multimedia Tools and Applica-
tions, vol. 79, no. 9, pp. 6135–6162, 2020.

[17] A. Kifouche, M. S. Azzaz, R. Hamouche, et al.,
“Design and implementation of a new lightweight
chaos-based cryptosystem to secure IoT communi-
cations,” International Journal of Information Secu-
rity, vol. 21, no. 6, pp. 1247–1262, 2022.

[18] A. Kumar and N. Raghava, “An efficient image en-
cryption scheme using elementary cellular automata
with novel permutation box,” Multimedia Tools and
Applications, vol. 80, no. 14, pp. 21727–21750, 2021.

[19] C. M. Kumar, R. Vidhya and M. Brindha, “An effi-
cient chaos based image encryption algorithm using
enhanced thorp shuffle and chaotic convolution func-
tion,” Applied Intelligence , vol. 52, no. 3, pp. 2556–
2585, 2022.

[20] H. Liu, B. Zhao, J. W. Zou, et al., “A lightweight
image encryption algorithm based on message pass-
ing and chaotic map,” Security and Communication
Networks , vol. 2020, Article ID 7151836, 2020.

[21] Z. H. Lv, L. Qiao and H. B. Song, “Analysis of
the security of Internet of multimedia things,” ACM
Transactions on Multimedia Computing, Communi-
cations, and Applications (TOMM), vol. 16, no. 3s,
pp. 1–16, 2020.

[22] B. Mondal and J. P. Singh, “A lightweight image
encryption scheme based on chaos and diffusion cir-
cuit,” Multimedia Tools and Applications, vol. 81,
no. 24, pp. 34547–34571, 2022.

[23] S. M. Wang, C. Y. Li, Q. Q. Peng, et al., “Chaotic
color image encryption based on 4D chaotic maps
and DNA sequence,” Optics & Laser Technology,
vol. 148, 107753, 2022.

[24] X. Y. Wang, S. Gao, L. Tian, et al., “Image encryp-
tion algorithm for synchronously updating Boolean
networks based on matrix semi-tensor product the-
ory,” Information sciences, vol. 507, pp. 16–36, 2020.

[25] B. Xing, D. D. Wang, Y. Q. Yang, et al., “Acceler-
ating DES and AES Algorithms for a Heterogeneous
Many-core Processor,” International Journal of Par-
allel Programming, vol. 49, pp. 463–486, 2021.

[26] S. C. Xu, X. Y. Wang and X. L. Ye, “A new
fractional-order chaos system of Hopfield neural
network and its application in image encryption,”
Chaos, Solitons & Fractals, vol. 157, 111889, 2022.

[27] G. D Ye, K. X. Jiao and X. L. Huang, “Quantum
logistic image encryption algorithm based on SHA-
3 and RSA,” Nonlinear Dynamics, vol. 104, no. 3,
pp. 2807–2827, 2021.

[28] A. Yousaf, A. Razaq and H. Baig, “A lightweight
image encryption algorithm based on patterns in Ru-
bik’s revenge cube,” Multimedia Tools and Applica-
tions, vol. 81, no. 20, p. 28987–28998, 2022.

[29] S. H. Zahid, M. Ahmad, A. Alkhayyat, et al.,
“Efficient dynamic S-box generation using linear
trigonometric transformation for security applica-
tions,” IEEE Access, vol. 9, pp. 98460–98475, 2021.



International Journal of Network Security, Vol.26, No.2, PP.270-284, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).13) 284

[30] J. M. Zheng and Q. X. Zeng, “An image encryption
algorithm using a dynamic S-box and chaotic maps,”
Applied Intelligence, vol. 52, no. 13, pp. 15703–15717,
2022.

Biography

Qiu-yu Zhang Researcher/Ph.D. supervisor, graduated
from Gansu University of Technology in 1986, and then
worked at school of computer and communication in
Lanzhou University of Technology. He is vice dean of
Gansu manufacturing information engineering research
center, a CCF senior member, a member of IEEE and
ACM. His research interests include network and informa-
tion security, information hiding and steganalysis, multi-
media communication technology.

Rui-hong Chen is currently a master’s student of the
School of Computer and Communication, Lanzhou Uni-
versity of Technology, China. She received her BS degree

in computer science and technology from Kashi Univer-
sity, Xinjiang, China, in 2021. Her research interests in-
clude network and information security, multimedia data
security and research on lightweight image encryption
methods.

Ling-tao Meng is currently a master’s student of the
School of Computer and Communication, Lanzhou Uni-
versity of Technology, China. He received a BS degree in
computer science and technology from the Lanzhou Uni-
versity of Technology, Gansu, China, in 2022. His research
interests include network and information security, deep
learning and image retrieval.

Yi-lin Liu is currently a master’s student of the School
of Computer and Communication, Lanzhou University of
Technology, China. She received a BS degree in software
engineering from Lanzhou University of Technology, in
2020. Her research interests include network and infor-
mation security, multimedia data security and research
on lightweight image encryption methods.



International Journal of Network Security, Vol.26, No.2, PP.285-298, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).14) 285

A Key Independence Group Key Management
Scheme for Non-Reliable End-to-End Networks

Jian Zhou, Liyan Sun, and Shihua Huang
(Corresponding author: Jian Zhou)

Anhui University of Finance and Economics, Anhui Bengbu 233041, China1

Beijing University of Post and Communications, Beijing, Haidian 100083, China2

Email: ac zj course@163.com

(Received Apr. 10, 2023; Revised and Accepted Nov. 24, 2023; First Online Feb. 23, 2024)

Abstract

Due to the binding relationship between the decryption
key and the encryption key based on single-decryption-
key single-encryption-key key protocol, all members must
participate in the rekeying process inevitably to update
their key material at the cost of a large number of in-
teractions in group key management. Therefore, current
group key management schemes based on a reliable end-
to-end link cannot meet the efficiency and security re-
quirements for non-reliable end-to-end networks. To mit-
igate the problem, this paper proposed a group key man-
agement scheme based on a multi-decryption-key single-
encryption-key key protocol, in which all decryption keys
correspond to the same encryption key, and every mem-
ber has a different decryption key that meets key indepen-
dence to release the relationship between decryption key
and encryption key. Only the joining or leaving mem-
ber needs to participate in the rekeying to update the
encryption key; other members keep their decryption key
unchanged. In the security aspect, the suggested scheme
guarantees forward/backward security based on the hard
problem of the discrete logarithm. In the efficiency as-
pect, the message cost is not related to the network scale,
and the dependence on reliable end-to-end links is reduced
significantly since there are few interactions in rekeying.
Therefore, our suggested scheme suits the non-reliable
end-to-end link and long-time-delay networks.

Keywords: Group Key Management; Key Indepen-
dence; Non-reliable End-to-End Link; Rekeying; Single-
Encryption-Key Multi-Decryption-Key Key Protocol

1 Introduction

With the rapid development of wireless communication
technology, wireless communication hardware modules
are embedded in various devices to support special appli-
cation scenarios for promoting various science researches,
such as deep space exploration [1, 2], military unmanned
aerial vehicle [3, 4],wild animal tracking [5, 6] and under-

water communication [7, 8]. However in those scenar-
ios, deployment area, transmission distance, communica-
tion medium, maintenance condition, mission complexity
and entities capability are obviously different from tradi-
tional ground network [9], those factors affect the state
of link negatively, networks members could have few in-
ternal resources to deal with terrible external environ-
ment. First network entities could be deployed in a large
coverage space, for example satellites and probers could
be deployed in several different planetary orbits in deep
space networks, a links from source to destination may
encounter distinct environments, so the state of the link
is highly unstable [10]. Secondly network entities may
hardly receive the manual maintenance services and pos-
sess enough spare equipment, for example the distance
is more than 3.84105km among spacecraft and earth in
deep space networks so as to it is impossible to send an
astronaut or a new equipment in a short time [11],thus
a damage link could not be recovered in time. Thirdly,
a networks entity is destroyed or damaged easily so as
to their links are corrupt by an adversary, for example,
UAVs are easily captured by enemies in hostile airspace,
the compromised entity could eavesdrop a link [12].Fourth
the accurate state of network is predicted impossibly by
a control center, in deep space network a member could
frequently be out of control with ground control center
as the link between them is non-reliable end-to-end, the
control center hardly assure that global information is
fresh and integrity [13]. Fifth different media are used
for communication, for example communication relying
on acoustic signal build an end-to-end link in underwa-
ter sensor networks, so as to underwater members spend
more time than ground sensor networks [14]. Finally, the
ability of mobile network individuals is severely limited by
load and space, such as portable batteries, high gain an-
tennas, high performance calculators and large capacity
memory, which limit the performance of network proto-
cols [15]. Therefore, those network states are unstable,
their end-to-end links are unreliable and longtime delay,
so the interruption and destruction frequently happen in-
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evitably in communication, the existing network’s archi-
tecture, protocols, security strategy and resource alloca-
tion methods based on reliable end-to-end link are insuffi-
cient to conform to the network deployment in the above
applications.

The security of unreliable end-to-end link networks is a
very important research context in future. However, com-
plex variable network environment and long-delay unre-
liable end-to-end transmission further aggravate the net-
work security problem. Key management is a core re-
search content of network security [16]. Group key man-
agement [17] play an important role in providing cryp-
tographic methods and technologies for group members
to support identity authentication, secure access, secure
channel and integrity verification and other security strat-
egy [?,18]. However, group key management must handle
more difficulties in unreliable end-to-end link networks
than reliable end-to-end link networks. Firstly there are
a large number of interactions among members for key
distribution, storage, negotiation, revocation and cancel-
lation in existed group key management, and their effi-
ciency of key management could be related to network
scale, so every member need spend much time in send-
ing and receiving key material. Secondly, members are
deployed in a larger coverage area so as to key material
is exposed in the air in a long distance, so compromising
key material is a large probability event for an adver-
sary, it is note that the synchronization mechanism also
is almost failure for keep the key material fresh as the
longtime delay and unreliable end-to-end link. Thirdly
forward/backward security as typical security problems
of group key management security is still guaranteed dif-
ficultly in condition of long time delay and non-reliable
end-to-end link, because the rekeying is implemented dif-
ficultly in proper time. Therefore, group key manage-
ment is a challenge issue in non-reliable end-to-end link
networks.

Currently exited group key management schemes al-
most are based on reliable end-to-end link and short time
delay, so all members can keep up with each other for im-
plementing group key management scheme successfully
in a short time [19], such as in shared key agreement
schemes [20, 21], every member can compute a common
key after it receives key material from other members
with reliable end-to-end links, once rekeying happens all
members must participate in rekeying process since every
member has same key which is constructed with all mem-
bers’ key material [19], which result in that any compro-
mised member can disclose the shared key of whole net-
work. In existed non-shared-key group key management
schemes, decryption key is different from encryption key,
but the features that decryption key is banding encryp-
tion key also incurs the 1-affect-n problem that all mem-
bers must participate in rekeying. Therefore, some group
key management schemes are proposed based on multi de-
cryption key protocol [22] in which multi decryption keys
are corresponding to an encryption key, every legal mem-
ber has a different decryption key and it meets key inde-

pendence, the shared encryption key is constructed with
all decryption keys, therefore it is difficult for an attacker
to break other decryption keys even if some member’s de-
cryption key has been compromised by the attacker. The
proposed scheme guarantees the forward/backward secu-
rity, the message cost is reduced as the interaction cost
of rekeying is not related to the network scale, and the
dependency of reliable end-to-end link is also reduced as
only the joining or leaving member participates in the
rekeying. Therefore the proposed scheme is suitable to
the non-reliable end-to-end link networks.

The remainder of this paper structured as follows. Sec-
tion 2 reviews the research progress of group key manage-
ment in non-reliable end-to-end networks; section 3 illus-
trates the proposed scheme; in section 4 and section 5
the security and efficient of the proposed scheme is ana-
lyzed; in section 6 several typical group key management
schemes are compared with our suggested scheme, section
7 gives the conclusion.

2 State of The art

According to the cryptographic algorithm and the rela-
tionship between encryption key and decryption key, cur-
rent group key management schemes for non-reliable end-
to-end networks can be divided into three types, including
pre-distribution group key management scheme based on
symmetric cryptography, group key management scheme
based on identity cryptography; group key management
scheme based on asymmetric cryptography.

The pre-distributed group key management schemes
based on symmetric key are mainly applied to sensor net-
works because of few calculation cost, it is suitable for
self-organizing networks whose network size, topological
structure rules and global prior knowledge are learned by
an off-line key generate center, such as RPKM (Random
Preconfigure Key Management) [23, 24], the center dis-
tributes parts of keys for every member from a key pool
according to the topology structure, network scale and
key scale, on the upside, two members can build a secure
link if they have same key since a key could be shared by
some different members, on the downside, some members
could be broken if a compromised member disclosed part
of keys although the compromised keys could account for
a small proportion in the key pool. A key is distributed at
random for some members in a large scale network so as
to updating the key is a difficult problem, those members
owning the same key are found difficulty in rekeying in
large scale network [25,26]. Therefore the pre-distributed
group key management schemes cannot guarantee the for-
ward/backward security, and they do not meet key inde-
pendence, the defect of unreliable end-to-end link also
exacerbates the difficulty of locating and updating keys.

In Identity-based Group Key Management schemes
(IGKM) [27,28], every member has a unique attribute or
is assigned a unique identity by a key management center,
the key management center generates a primary key which
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is banding to decryption key computed with a member’s
identity, so as to a members can cooperation to compute
a shared key with its identify and the primary key to
build a secure channel without interaction [29] since their
identities can be discriminated easily. However, only two
members are allowed to negotiate a shared key in every
consultation, the whole network could be compromised if
the primary key is disclosed, and the scheme cannot guar-
antees key independence because every decryption key is
generated with the primary key and its identity, once a
member leaves network all member must participate in
rekeying.

The special merit of public key enriches security func-
tion and improves performance for group key manage-
ment, such as single-encryption-key multi-decryption-key
key protocol [30], Chinese remainder theorem, bilinear
pairing, and threshold key protocol and so on. In group
key management schemes based on asymmetric cryp-
tography, those schemes can be divided into two types
according to the relationship between decryption key
and encryption key, some schemes are based on one-
decryption-key one-encryption-key key protocol in which
an decryption key is corresponding to an encryption
key, and other schemes are based on one-encryption-key
multi-decryption-key key protocol in which a few of de-
cryption keys are corresponding to an encryption key.
Distinguishing from the traditional one-encryption-key
one-decryption-key key protocol, in single-encryption-key
multi-decryption-key key protocol every member has a
different decryption key that meets key independence, so
a member could keep its decryption key unchanged even if
the corresponding encryption key must be updated. Typ-
ical schemes include PKM (Polynomial-based Key Man-
agement) [31], SLP (Security Lock Management) [32].
OMEDP (One-encryption-key multi-decryption-key En-
cryption Decryption Key) [30, 33], AGKA (Asymmet-
ric Group Key Agreement) [34, 35], AOGKM (Auto-
nomic Group Key Management) [22], AKMSN (Auto-
nomic Shared Key Management in Space Networks) [36],
OMKAP (One-encryption-key Multi-decryption-key Key
Agreement Protocol) [37], NRLGKM [38], SGKM. The
group key management schemes based on public key orga-
nization still relie on link for key agreement and rekeying,
but it reduces the influence of unreliable end-to-end links
on group key performance through public key character-
istics, key material structure characteristics and dynamic
key operation.

Although there are some group key management
schemes for short time delay and reliable end-to-end links,
they still cannot meet the security requirements of non-
reliable end-to-end link networks. There are few studies
on group key management based on asymmetric cryptog-
raphy to provide security strategy for non-reliable end-to-
end link networks. However un-reliable end-to-end link
networks would be applied widely into deep space ex-
ploration, military unmanned aerial vehicle, remote area
communication, wild animal tracking,it will be focus in
future, it is necessary to study unreliable end-to-end net-

works as early as possible.

3 The Proposed Scheme

In order to describe the protocol process clearly to un-
derstand, we first describe two-party protocol and three-
party protocol, and finally present multi-party protocol.

Figure 1: Network Structure

In suggested protocol, there are three kinds of entities:
a key management server C, a bulletin board B and a
number of legitimate members ui, i ∈ (1, 2, ...., n) .The C
takes on the duty of collecting all decryption keys and
generating an encryption key, its management range is
limited, it cannot cover the whole network, the manage-
ment range is only overlap bulletin board B, meanwhile it
is absolute security for any legitimate member. The bul-
letin board B issues the encryption key publicly written
by the C, it has enough memory to publish information
on the encryption key material from all legitimate mem-
bers and the C, all information written on B is public for
any entity in networks. Each legitimate entity generates
a different decryption key and sends it to the C, it gets
a common encryption key from the B. For example, as
shown in Figure 1, the legitimate members are a group
of unmanned drones, they are composed into UAVs net-
work deployed in a battlefield, a key management center
is built on a safe location whose control area is limited
and it is difficult to overlap the whole battlefield, the bul-
letin board is an early warning aircraft with which every
drone has a high probability for communication.

The proposed protocol is based on the discrete loga-
rithm algorithm, all legitimate members select F ∗

p as finite
group, is a generator of F ∗

p and H(·) is a hash function.

3.1 Two Parties Protocol

In two parties protocol, only two members user1 and
user2 participate in the protocol. The protocol is com-
posed of three phases including key agreement phase, en-
cryption phase and decryption key.
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3.1.1 Key Agreement Phase

In this phase, each member sends its secret decryption
key to the C, subsequently the C generates a public en-
cryption key with those secret decryption keys.

Step 1: A member ui, i ∈ (1, 2) selects the random value
xi1 and xi2, i ∈ (1, 2) from the domain (1,p-1) as its
decryption key skeyi =< xi1, xi2 > , and send it to
the with a security channel, the C keeps it secretly;

Step 2: After the C gathers all legitimate members’ de-
cryption keys, and keeps them as the decryption key
set {< xi1, xi2 >, i = 1, 2}, subsequently it uses
those decryption keys to compute a public encryp-
tion key pkey =< pk0 = gx11x22−x12x21(modp), pk1 =
gx22−x12(modp), pk2 = gx11−x21(modp) >, and issues
the public encryption key in the Bulletin board B.

3.1.2 Encryption Phase

In the encryption phase, a member gets an up-to-date
public encryption key from the B. If the member need
send a plaintext m to other members confidentially, it
computes a ciphertext C of m with the public encryption
key and a random value r, the r is selected from (1, p−1).
The is shown as following.

C = < c0 = mg(x11x22−x12x21)r(modp),

c1 = gr(x22−x12)(modp),

c2 = gr(x11−x21)(modp) >

3.1.3 Decryption Phase

When a legal member receives a ciphertext C,
it decrypts the ciphertext C with its decryption
key. We assume the decrypter is ui, it computes
gr(x22−x12)xi1(modp) with gr(x22−x12)(modp) and xi1,and
computes gr(x11−x21)xi2(modp) with gr(x11−x21)(modp)
and xi2. So the decryption result is m

′
as shown as fol-

lowing.

m
′
=

C
2∑

j=1

gr(x22−x12)xij (modp)

(modp)

3.1.4 Key Structure

We use matric structure to describe the relationship
among decryption key. All decryption keys are composed
into a matrix D, the row of matrix represents the de-
cryption key of each member and the columns of matrix
represents a component of decryption key, and |D| ≠ 0.

D =

∣∣∣∣x11 x12

x21 x22

∣∣∣∣
So the pubic key is expressed in matrix form as shown

as following

pkey = < pk0 = g

∣∣∣∣∣∣x11 x12

x21 x22

∣∣∣∣∣∣
(modp),

pk1 = g

∣∣∣∣∣∣1 x12

1 x22

∣∣∣∣∣∣
(modp),

pk2 = g

∣∣∣∣∣∣x11 1
x21 1

∣∣∣∣∣∣
(modp) >

The following formula holds, its value is equal to the
second part pk1 of public encryption key.

g

∣∣∣∣|D| x12

|D| x22

∣∣∣∣∣∣∣∣x11 x12

x21 x22

∣∣∣∣
(modp) = g

∣∣∣∣∣∣1 x12

1 x22

∣∣∣∣∣∣
(modp) = g(x22−x21)(modp).

And the third part pk2 of public encryption key is got
from the following formula.

g

∣∣∣∣x11 |D|
x21 |D|

∣∣∣∣∣∣∣∣x11 x12

x21 x22

∣∣∣∣
(modp) = g

∣∣∣∣∣∣x11 1
x21 1

∣∣∣∣∣∣
(modp) = g(x11−x21)(modp)

So any member can get a result |D| with its decryp-
tion key and public encryption key material, the result
is shown as following.

2∑
j=1

(pkj)
xij = (pk1)

xi1 + (pk2)
xi2

= g

∣∣∣∣∣∣1 x12

1 x22

∣∣∣∣∣∣xi1+

∣∣∣∣∣∣x11 1
x21 1

∣∣∣∣∣∣xi2

(modp)

= g

∣∣∣∣∣∣x11 x12

x21 x22

∣∣∣∣∣∣
(modp)

3.2 Three Parties Protocol

Three members user1,user2 and user3 participate in pro-
tocol. Similar to the two parties protocol, Three-party
protocol is composed of three phases including key agree-
ment phase, encryption phase and decryption phase.

3.2.1 Key Agreement Phase

In this phase, similarly, all members ui, i ∈ {1, 2, 3} ne-
gotiate the public encryption key with the C, and each
member sends its decryption key to the C.

Step 1: A member ui, i ∈ {1, 2, 3} selects the random
value xi1,xi2 and xi3 i ∈ {1, 2, 3} from the domain
(1, p−1) as its decryption key skeyi =< xi1, xi2xi3 >,
and sends it to the C with a security channel, the C
keeps it secretly;
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Step 2: After the C gathers all legitimate members’ de-
cryption keys as the key set {< xi1, xi2, xi3 >, i =
1, 2, 3}, subsequently it uses those decryption keys to
compute a public encryption key pkey, and issues the
public encryption key on the bulletin board B.

pkey =

< pk0 = g(x11x22x33+x12x23x31+x13x21x32),

g(−x13x22x31−x23x32x11−x33x12x21),

pk1 = g(x22x33+x12x23+x32x13−x13x22−x23x32−x12x33),

pk2 = g(x11x33+x21x13+x23x31−x13x31−x23x11−x21x33),

pk3 = g(x11x22+x21x32+x12x31−x22x31−x12x21−x11x32)

( mod p) >

3.2.2 Encryption Phase

In the encryption phase, a member gets an up-to-date
public key from B. If the member need send a plain-
text m to other members confidentially, it computes the
ciphertext C of m with the public encryption and a ran-
dom value r from (1, p− 1). The C is shown as following.

C =< c0 =

mgr(x11x22x33+x12x23x31+x13x21x32−x13x22x31),

g−x23x32x11−x33x12x21),

c1 = gr(x22x33+x12x23+x32x13−x13x22−x23x32−x12x33),

c2 = gr(x11x33+x21x13+x23x31−x13x31−x23x11−x21x33),

c3 = gr(x11x22+x21x32+x12x31−x22x31−x12x21−x11x32)

(modp) >

3.2.3 Decryption Phase

In the decryption phase, a legal member ui, i ∈ {1, 2, 3}
receives a ciphertext C, it decrypts the ciphertext C with
its decryption key skeyi. The user computes

gr(x22x33+x12x23+x32x13−x13x22−x23x32−x12x33)xi1(modp)

with gr(x22x33+x12x23+x32x13−x13x22−x23x32−x12x33)(modp)
and xi1, computes

gr(x11x33+x21x13+x23x31−x13x31−x23x11−x21x33)xi2(modp)

with gr(x11x33+x21x13+x23x31−x13x31−x23x11−x21x33)(modp)
and xi2, and computes

gr(x11x22+x21x32+x12x31−x22x31−x12x21−x11x32)xi3(modp) >

with gr(x11x22+x21x32+x12x31−x22x31−x12x21−x11x32)(modp) >
and xi2. So the decryption result is m

′
as shown as

following.

m
′
=

C(modp)
2∑

j=1

gr(x22x33+x12x23+x32x13−x13x22−x23x32−x12x33)xij

3.2.4 Key Structure

The decryption keys are described with a matrix D as
shown as following, the matrix has three rows and three
columns, and |D| ≠ 0.

D =

∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣
So the public encryption key is shown as following.

pkey = < pk1 = g

∣∣∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣∣∣
(modp),

pk2 = g

∣∣∣∣∣∣∣∣
1 x12 x13

1 x22 x23

1 x32 x33

∣∣∣∣∣∣∣∣
(modp),

pk3 = g

∣∣∣∣∣∣∣∣
x11 1 x13

x21 1 x23

x31 1 x33

∣∣∣∣∣∣∣∣
(modp),

pk4 = g

∣∣∣∣∣∣∣∣
x11 x12 1
x21 x22 1
x31 x32 1

∣∣∣∣∣∣∣∣
(modp) >

The value of following formula is equal to the second part
pk1 of public encryption key pkey.

g

∣∣∣∣∣∣
|D| x12 x13

|D| x22 x23

|D| x32 x33

∣∣∣∣∣∣∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣
(modp) = g

∣∣∣∣∣∣∣∣
1 x12 x13

1 x22 x23

1 x32 x33

∣∣∣∣∣∣∣∣
(modp)

The second part pk2 of public encryption key pkey
meets the following formula.

g

∣∣∣∣∣∣
x11 |D| x13

x21 |D| x22

x31 |D| x33

∣∣∣∣∣∣∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣
(modp) = g

∣∣∣∣∣∣∣∣
x11 1 x13

x21 1 x23

x31 1 x33

∣∣∣∣∣∣∣∣
(modp)

The second part pk3 of public encryption key pkey
meets the following formula.

g

∣∣∣∣∣∣
x11 x12 |D|
x21 x22 |D|
x31 x32 |D|

∣∣∣∣∣∣∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣
(modp) = g

∣∣∣∣∣∣∣∣
x11 x12 1
x21 x22 1
x31 x32 1

∣∣∣∣∣∣∣∣
(modp)

So any member can get a result |D| with its decryp-
tion key and public encryption key material, the result is
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shown as following.

n∑
j=1

(pkj)
xij

= (pk1)
xi1 + (pk2)

xi2 + (pk3)
xi3

= g

∣∣∣∣∣∣∣
1 x12 x13

1 x22 x23

1 x32 x33

∣∣∣∣∣∣∣xi1+

∣∣∣∣∣∣∣
x11 1 x13

x21 1 x23

x31 1 x33

∣∣∣∣∣∣∣xi2+

∣∣∣∣∣∣∣
x11 x12 1
x21 x22 1
x31 x32 1

∣∣∣∣∣∣∣xi3

= g

∣∣∣∣∣∣∣∣
x11 x12 x13

x21 x22 x23

x31 x32 x33

∣∣∣∣∣∣∣∣
(modp)

On the basis of above analysis, the definition is given.
Definition 1 Key Matrix, all legitimate members’ de-
cryption keys are composed of a matrix, the row of matrix
represents the decryption key of each member and the
columns of matrix represents a component of decryption
key, the matrix is called a key matrix in which the scale
of decryption key is same. For example, the following key
matrix D has n rows and n columns, so n decryption keys
are from n members.

D =

∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣
3.3 Multi Parties Protocol

In multi parties protocol,n users participate in the
scheme, and we can use matrix structure to describe their
decryption key and encryption key. The multi-party pro-
tocol composed of five phases including key agreement
phase, encryption phase, decryption phase, joining key
operation phase and leaving key operation phase.

3.3.1 Key Agreement Phase

In this phase, a number of members ui, i ∈ {1, 2, ..., n}
negotiate the public encryption key and their secret de-
cryption key with the C.

Step 1: A member ui, i ∈ {1, 2, ..., n} selects some
random values,xi1, xi2. . . , xini ∈ {1, 2, ..., n} from
the domain (1, p − 1) as its decryption key <
xi1, xi2. . . , xin >, and send those values to C with
a security channel, the C keeps it secretly, so the de-
cryption key is described with a matrix D as shown
as following, the matrix has n rows and n columns;

D =

∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣
Step 2: After the C gathers all legitimate members de-

cryption keys as a key set {< xi1, xi2. . . , xin >}, sub-
sequently it uses those decryption keys to compute a

public encryption key pkey, and issues the public en-
cryption key on bullet board B.

pkey = < pk0 = g

∣∣∣∣∣∣∣∣∣∣∣

x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣∣
(modp),

pk1 = g

∣∣∣∣∣∣∣∣∣∣∣

1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣∣
(modp),

pk2 = g

∣∣∣∣∣∣∣∣∣∣∣

x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣∣∣∣∣
(modp), ...,

pkn = g

∣∣∣∣∣∣∣∣∣∣∣

x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣∣∣∣
(modp) >

3.3.2 Encryption Phase

In the encryption phase, a member gets an up-to-date
public key from B. If the member need send a plain-
text m to other members confidentially, it computes the
ciphertext C of m with the public encryption and a ran-
dom value r from (1, p− 1). The C is shown as following.

C = < c0 = mg

r

∣∣∣∣∣∣∣∣∣∣∣

x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣∣
(modp),

c1 = g

r

∣∣∣∣∣∣∣∣∣∣∣

1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣∣
(modp),

c2 = g

r

∣∣∣∣∣∣∣∣∣∣∣

x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣∣∣∣∣
(modp), ...,

cn = g

r

∣∣∣∣∣∣∣∣∣∣∣

x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣∣∣∣
(modp) >

3.3.3 Decryption Phase

A legal member useri uses the public key mate-
rial < pk1, pk2, ..., pkn > and its decryption key
< xi1, xi2, ..., xin > to compute the following values.

< g

∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣xi1r

(modp), g

r

∣∣∣∣∣∣∣
x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣xi2r

(modp),
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..., g

∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣xinr

(modp) > After that, the mem-
ber computes plaintext m

′
with the following formula.

m
′
=

C

n∑
j=1

g

∣∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣
xijr

(modp)

3.3.4 Decryption Phase

When a new member usern+1 joins network, joining key
operation is implemented for rekeying.

Step 1: The new member selects a decryption key <
xn+11, xn+12, ..., xn+1n > from (1, p− 1) and sends it
to the key management center C via a secure channel.

Step 2: The C updates the key matrix D with the
new decryption key as follows, the scale of new D

′

increase to n+ 1 rows and n+ 1 columns;

D
′
=

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n x1n+1

x21 x22 ... x2n x2n+1

... ... ... ... ...
xn1 xn2 ... xnn xnn+1

xn+11 xn+12 ... xn+1n xn+1n+1

∣∣∣∣∣∣∣∣∣ =∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n H(x11, x12, .., x1n)
x21 x22 ... x2n H(x21, x22, .., x2n)
... ... ... ... ...
xn1 xn2 ... xnn H(xn1, xn2, .., xnn)

xn+11 xn+12 ... xn+1n xn+1n+1

∣∣∣∣∣∣∣∣∣
Step 3: Every member except the new mem-

ber computes a new decryption key <
xi1, xi2, ..., xin, H(xi1, xi2, .., xin) >, the scale of
decryption key increase to n+1, the new component
is H(xi1, xi2, .., xin) with the hash functionH(·);

Step 4: The key management center computes the new
public encryption key and issues it on B.

pkey
′
=< pk0 = g

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n x1n+1

x21 x22 ... x2n x2n+1

... ... ... ... ...
xn1 xn2 ... xnn xnn+1

xn+11 xn+12 ... xn+1n xn+1n+1

∣∣∣∣∣∣∣∣∣
(modp),

pk1 = g

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n x1n+1

1 x22 ... x2n x2n+1

... ... ... ... ...
1 xn2 ... xnn xnn+1

xn+11 xn+12 ... xn+1n xn+1n+1

∣∣∣∣∣∣∣∣∣
(modp),

pk2 = g

∣∣∣∣∣∣∣∣∣
x11 1 ... x1n x1n+1

x21 1 ... x2n x2n+1

... ... ... ... ...
xn1 1 ... xnn xnn+1

xn+11 1 ... xn+1n xn+1n+1

∣∣∣∣∣∣∣∣∣
(modp), ...,

pkn+1 = g

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n 1
x21 x22 ... x2n 1
... ... ... ... ...
xn1 xn2 ... xnn 1

xn+11 xn+12 ... xn+1n 1

∣∣∣∣∣∣∣∣∣
(modp) >

3.3.5 Leaving Key Operation

When a member usern leaves network, leaving key oper-
ation is implemented for rekeying.

Step 1: The member sends a leaving message to other
members and the key management center;

Step 2: The c updates the key matrix D
′
, the last col-

umn is deleted from the matrix D.

D
′
=

∣∣∣∣∣∣∣∣
x11 x12 ... x1n−1

x21 x22 ... x2n−1

... ... ... ...
xn−11 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣
Step 3: Remainder legal members useri, i ∈

{1, 2, ..., n − 1} update their new decryption
keys < xi1, xi2, .., xin−1, >;

Step 4: The C computes a new encryption key and
issue it on the B;

pkey
′
=< pk0 = g

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n−1

x21 x22 ... x2n−1

... ... ... ...
xn−11 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣∣
(modp),

pk1 = g

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n−1

1 x22 ... x2n−1

... ... ... ...
1 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣∣
(modp),

pk2 = g

∣∣∣∣∣∣∣∣∣
x11 1 ... x1n−1

x21 1 ... x2n−1

... ... ... ...
xn−11 1 ... xn−1n−1

∣∣∣∣∣∣∣∣∣
(modp), ...,

pkn−1 = g

∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...

xn−11 xn−12 ... 1

∣∣∣∣∣∣∣∣∣
(modp) >

4 Security Analysis

4.1 Key Independence

Key Independence is an important security quality in
group key management, and it means that the probability
of compromising other legal decryptions is negligible for
a member having a legal decryption key. Firstly, the
member’s decryption key is selected from field (1, p), and
they are different each other, so it is difficult to guess a
decryption key. Secondly, even if a member has a legal
decryption key and gets a public key, if it compromises
other member’s decryption key successfully, it must
break DH problem.
For an attacker, it has a legal decryption
key< xj1, xj2, .., xjn >, and its decryption key meets the
formula as shown as following.

n∑
k=1

(pkk)
xjk = g

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣xj1

+ g

∣∣∣∣∣∣∣∣∣
x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣∣∣xj2
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+...+ g

∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣∣xjn

= g

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣
If the attacker want to get another legal decryption
key < xi1, xi2, .., xin > to meets the below formula as
showing

g

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣xi1

+ g

∣∣∣∣∣∣∣∣∣
x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣∣∣xi2

+ ...+

g

∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣∣xin

= g

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣
However, those values < pk2, pk3, .., pkn > come from
the public material key pkey from bulletin board. Even
if the attacker can get the public material key pkey.
According to the DH hard problem, the probability of
compromising < d1, d2, .., dn > is negligible.
Therefore, the probability of compromising of an decryp-

tion key is
1

|P |n − 1
, so the probability of compromising

of decryption key is
n− 1

|P |n − 1
for the attacker.

4.2 Forward Security

A member cannot decrypt a ciphertext successfully after
it leaves network, in other words its decryption key is
not validity. The matrix of decryption key is shown as
following.

D =

∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣
After the member usern leaved network, so the matrix of
decryption key is updated as following.

D
′
=

∣∣∣∣∣∣∣∣
x11 x12 ... x1n−1

x21 x22 ... x2n−2

... ... ... ...
xn−11 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣
And the encryption key is updated as shown as following

pk
′
=< pk0 = g

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n−1

x21 x22 ... x2n−1

... ... ... ...
xn−11 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣∣
(modp),

pk1 = g

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n−1

1 x22 ... x2n−1

... ... ... ...
1 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣∣
(modp),

pk2 = g

∣∣∣∣∣∣∣∣∣
x11 1 ... x1n−1

x21 1 ... x2n−1

... ... ... ...
xn−11 1 ... xn−1n−1

∣∣∣∣∣∣∣∣∣
(modp), ...,

pkn−1 = g

∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...

xn−11 xn−12 ... 1

∣∣∣∣∣∣∣∣∣
(modp) >

If the leaving member usern want to decrypt a cipher

text successfully generated with the new public key pkey,
it need choose < x

′

n1, x
′

n2, , .., x
′

nn−1 > to meet the follow-
ing formula.∣∣∣∣∣∣∣∣
1 x12 ... x1n−1

1 x22 ... x2n−1

... ... ... ...
1 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣x
′

n1 +

∣∣∣∣∣∣∣∣
x11 1 ... x1n−1

x21 1 ... x2n−1

... ... ... ...
xn−11 1 ... xn−1n−1

∣∣∣∣∣∣∣∣x
′

n2 + ...+

∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...

xn−11 xn−12 ... 1

∣∣∣∣∣∣∣∣x
′

nn−1

=

∣∣∣∣∣∣∣∣
x11 x12 ... x1n−1

x21 x22 ... x2n−2

... ... ... ...
xn−11 xn−12 ... xn−1n−1

∣∣∣∣∣∣∣∣ >
Even if the member can get encryption key material
< pk1, pk2, .., pkn > from the bulletin board, but the pow-
ers of < pk1, pk2, .., pkn > is difficult to break according
to the discrete logarithm hard problem. So if the cipher
text is generated after the member leaves network, the

probability of breaking a cipher is
n− 1

|P |n−1
, And the prob-

ability of breaking a cipher is negligible for the leaving
member.

4.3 Backward Security

A new member cannot decrypt a cipher text successfully
that is generated before the new member joins network.
The matrix of decryption key is shown as below.

D =

∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣
After the new member usern+1 joins network, the matrix
of decryption key is updated as below.

D
′
=

∣∣∣∣∣∣∣∣
x11 x12 ... x1n+1

x21 x22 ... x2n+2

... ... ... ...
xn+11 xn+12 ... xn+1n+1

∣∣∣∣∣∣∣∣
The C computes a new public encryption key.

pk
′
=< g

∣∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n+1

x21 x22 ... x2n+2

... ... ... ...
xn+11 xn+12 ... xn+1n+1

∣∣∣∣∣∣∣∣∣∣
(modp),

g

∣∣∣∣∣∣∣∣∣∣
1 x12 ... x1n+1

1 x22 ... x2n+2

... ... ... ...
1 xn+12 ... xn+1n+1

∣∣∣∣∣∣∣∣∣∣
(modp), g

∣∣∣∣∣∣∣∣∣∣
x11 1 ... x1n+1

x21 1 ... x2n+2

... ... ... ...
xn+11 1 ... xn+1n+1

∣∣∣∣∣∣∣∣∣∣

(modp), ..., g

∣∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...

xn+11 xn+12 ... 1

∣∣∣∣∣∣∣∣∣∣
(modp) >
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If the new member can break the cipher text decrypted
with pkey, it must choose values < x

′

n1, x
′

n2, .., x
′

nn > to
meet the below formula.∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn−12 ... xnn

∣∣∣∣∣∣∣∣x
′

n1 +

∣∣∣∣∣∣∣∣
x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn 1 ... xnn

∣∣∣∣∣∣∣∣x
′

n2 +

...+

∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣x
′

nn =

∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣
However, although the new member can get <
pk1, pk2, ..., pkn >from public encryption key, but the
powers of < pk1, pk2, ..., pkn > is unknown and is hardly
broken for the new member according to discrete loga-
rithm hard problem, The probability of breaking a cipher

is
n

|P |n
and negligible for the new member, so the proba-

bility of breaking a cipher is negligible for the new mem-
ber.

4.4 Decryption Correctness

The decryption correctness means that a legal member
can decrypt a ciphertext successfully with its correct de-
cryption key, a legal decryption key is a row of the matrix
D.

D =

∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣
Any correct decryption key meets the following For-

mula (1), < pk1, pk2, ..., pkn > is public encryption key
material.

So the decryption process is formula.

mg

r

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣
(modp)

n∑
j=1

g

xijr

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣

=
mg

r

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣
(modp)

g

n∑
j=1

xijr

∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣

=
mg

r

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣
(modp)

g

r

∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣

= m

So a member having a legal decryption key can decrypt a
cipher text successfully.

5 Efficient Analysis

The efficient of multi parties protocol is analyzed in aspect
of computation cost, message cost, network overload and
storage cost.

5.1 Computation Cost

The suggested protocol is based on Discrete Logarithm
Problem(DLP), the most complex operation is modular
exponentiation computation, so the number of modular
exponentiation operations is counted to evaluated the
computation cost of protocol. In key agreement phase,
the C selects n2 random values, computes n + 1 modu-
lar exponentiations to compute the public encryption key
pkey. In the encryption phase, an encrypter implements
n + 1 modular exponentiation operations and a modu-
lar multiplication operation. In the decryption phase, a
decrypter implements n + 1 modular exponentiation op-
erations and a modular multiplication operation. In the
joining key operation, all members except the new mem-
ber carry on a hash function once, the C implements n+2
modular exponentiation operations and n hash function
computation to update the public encryption key. In the
leaving key operation, the C implements n modular ex-
ponentiation operations to update the public encryption
key. So the computation cost is related to the network
scale.

5.2 Message Cost

In the key agreement phase, every member sends its de-
cryption key to the C via a secure channel. The C sends
a message about encryption key to the B after rekey-
ing. In the joining key operation phase and the leaving
key operation phase, only a joining or leaving message is
sent by the joining member or the leaving member to all
members. Except the joining or leaving member other
members don’t participate in rekeying to provide key ma-
terial, so there aren’t interactions among those remainder
members. Therefore the message cost is not related to
the scale of network.

5.3 Network Overload

We assume that the size of message block is L. a decryp-
tion key skeyi compose of n parts, so it’s size is nL. A
public encryption key compose of n parts, so it’s size is
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g

xi1

∣∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣
(modp) + g

xi2

∣∣∣∣∣∣∣∣∣∣
x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣∣∣∣
(modp) + ...+ g

xin

∣∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣∣∣
(modp) =

g

xi1

∣∣∣∣∣∣∣∣∣∣
1 x12 ... x1n

1 x22 ... x2n

... ... ... ...
1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣
+xi2

∣∣∣∣∣∣∣∣∣∣
x11 1 ... x1n

x21 1 ... x2n

... ... ... ...
xn1 1 ... xnn

∣∣∣∣∣∣∣∣∣∣
+...+xin

∣∣∣∣∣∣∣∣∣∣
x11 x12 ... 1
x21 x22 ... 1
... ... ... ...
xn1 xn2 ... 1

∣∣∣∣∣∣∣∣∣∣
(modp) = g

xi1

∣∣∣∣∣∣∣∣∣∣
x11 x12 ... x1n

x21 x22 ... x2n

... ... ... ...
xn1 xn2 ... xnn

∣∣∣∣∣∣∣∣∣∣
(modp)

(1)

(n+1)L. The overload of sending the public key encryp-
tion key by the C is (n+ 1)L, the overload of encryption
is (n + 1)L, the overload that a member joins or leaves
network is L. Therefore, the network overload of issuing
encryption key is related to the network scale, the net-
work overload of rekeying is not related to the network
size.

5.4 Storage Cost

All entities must have enough storage cost to keep their
decryption keys, encryption keys and cipher text at least.
As the size of decryption key is nL, the size of public
encryption key is (n + 1)L, the size of ciphertext is (n +
1)L,the size of plaintext is L. Therefore, every member
should has nL units at least to keep decryption keys,(n+
1)L units to accept cipher text,L units to hold plaintext,
so every member needs 3nL+3L units. The C should have
(n2 + n + 1)L units to preserve all decryption keys and
encryption key. The B must use (n + 1)L units to issue
a public encryption key. So the storage cost is related to
the network scale.

6 Schemes Comparison

Our suggested scheme is compares with several typical
exited group key management schemes RPKM, IGKM,
OMEDP, AGKA, AOGKM, AKMSN, NRLGKM and
OMKAP for non-reliable end-to-end link network from
security and efficiency aspects.

6.1 Security Comparison

Key independence, forward/backward security, the rela-
tionship between decryption key and encryption key, col-
lusion attack and cryptographic technology are selected as
security valuation criteria. The scheme RPKM is based
on symmetric cryptography and its relationship between
decryption key and encryption key is 1-to-1 that means
a decryption key corresponds to an encryption key, the
scheme cannot guarantee key independence, forward secu-
rity and backward security since a key could be shared by
some members from a key pool, part of keys from the pool
could be compromised with collusion attack method as ev-
ery key could be used by different members. The Scheme
IGKM is based on identity-based cryptography, and every
member’s decryption key is band to the primary key with

its identity, so the key independence cannot be guaran-
teed so that an adversary can fabricate a legitimate de-
cryption key with a primary key and a legitimate identity,
the primary key must be updated when a member joins
or leaves network otherwise the forward/backward secu-
rity cannot be guaranteed. OMEDP, AGKA, AOGKM,
AKMSN, OMKAP and our suggested scheme are based
on multi-decryption-key single-encryption-key key proto-
col, so their relationship between encryption key and de-
cryption key is 1-to-n that means an encryption key cor-
responds to n decryption keys, only the decryption key of
joining or leaving member need be revocation or cancelled
with the merit of multi-decryption-key single-encryption-
key key protocol, thus they guarantee key independence,
those schemes ensure that forward security and back-
ward security as the encryption key is updated, however
OMEDP and OMKAP are not against the collusion at-
tack as they are designed with threshold cryptography
technology. Therefore, our suggested scheme is suitable
to the security requirements of non-reliable end-to-end
link network.

6.2 Efficiency Comparison

The efficiency of group key management focus on the
cost of rekeying, which include computation cost, mes-
sage cost, network overload and storage cost. Moreover,
those criterions including equipment and rekeying scale
are also compared among those typical schemes. In the
table 1 the parameters n and L are network scale and the
message length of unit.

All schemes except AGKM take advantage of an off-line
center who takes on the initial phase, the center generates
all decryption key for all members and their correspond-
ing encryption key in key agreement phase, the interac-
tion is not exist between a joining or leaving member and
the off-line center after the member joins or leaves net-
work, so a member participate in rekeying without the
support from the off-line center. The PRKM scheme usu-
ally generates a key pool and distributes part of keys for
every member from the pool based on symmetric cryp-
tography, so the computation cost is zero whether a join-
ing or leaving event. the joining or leaving member only
broadcasts a joining or leaving message in rekeying, nev-
ertheless the ownership of key from a leaving or joining
member may not be determined accurately since a key is
shared by a few of members and it is spread in a large
scale network, the scale of rekeying is related to the scale
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Table 1: Several typical schemes comparison in security aspect

Key Forward Backward Collusion
Scheme independence security security Relationship Attack Cryptography

RPKM No No No 1-to-1 YES Symmetric
Cryptography

IGKM No No YES 1-to-1 YES Bilinear
Pairing

OMEDP YES YES YES 1-to-n YES Threshold
Cryptography

AGKA YES YES YES 1-to-n NO Bilinear Pairing

AOGKM YES YES YES 1-to-n NO Discrete Logarithm
Algorithm

AKMSN YES YES YES 1-to-n NO Discrete Logarithm
Algorithm

OMKAP YES YES YES 1-to-n NO Bilinear Pairing,
Threshold Cryptography

NRLGKM YES YES YES 1-to-n YES Bilinear Pairing,
Threshold Cryptography

Suggested YES YES YES 1-to-n NO Discrete Logarithm
scheme Algorithm

of every member’s keys and the distribution of those keys.
In the IGKM scheme, every member conserves its iden-
tity and decryption key at cost of two units in storage
cost at least, when a joining member joins network the
off-line center generates its decryption key with a modu-
lar multiplication in bilinear pairing, however the scheme
IGKM doesn’t support rekeying in a leaving event due to
all members cannot participate in rekeying to update the
primary key generated by the off-line center to against
the expose of decryption key. The scheme AGKA need
implement itself again for rekeying, so every member per-
form a modular multiplication operation and a modular
exponentiation operation, and send a message of key ma-
terial, the total message cost is n + 1 and n − 1 for a
joining or leaving event, a member keep its decryption
key with 3 units, the cost of rekeying is related to the
network scale. The scheme AOGKM is improved in basis
of the scheme AKMSN with a tree structure, the mes-
sage cost is not related to the network scale in a leaving
event but the message cost is related to the network scale
in a joining event, the message cost is reduced at price
of raising computation cost. Those schemes OMEDP and
NRLGKM are based on threshold cryptography (n, t), ev-
ery member preserve threshold number of key fragments,
the parameters x and y are produced by the schemes and
their values are less than t,but their sum is more than t,
an encryption key has x key fragments and a decryption
key has y key fragments, so those values x and y decide
the cost of rekeying. The scheme OMKAP is presented
for target that two sub-groups merge into a new group or
a group is divided into two groups at short time delay,
but its computation cost is related to the two subgroups’
scale n and m, the message cost is high in a joining event
while the cost of leaving event is suitable in OMKAP, the

storage cost of every member’s key fragments is related
to the network scale.
Our suggested scheme’ message cost is not related to the
network scale in rekeying, it implements key management
in short time, the dependence of reliable end-to-end link
is reduced and it computation cost is more suitable than
other schemes, the off-line center issues a new public de-
cryption key at cost of n+2 modulate modular exponenti-
ation operations in joining event and n modulate modular
exponentiation operations in leaving event, every member
carries on two hash function operations to update the key
matrix in joining event.

7 Conclusion

In this paper, a key independence group key management
scheme is presented with discrete logarithm. Our pro-
posed key management has the merit that an encryp-
tion key is corresponding to multiple decryption keys,
thus those decryption keys meet key independence, so the
binding relationship is released between decryption key
and encryption key. Only the joining or leaving mem-
ber must participate in rekeying, the message cost is not
related to the network scale, other members keep their
decryption keys legitimate. In security aspect, the sug-
gested scheme guarantees the forward/backward security.
In efficiency aspect, the message cost is less in rekeying
and the dependence on reliable end-to-end link is reduced
since the rekeying cost is not related to the networks scale.
Therefore our suggested scheme is suitable for the non-
reliable end-to-end link and long-time-delay networks.
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Table 2: Comparison in efficiency

Scheme Computation Cost Message Cost Network Overload Storage Equipm. Rekeying
Joining Leaving Joining Leaving Joining Leaving Cost Scale

RPKM 0 0 1 1 L L Part of Off-line Part of
Key Pool Center Key Pool

IGKM 1 No 1 No L No 2 Off-line n
Center

OMEDP x+(n+1)y x+(n-1)y n+1 n-1 (n+1)yL (n-1)yL n Off-line n
Center

AGKA Member:1 Member:1 n+1 n-1 (n+1)L (n-1)L 3 No n

AOGKM 2n-2 3n-lo2n-4 log2n 1 2(n-2)L (N+2)L (2n-1)L Off-line Joining
Center Leaving

AKMSN 4n+7 4n-1 n+2 1 (n+2)L L n+2 Off-line 1
Center

n+m+∑m
i=1

∑m
i=1

OMKAP Ci−k
n Ck

m 2n (2m 0 1 0 2n+2 Off-line 0
+
∑n

i=m

∑m
k=1 +2n Center

Ci−k
n Ck

m +4)n

+
∑m+n

i=n

∑m
k=1

Ci−k
n Ck

m − 1

NRLGKM x+(n+1)y x+(n-1)y 0 0 0 0 n Off-line 1
Center

Suggested n+2 n 1 1 L L 3n+3 Off-line 1
scheme Center
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Abstract

Traditional data encryption technology neglects the sec-
ondary deletion of cloud data, leading to serious redun-
dancy of economic big data, and poor ability to resist var-
ious attacks. Therefore, in this paper, we propose a novel
security encryption model based on homomorphic encryp-
tion and attribute base for economic big data. Fourier
transform high-order cumulant algorithm is used to detect
the duplicate data in cloud storage economy big data, and
a 4-order cumulant post-processing method is selected to
delete the duplicate data in the detection results. The
homomorphic encryption combined with attribute-based
encryption technology is used to construct an encryption
scheme to complete the encryption of economy big data
in cloud storage. Through theoretical analysis and exper-
imental simulation, it is proved that the new scheme can
support the access policy with rich expression ability, re-
alize the dynamic policy update for the data in the cloud,
and has advantages in storage and computing cost.

Keywords: 4-order Cumulant Post-processing Method;
Attribute Base; Economic Big Data Encryption; Homo-
morphic Encryption

1 Introduction

At present, cloud computing services are gradually ap-
plied to various fields, and with the continuous expan-
sion of cloud computing fields, corresponding cloud stor-
age services appear [19]. At present, the amount of data
to be stored is increasing in many fields [9], and the cloud
storage mode capable of storing massive data is gradu-
ally attracting attention. Users can access the data in
the cloud storage system through various forms at will.
However, data loss and other phenomena may occur dur-

ing the cloud storage process, and users can encrypt their
own data. A layer of security service [21,23,25] is provided
for data and then placed in the cloud storage server, but
this method cannot fully guarantee the security of cloud
storage data.

Cloud computing, the Internet of Things and the tradi-
tional industrial control system (ICS) integration, form-
ing the industrial cloud system [11]. It connects prod-
ucts, factories, systems, machines, and users, and pro-
vides advanced analytics to harness the vast amounts of
data generated in the network for efficiency gains and
cost reductions. For a long time, enterprises pay more
attention to production security and equipment security,
but do not pay attention to information security and net-
work security. This is because traditional ICS systems
are proprietary, independent, and isolated from external
networks [14]. In order to meet the requirements of con-
tinuous and stable production, industrial communication
protocols pay more attention to the requirements of real-
time, and lack the security protection of transmitted data
to avoid additional costs. However, in the industrial cloud
environment, the user identity is complex and diverse,
and enterprises are faced with various dangers from vari-
ous sources, especially the logic executed in the industrial
system has a direct impact on the physical world, and
the maliciously attacked system will cause serious dam-
age and loss to human health and safety, the environment
and equipment, that is, information security problems will
lead to production security problems [18]. In addition,
the public cloud is a semi-trusted environment, and after
hosting data into a cloud storage system, enterprises can-
not be sure that the storage of data is indeed protected.
Therefore, it is necessary to study the confidentiality pro-
tection method in the process of data transmission, stor-
age and sharing in the industrial cloud environment, and
meet the real-time and availability requirements of indus-
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trial production control.

For this reason, many scholars have studied data en-
cryption. For example, Andola et al. [1] designed an en-
cryption scheme for large data sets. For users with large
data sets in the cloud storage environment, the block stor-
age structure was used to optimize the data structure
of the security index. Deng et al. [4] proposed a data
encryption scheme capable of updating user attributes.
By constructing attribute and user version key in cipher-
text policy attribute encryption, the attribute version key
needed to be updated when system attribute was revoked
to realize the replaceable update of some components of
ciphertext key. However, the encryption time of the above
encryption methods is too long, and the ability to resist
data attacks is weak.

In order to avoid industrial data leakage, reference [12]
adopted RSA and DES encryption algorithms to prevent
data from being eavesdropped during transmission and
protect the security of data communication, aiming at the
security of data collection in smart power plants. Aiming
at the problem of secure data transmission between iot
devices, reference [13] used chaotic mapping to generate
AES keys and encrypt communication data, thus build-
ing a secure communication channel. In reference [26], the
Paillier homomorphic encryption method was adopted to
realize the secure data transmission between the field de-
vice and the controller. However, a large number of en-
cryption and decryption operations are deployed on field
sensors or actuators, which increases the computing over-
head of field devices and puts forward higher requirements
on network throughput. It can be seen that for ICS sys-
tem, symmetric encryption scheme has low computation
cost and good real-time performance, but how to manage
its key is a problem that must be considered. Asymmetric
encryption scheme is more secure, but the calculation cost
is high, which affects the actual use. In addition, in the
actual industrial cloud environment, there are many users
with diverse identities, and how to ensure that users get
the data within the scope of their authority and achieve
fine-grained access control is also an urgent problem to be
solved.

Attribute based encryption (ABE) is one of the meth-
ods for data protection and access control in cloud en-
vironment. Ciphertext-policy attribute-based encryption
(CPABE) encrypts data according to the access policy
and distributes the corresponding private key according
to the user attributes [17]. Only the user attributes meet
the requirements of the access policy. This is concep-
tually similar to traditional access control models such
as role-based access control. Therefore, researchers are
also applying CP-ABE to the industrial field to achieve
data confidentiality protection and access control. Refer-
ences [6, 24] used CP-ABE to encrypt data and authen-
ticate users for smart grid, medical cloud and intelligent
transportation systems respectively, and only users who
met the access policies in ciphertext could obtain plain-
text.

Therefore, this paper studies econom big data en-

cryption technology that supports complete outsourc-
ing of cloud storagey. Through the improved fractional
Fourier transform, duplicate data in cloud storage data
was deleted to reduce the burden of data outsourcing en-
cryption. Then, the data was outsourced to cloud stor-
age server for attribute base and homomorphic encryption
through the encryption form of complete outsourcing to
the server, so as to realize data encryption and save the
time of data encryption.

2 Proposed Encryption Technol-
ogy

2.1 Attribute Base Encryption

When constructing the cloud storage data encryption
scheme in this paper, the CP-ABE scheme under the
prime-order group is taken as the basis of this research,
and the theory of traditional outsourcing encryption algo-
rithm is combined to study the verifiable fully outsourced
attribute-based encryption scheme [2,5,7]. In this scheme,
the following algorithms are mainly included.

1) Setup(U) → (pk,msk): The algorithm is started by
AA, set the attribute set U composed of the output
Y M
k of eliminating duplicate data as the input, select

the multiplicative cyclic group G, and the order of G
is prime p. Let one of the generators of G be g, and
randomly select h1, · · · , hU ∈ G, and the exponent
a, a ∈ Zp, from which the public parameters can be
obtained and expressed by Formula (1).

pk = (g, ga, e(g, g)a, h1, · · · , hU ). (1)

Set msk = ga as the primary key of the cloud storage
system. Where h is a random selection index. e(g, g)
represents the unit of G. a indicates a randomly se-
lected integer. Z stands for bilinear set.

2) KeyGenKG−CSP (pk, S) → (ISK1, ISK2): The al-
gorithm is generated by two KG − CSP . The
input of the algorithm is all attribute set S and
public parameter pk. If KG − CSP1 starts to
execute, it is necessary to select random numbers
a1, t1 ∈ Zp, and calculate K ′ = ga1gat1 , L′ = gt1 ,
∀x ∈ S,K ′

x = ht1
x to obtain the intermediate key

ISK1 = (S, a1,K
′, L′,K ′

xx∈S) of KG − CSP1, the
intermediate key ISK2 = (S, a2,K

′′, L′′,K ′′
xx∈S) of

KG− CSP2 can be obtained at the same time.

3) KeyGenAA(pk,msk, ISK1, ISK2) → SK: The al-
gorithm is started by AA, and the inputs are set as
public parameter pk, system main key msk, and in-
termediate key ISK1, ISK2. The following formulas
are calculated.

K1 = K ′ ×K ′′ = ga
′
gat. (2)

L = L′ × L′′ = gt. (3)
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Kx = K ′
x ×K ′′

x = ht
x. (4)

Here, a′ = a1 + a2, t = t1 + t2. After calculation,
the user key SK = (S,K1, L,Kxx∈S ,K2) is obtained,
and K2 = ga−a′

, where SK represents the user key.

4) Encrypt(pk,msk, (M,ρ),m) → CT : The algorithm
is executed interactively by DO and E − CSP .
Within the access structure (M,ρ), DO encrypts the
message m. Where M represents the matrix of the
size of l × n, and the mapping associated with each
row of matrix M to the attribute is the function ρ,
and ρ is the injective form. DO can randomly se-
lect the secret index s ∈ Zp, and select the random
vector v = (s, v2, · · · , vn)T to make the sharing of
the encryption index s more perfect. λi = Miv is
calculated, where the i − th row of matrix M is de-
scribed by Mi; After that, DO performs operations
on ciphertext CT = ((M,ρ), C, C̄, Cii∈[1,l]), in which
C = m · e(g, g)as, C̄ = gs. And Do algorithm for
local calculation, can know Ci = gaλih−sρ(i), after
E-CSP cooperation calculation, can obtain Ci calcu-
lation process can be expressed by Formula (5).

Exp(λi,−s; ga, hρ(i)) → gaλih−sρ(i). (5)

In Formula (5), λ represents the security parameter,
CT represents the ciphertext, and C represents the
encryption attribute.

Perform Rand algorithm through DO to obtain
random values (γ1, g

γ1), (γ2, g
γ2), (β, gβ), (a1, g

a1),
(a2, g

a2), (a3, g
a3); gaλih−sρ(i) is then disassembled

into Formula (6).

gaλih−sρ(i) = gγ1λi−γ2sϖλi
1 ϖ−s

i . (6)

In Formula (6), ϖ represents the outsourcing query
index and γ represents the outsourcing decryption
random value.

In order to ensure that the associated information
will not be lost during ϖλi

1 ϖ−s
i query, ϖλi

1 ϖ−s
i will

continue to be split and expressed by Formula (7).

ϖλi
1 ϖ−s

i = ϖc1,i
1 , ϖc2,i

i (ϖ1ϖ
−1
i )dix. (7)

Where d is a prime number, after the splitting is
completed, the random value gβ is used to continue
the next step of the splitting, and is expressed by
Formula (8).

gaλih−sρ(i) = gβga1ζ1ϖc1,i
1 ϖc2,i

1 (ϖ1ϖ
−1
i )dix. (8)

Where ϖ1 = ga/gγ1 , ϖi = hρ(i)/g
γ2 , c1,i = λi −

dix, c2,i = −s + dix, ζi = (γ1λi − γ2s − β), and
select ηi = (a3 − a1ζi)/a2 for the next step, where β
represents the random value and ζ and η represent
the association information after splitting.

5) Audit(CTRK
part, C̄,msk) → 0/1: The validation pro-

cess is initiated by the AA authority. The algorithm
input is the user decrypted value CTRK

part, the system

master key msk and the ciphertext C̄. Analyze the
size of e(msk, C̄) and CTRK

part, if they are equal, out-
put ”1”; If not, output ”0”.

2.2 Homomorphic Encryption

Assuming that the model parameter matrix of the u− th
(1 ≤ u ≤ n) data owner is Wu, the scheme in this
paper uses the Paillier algorithm to encrypt the model
parameter matrix and perform homomorphism opera-
tions [3, 10,15,22,27].

1) Generate public and private key pairs for encryption.
First, two large prime numbers p and q are randomly
selected. Note that p and q must be equal in length,
and pq, (p − 1), (q − 1) are mutual primes. Second,
calculate r = pq and λ = lcm(p − 1, q − 1), where,
lcm represents the least common multiple, let g =
r + 1. Third, let the function L(x) = (x − 1)/r,
then calculate µ = (L(gλmod(r2)))−1. At this point,
it can get the public key (r, q) and the private key
(λ, µ).

2) Encrypt Wu and calculate the model parameter ci-
phertext cu of the u − th (1 ≤ u ≤ n) data
owner. First, select the random number s, where
s must meet the condition 0 ≤ s < r; Second,
let the plaintext information corresponding to cu be
mu, and calculate the ciphertext information cu =
(gmusr)mod(r2). Since g = r + 1, then

gmu = mur + 1mod(r2). (9)

3) According to step 1 and step 2, n data owner
model parameter ciphertext can be obtained, that is,
c1, c2, · · · , cn, and the model parameter ciphertext
c of the joint model computer can be obtained by
performing operations in the ciphertext field, where
c = c1c2 · · · cn.

The joint model computer obtains the ciphertext c of
the model parameter calculated in the encryption domain
and decrypts it. When the ciphertext is c, d(c) indicates
that the ciphertext c is decrypted, that is, d(c) = mc.
Then the plaintext can be obtained according to For-
mula (6):

d(c) = mc = L(cλmodr2)µmodr. (10)

In this paper, the homomorphism of Paillier algorithm
is used to prove the feasibility of the proposed scheme.
As shown in Formula (11):

d(c) = m1 +m2 + · · ·+mn. (11)
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Table 1: Comparison of storage overhead

Method Encryption key Decryption key Ciphertext of the client
HEMA 2|g|+ |Ka| 2|S||G|+ |Ka| 2|G|
AAHE 4|G|+ |Ka| (2|S|+ 6)|G|+ |Ka| 2|G|+ |Zp|
HEB 4|U ||G|+ |Ka| (2|S|+ 3)|G|+ |Ka| 2|G|+ |Ka|
Proposed |Ka| |Zp|+ |Ka| 2|G|

Table 2: Comparison of computing overhead

Method Device encryption cost Client decryption overhead
HEMA (2|I|+ 1)(exp+ expT ) + |HE| expT + |HE||
AAHE expT + |HE| expT + |HE|
HEB 3exp+ 2expT + |HE| 2expT + e+ |HE|
Proposed |HE| expT + |HE|

3 Scheme Analysis

The scheme adopts a hybrid encryption method, that is,
the homomorphic encryption algorithm (HE) is combined
with the attribute-based algorithm (AB). The plaintext
data is encrypted by HE algorithm first, and then the
symmetric key Ka is encrypted by AB algorithm. There-
fore, the security of symmetric key Ka determines the
confidentiality of plaintext data. In this scheme, the data
owner dividesKa into two sub-keys and sends them to two
different fog nodes respectively. Each fog node encrypts
AB algorithm independently, so each fog node does not
know the symmetric key Ka of the data owner. Based
on the fact that there is no collusion between different
fog nodes, the fog node cannot obtain the symmetric key
Ka. In addition, the symmetric key is generated by Lo-
gistic mapping in this scheme, and the key is updated
after each communication between the field device and
the user. Therefore, a symmetric key is only applicable
to the one-time communication between the two parties.
Based on the chaos of Logistic mapping, even if the at-
tacker successfully cracks the symmetric key of a certain
communication, Nor can all other keys be cracked with a
non-negligible probability. In the decryption phase, the
secret value s can be recovered only when the user at-
tribute set meets the access policy, and the converted ci-
phertext e(g, g)

αs
z can be successfully decrypted. Other-

wise, the decryption will be failed.

In the access policy update phase, although this part of
the calculation is outsourced to the cloud, the cloud only
has its selected secret value s̃, not the secret value s of the
original file, so it cannot calculate the new secret value s′

by s′ = s̃ + s. The new secret value s′ is obtained by
the exponential operation on the group and is hidden in

the component Kae(g, g)
as′

. Because of the difficulty of
calculating the discrete logarithm problem, the attacker
cannot calculate s′ according to the inverse operation, so

the symmetric key Ka is secure.

This section compares this scheme with schemes
HEMA [16], AAHE [20], and HEB [8] in terms of storage
overhead and computing overhead to evaluate the perfor-
mance of the scheme. The storage costs required by dif-
ferent schemes on the device and the client are compared,
and the results are listed in Table 1. Where, |G|, |GT | and
|Zp| represent the length of each element in G, GT and
Zp respectively. In the symmetric bilinear pair construc-
tion, we have |G| = |GT |, |U | represents the number of all
attributes, |S| represents the number of user attributes,
|l| represents the number of attributes contained in the
access structure, m represents the maximum number of
users, and |Ka| represents the length of the symmetry
density.

In Table 1, the storage overhead on the device side
comes primarily from encryption keys. The encryption
keys of HEMA, AAHE, and HEB are composed of public
key PK and symmetric key Ka, and this scheme out-
sources the encryption calculation of HE to the cloud and
fog, so the device side of this scheme only needs to store
symmetric key Ka, and the storage cost is much lower
than the other three schemes.

The calculation costs of different schemes on the device
and the client are compared, and the results are listed in
Table 2. Let |I| represent the number of user attributes
matching the access policy, exp, expT represent the expo-
nential operation on the group G, GT . e represents the
bilinear pair operation, and |HE| represents the homo-
morphic encryption operation.

In the encryption process, this scheme completely out-
sources the encryption operation of the HE part to the
cloud node [8], and only needs to perform homomor-
phic encryption operation on the device side, while other
schemes need to complete HE and AB encryption on the
device side. Therefore, the encryption cost of this scheme
is small, and it is suitable for devices with limited re-
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sources.

4 Conclusion

This paper studies the economy big data encryption tech-
nology of cloud storage that supports complete outsourc-
ing, and provides perfect data for cloud storage data en-
cryption through data deduplication algorithm. Accord-
ing to data homomorphic encryption technology, a data
encryption scheme is constructed to realize the encryption
of cloud storage data. Simulation is used to verify the ef-
fectiveness of the proposed technology, and it is proved
that the encryption time and anti-attack performance of
the technology are higher than other technologies.
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Abstract

Information security transmission is very important in the
Internet of Vehicles. In the traditional methods, the re-
mote node storage operation is not cooperative. In ad-
dition, the data block with low service evaluation is not
effectively processed, and the duplicate redundancy is per-
sistent, resulting in increased bandwidth pressure. Hence,
we propose an information dissemination security model
based on a generative adversarial network in the Internet
vehicle environment. The data is enhanced with genera-
tive adversarial networks. Based on the enhanced data,
practical features can be extracted to analyze the trans-
mitted data effectively. Experimental results show that
the proposed method enhances system security, informa-
tion transmission security, and network performance com-
pared with other methods.

Keywords: Data Enhancement; Generative Adversarial
Network; Information Dissemination Security; Internet
of Vehicle

1 Introduction

CACC (cooperative adaptive cruise control) [18,20] based
on Internet of vehicle (IoV) means that the vehicle
equipped with adaptive cruise control system uses mobile
wireless communication technology such as DSRC (ded-
icated short range communications) [1, 14] to exchange
information with roads, people and cloud to solve prac-
tical problems such as traffic accidents and traffic con-
gestion. However, with the application and deployment
of IoV and vehicle-road collaboration technologies, due
to the openness of mobile communication and application
information [7, 15, 21], they not only meet the require-
ments of vehicle information interaction, but also provide

opportunities for virus intrusion. The intrusion of ma-
licious code can be accompanied by the transmission of
information between CACC vehicles, which can steal user
privacy or interfere with the normal running of vehicles,
resulting in serious security threats.

At present, the classical method to analyze the in-
formation transmission in the environment of IoV is to
use simulation method. Yao et al. [22] reviewed the
simulation methods in detail and analyzed the nonlin-
ear relationship between traffic flow, information flow and
vehicle-vehicle communication events. Based on the exist-
ing micro-traffic simulation model, Gupta et al. [8] built
an information transmission simulation framework in the
environment of the IoV and simulated the information
transmission between vehicles on the expressway. In ref-
erences [4,13,16], traffic flow was simplified as static traf-
fic flow, and by analyzing the statistical distribution of
traffic parameters, the constraints faced by information
flow propagation were discussed. However, these sim-
ulation methods lack strict theoretical model support.
Zhou et al. [24] considered communication constraints,
analyzed the relationship between information propaga-
tion and traffic flow mechanics, established an informa-
tion flow propagation model, and described the dynamic
behavior of information flow propagation. Du et al. [6]
divided the road into multiple cell units and constructed
an information-coupled cell transport model (IT-CTM)
to capture the flow of information within and between
cells. Adaptive CruiseControl (ACC) is a widely used
driver assistance system, and it is also the first step to
realize automatic driving. ACC technology mainly col-
lects the distance between the vehicle and the forward
vehicle through on-board sensors such as radar, and au-
tomatically adjusts the speed of the vehicle to maintain
a reasonable safety distance with the front vehicle. Col-
laborative adaptive cruise control technology is the sec-
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ond step to realize autonomous driving, which means
that vehicles equipped with adaptive cruise control sys-
tem realize vehicle-to-vehicle interconnection communi-
cation through vehicle-to-vehicle networking technology.
That is, the vehicle can not only sense the environment
ahead through radar sensors, but also obtain information
between the vehicle in front and other vehicles through
wireless communication technologies such as DSRC, so
that the connected vehicles can cooperate to complete the
control and manipulation. Compared with ACC, CACC
technology enables vehicles to obtain more information
about surrounding vehicles, such as speed, acceleration,
etc., and can react in real time according to the running
status of other vehicles. Therefore, it can shorten the
safety distance between vehicles, reduce the speed fluctu-
ation of the road fleet, improve the operating efficiency
of road traffic flow, reduce the incidence of road traffic
accidents, and improve the driving comfort.

To sum up, most of the studies conducted by experts
and scholars on the information dissemination of the In-
ternet of vehicles aimed at the well-intentioned informa-
tion, without considering the intrusion of malicious virus
information. In addition, most of the current informa-
tion dissemination models do not consider the interaction
between different types of traffic flows. Based on this,
aiming at the realistic road traffic environment in which
CACC vehicles and ordinary vehicles are driving together,
this paper constructs a dynamic model of virus transmis-
sion in the vehicle-connected environment, aiming to pro-
vide a theoretical basis for studying the virus transmission
law in the vehicle-connected environment, and provide an
effective method for suppressing the transmission of virus
information, so as to ensure the safety of CACC vehicle
information transmission.

2 Proposed Information Dissemi-
nation Security Model

Generative adversarial network (GAN) is a generative
model based on zero-sum game idea [12, 19], which has
been applied in many fields such as image generation, traf-
fic sign recognition and traffic accident detection. GAN
is mainly composed of generator and discriminator. The
main function of the generator is to learn the distribution
of real data, and the discriminator determines whether the
data is real data or the data generated by the generator
based on the input data. According to the discriminant
results, the generator G and discriminator D continue to
optimize and finally reach a Nash equilibrium, that is, the
discriminator D cannot determine whether the input data
is real or generated data.

The objective function of GAN optimization process
is:

minGmaxDL(G,D) = A+B. (1)

Where A = Ex−Pdata(x)
log(D(x)), B = Ez−Pz(z)

log(1−
D(G(z))), E is the mathematical expectation of the dis-

tribution specified in the subscript. Pdata(x) is the dis-
tribution of the real data x. Pz(z) is the distribution of
generated data. D(x) is the discriminant function of the
discriminator. G(z) is the data generated by the genera-
tor.

In this paper, both the generator and discriminator of
GAN are fully connected neural networks, and the active
function is the rectified linear unit (ReLU) [3,9] function,
which can effectively alleviate the gradient disappearance
problem. The generator and discriminator are optimized
using the Adam optimizer [11], which has the advantages
of high computational efficiency and is suitable for unsta-
ble objective functions.

The learning rate of generator and discriminator is set
to 0.01, and the number of neurons in the hidden layer
of generator and discriminator is set to 128. After 104

rounds of iterative training, GAN extended data set con-
taining 8058 on-board data and 12060 normal operation
data is obtained. In order to test the performance of the
GAN proposed in this paper, a normalization method is
used to process the extended and original GAN data sets
to eliminate the dimensional effects and facilitate the com-
parison of data distribution between the two types of data
sets. The normalization processing formula is as follows:

yi =

xi − min
1≤j≤n

max
1≤j≤n

− min
1≤j≤n

(2)

Where, xi and yi are the data before and after normal-
ization processing respectively.

In order to analyze the communication probability of
CACC vehicles, this paper first automatically divides the
road into several cells of equal length based on cells, and
each car occupies one cell [2]. To make the simulated traf-
fic flow more consistent with the real situation, the safe
distance model was introduced to further improve the sim-
ulation accuracy. The model evolution process includes
constant velocity, acceleration, deceleration and position
updating. Kim et al. [11] believed that if CACC vehicles
wanted to complete the communication function, there
should be at least one CACC vehicle in a communication
range on the road network. However, considering that the
transmission of wireless signal between vehicles will be af-
fected by other uncertain factors such as driving speed,
channel quality and environmental changes, the wireless
signal will be dynamically attenuated during transmis-
sion. Therefore, if the CACC vehicle wants to complete
the communication function, it must ensure the reliability
of signal transmission in the communication range while
ensuring that there is at least one CACC vehicle in the
communication range. Based on this, this paper proposes
a calculation method for the communication probability
of CACC vehicles in the networked vehicle environment,
and the communication success probability Pcom is:

Pcom = [1− (P1 + P2)m]Psuc. (3)

Where m is the total number of cells discretized into
roads within the communication range; P1 is the proba-
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bility that the cell is not occupied by the vehicle; P2 is
the probability that the cell is occupied by ordinary vehi-
cles. Psuc is the probability that the signal will be reliably
received.

P1 = 1− N(t)

N
. (4)

P2 =
(1− q)N(t)

N
. (5)

Where N(t) is the total number of vehicles at time t of
simulation; N is the total number of discrete cells of the
entire lane. q is the ratio of CACC vehicles on road.

The bidirectional generative adversarial network
adopts the adversarial tuple strategy, which can not only
generate the same data distribution as the training sam-
ple, but also output the hidden space feature representa-
tion of the training sample. The bidirectional generation
adversarial network can capture the hidden space feature
representation of training sample data through multiple
iterative adversarial networks. Therefore, by making full
use of the image semantic feature abstraction ability of
the bidirectional generation network and generating the
feature sequence with the image essential feature descrip-
tion ability, the perceptual hash code with stronger im-
age content representation ability can be constructed and
the image content forensics performance can be improved.
In this study, a perception hash image content forensics
algorithm based on BiGAN is proposed. By optimiz-
ing and enhancing the bidirectional generative adversarial
network structure, the bidirectional generative adversarial
network can improve its ability to learn complex data dis-
tribution, and generate data distribution consistent with
complex training samples (such as natural images). At
the same time, the learning performance of the poten-
tial features of the sample data is enhanced, the hidden
space feature representation of the sample image is output
and the perceptual hash code is quantitatively generated,
which realizes the image content authentication and copy-
right protection based on the perceptual hash.

The basic model of the image perception hash gen-
eration network based on BiGAN consists of four sub-
networks, namely as shown in Figure 1, encoding network
E, generation network G, joint discriminant network D
and jump-layer network S. Where, the encoding network
E implements mapping E : x → E(x) from the origi-
nal image data x to the potential feature representation
E(x). The input is the normalized training image, and the
output is the image hidden space feature encoding. The
generation network G maps the preset noise distribution
z to a data distribution G(z) that is consistent with the
target image sample, G : z → G(z). Joint discriminant D
network to distinguish the input data tuples from encod-
ing or generate network D : ((x,E(x)), (G(z), z)) → 0, 1.
Aiming at the problems of low quality of generated image
and insufficient ability of output feature code represen-
tation in bidirectional generative adversarial network, a
jump layer network S is added between encoding network

E and generating network G to realize the transmission
of different dimension feature information between cod-
ing network E and generating network G, and the mean
square error (MSE) loss is added to the network optimiza-
tion loss. The content representation ability of the images
generated by the generation network G is enhanced, so
that the generation network G can output high-quality
images with complex texture distribution. At the same
time, based on the counter loss of the joint discrimina-
tion network D, the reverse excitation coding network E
outputs more representative image hidden space feature
coding, and improves the quality of the generated image
perceptual hash code.

Where, E represents the coding network, G represents
the generation network, D represents the joint discrim-
inant network, S represents the added jump-layer net-
work, RealImage represents the training sample Image,
and Generated Image represents the generated image.

The perceptual hash generation algorithm based on Bi-
GAN makes full use of the self-learning ability of the
bidirectional generative adversarial network, and gener-
ates the image perceptual hash code by encoding the
hidden space features output by the coding network E.
Through the iterative confrontation between the genera-
tion network G, coding network E and joint discriminant
network D, as well as the optimization and enhancement
of the jump-layer network S and the mean square error
loss MSE, the hidden space feature representation capa-
bility of the image perception hash code is continuously
improved, and the effective balance between the authen-
tication robustness and discrimination sensitivity of the
perception hash code is achieved.

In the perception hash generation network based on
BiGAN, the role of coding network E is to extract the
hidden space feature information from the original image
and generate the image perception hash sequence. The
encoding network designed in this study consists of 10
layers of convolutional neural network, each layer of con-
volutional neural network includes three data operation
processing: image Conv2d, BatchNorm and activation
(LeakRelu). The initial input of the coding network is
the normalized training sample image. At the same time,
in order to improve the hidden space feature representa-
tion ability of the output feature coding, the convolutional
layer output of the fifth, sixth and seventh layers of the
encoding network E is transmitted to the same dimen-
sional network layer of the generating network G through
the jump-layer network S as an input, and the image fea-
ture information of different dimensions extracted by the
coding network E is linked to the generating network G to
improve the visual quality of the generated image and the
network convergence speed. The convolutional output of
the last layer of the coding network E is used as the image
hidden space feature representation sequence to generate
the image perception hash code. The detailed parameter
information of coding network E in Bigan-based percep-
tive hash generation network is shown in Table 1. Among
them, the parameters in the first column of the config-
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Figure 1: The structure of perceptive hash image forensics algorithm based on BiGAN

uration column represent the number of filters. It can
be seen that the coding network E adopts the multiplica-
tion method to increase the number of filters, and finally
forms an image perception hash code with good hidden
space feature representation ability. The parameters in
the second column are the size of the sensitivity field of
the convolutional operation, the length of the convolu-
tional step, and the number of rows/columns added to the
input side. The third column parameter is the slope of
LeakRelu activation function adopted. In addition to the
last convolution layer, BatchNorm operation is applied
after every convolution operation in the experiment to
ensure that the training sample data is distributed in the
sensitive region of the activation function, so as to avoid
the disappearance of gradient and speed up the conver-
gence of the model. In the experiment, a self-learning cod-
ing network structure model with 10-layer network struc-
ture, including 10 convolutional layers, 9 batch normal-
ization layers and 9 activation layers, is selected to ensure
that the network output hidden space feature coding with
strong representation ability, considering the influence of
the number of convolutional layers on the network oper-
ation efficiency and the ability to generate sensing hash
code feature representation.

3 Simulation Experiment

Due to the participation of a large number of users, each
user may set a different local policy II, which will affect
the stability of the P2P network, so the local policy should
be given by the designer according to the security prin-

Table 1: Detailed parameter design in encoding network

Layer Function value
1 Conv2d, BatchNorm2d, LeakyRelu 32,[3,1,1],0.01
2 Conv2d, BatchNorm2d, LeakyRelu 64,[4,2,1],0.01
3 Conv2d, BatchNorm2d, LeakyRelu 128,[4,2,1],0.01
4 Conv2d, BatchNorm2d, LeakyRelu 256,[5,1,0],0.01
5 Conv2d, BatchNorm2d, LeakyRelu 512,[4,2,0],0.01
6 Conv2d, BatchNorm2d, LeakyRelu 512,[4,1,0],0.01
7 Conv2d, BatchNorm2d, LeakyRelu 512,[4,2,0],0.01
8 Conv2d, BatchNorm2d, LeakyRelu 1024,[4,1,0],0.01
9 Conv2d, BatchNorm2d, LeakyRelu 2048,[1,1,0],0.01
10 Conv2d, BatchNorm2d, LeakyRelu 1024,[1,1,0]
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Table 2: Service evaluation analysis

Figure 2: Visual result

ciple of the default value, common users use the default
value. In order to explain the value range of local policy
II, according to the general safety principle, the analysis
diagram is given, the designer can determine the specific
value according to the weighted result.

This model takes 4 language variables y, k, w and z to
analyze service evaluation, and their weights are all 25%,
as shown in Table 2.

When the information is published, it is first divided
into several data blocks, and distributed agents store it in
neighboring nodes. In this case, subsequent nodes need
to search for data blocks when accessing them. Since the
local resource list stores a large amount of data block
information, the subsequent node only needs to search
for one data block, which is a constant less than the total
number of data blocks. Its value size is restricted by the
amount of information stored in the local resource list,
and its search efficiency is comprehensively affected by
data block availability, reliability k, optimal search, and
data integrity w, etc. Their thresholds are generally set
at 0.5, 0.6, 0.5, 0.3. When they are lower than this value,
the data service evaluation value is lower than 0.5, then
the data is cached or cleared; Otherwise, the data is safely
available.

Because the higher the activity of nodes, the more
times the nodes are evaluated, the greater the sharing de-
gree of the stored data blocks, the more reliable the com-
prehensive service evaluation, the effective supervision of
data security, and the enhanced stability of the system.
You can modify the threshold if you need to search for as
much information as possible but the information is not

widely shared.

Between any two nodes in the cluster, because of the
uniqueness of its coding, there must be different bits of
coding, so the probability of establishing a communica-
tion link between any two nodes is 100%. The com-
parison of the communication cost simulation experiment
data between the random key model and the information
transmission model in the process of key establishment is
shown in Table 3 and Figure 2.

Table 3: Comparison of communication overhead with
different nodes/s

Model 2000 5000
GAN [25] 3.3 5.7
ECT [26] 2.5 3.1
RMN [5] 1.4 1.9
Proposed 0.8 1.2

As can be seen from Table 1, when the number of nodes
is relatively small, the communication cost of the trans-
mission model is less than that of the random key model,
because the key path establishment between nodes in the
transmission model only needs one communication. In or-
der to improve the security performance, the random key
model does not create paths at one time, but generates
new keys through mutual random numbers. In the first
communication between nodes in the cluster [10, 17, 23],
two more times of communication will be carried out. Rel-
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ative to the improvement of its security performance, a
small increase in the communication overhead between
nodes in the cluster is acceptable. When the number of
nodes increases sharply, the communication cost of the
random key model is less than that of the transmission
model, because with the increase of the number of nodes,
the intercluster communication greatly increases, and the
probability of the direct first path establishment of the
random key model in the intercluster communication is
increased.

4 Conclusions

Based on the dual key building algorithm based on GAN
model, a new random key building algorithm based on
dual coding is proposed. Theoretical analysis and simu-
lation results show that the new algorithm can effectively
improve the probability and security performance of di-
rect dual key establishment between any two nodes, and
also save the communication cost in the communication
between nodes. Therefore, it can be considered that this
is a better performance IoV key establishment algorithm.
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Abstract

In order to ensure the reliability and privacy security of
perceptual data, this paper proposes data privacy protec-
tion based on unsupervised learning and blockchain tech-
nology. In this scheme, audit nodes are set up for user
screening and performing tasks, mixing nodes for dispute
processing and reward distribution, and differential pri-
vacy technology under the mixing model is used to noise
user data. The method uses boundary-extended local sen-
sitive hashing to calculate the similarity between the in-
stances. It weights the instances according to the similar-
ity to realize the federated transfer learning based on the
instance. In this process, the instance itself does not need
to be disclosed to other parties, preventing direct disclo-
sure of privacy. At the same time, in order to reduce the
indirect privacy leakage in the process of knowledge trans-
fer, the unsupervised learning mechanism is introduced in
the process of knowledge transfer to disturb the gradient
data that needs to be transmitted between the parties
to realize privacy protection in the process of knowledge
transfer. In addition, the additional secret sharing tech-
nology is also used to divide the data into r mixers to
prevent the mapping relationship between the user and
the data. Finally, the feasibility of the scheme is verified
by experiments. Compared with the relevant algorithms,
the data obtained by the scheme is more accurate.

Keywords: Blockchain Technology; Boundary-Extended
Local Sensitive Hashing; Data Privacy Protection; Un-
supervised Learning

1 Introduction

With the development of Internet of Things technology,
5G technology and big data analysis technology, the col-
lection and transaction of personal perception data is be-
coming increasingly common. In perceptual data trad-

ing, individual users can obtain rewards by selling their
perceptual data. Buyers can use the perception data for
research, product development and training of intelligent
systems. However, personal perception data involves per-
sonal privacy information, so it is necessary to ensure the
security of data [10,15,22]. Traditional privacy protection
methods such as encryption and desensitization, while ef-
fective, are still subject to attack and cracking in some
cases. Therefore, it becomes more and more important
to design a more efficient and secure privacy protection
scheme.

Differential privacy (DP) is a new definition of pri-
vacy, which is used to protect the privacy information
of individuals in the database when releasing statistical
information [11]. DP generally refers to central differen-
tial privacy (CDP), where a central server collects data
about users, adds noise to the aggregated results, and
then publishes the results. However, the central server
may leak private data, so local differential privacy (LDP)
is proposed. LDP differs from CDP in that each user
adds random noise before sending the data to a central
server. Therefore, the user does not need to trust the
server. However, local differential privacy adds a lot of
noise, which will reduce the availability of data. For this
reason, in 2017 Bittau et al. [1] proposed ESA (encode-
shuffle-analyze) framework, which mainly consisted of en-
coder, shuffler and analyzer. The encoder runs on the
client side to locally encode, segment, and perturb user
data. The mixer runs on a semi-trustworthy third party
that can safely shuffle data with the help of existing secure
shuffle protocols. The analyzer runs on the data collec-
tor side to correct and analyze the collected data. In this
framework, the mixer completes the complete anonymity
of user data, so that users can obtain more privacy protec-
tion while making less disturbance to the data itself. Sub-
sequently, Tang et al. [18] introduced differential privacy
under the mix-up model according to this framework, and
conducted a rigorous mathematical proof of the privacy
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amplification theory. Privacy amplification theory refers
to that the user perturbs the data through localized dif-
ferential privacy method on the client side, so that the
disturbed data can be close to the statistical data ob-
tained by the centralized method after mixing. A middle
ground between CDP and LDP in terms of privacy and
utility can be achieved by introducing an additional party,
namely the shuffle model.

In addition, blockchain as a new technology [16],
blockchain-based perceptual data transactions can
achieve decentralized data storage and management,
avoiding the risk of single point of failure and improv-
ing the security of data. In addition, the smart contract
function of blockchain can realize the automation and pro-
grammability of data transactions, increasing the trans-
parency and credibility of data transactions. However,
blockchain-based perceptual data transactions still face
some challenges and privacy protection needs. For ex-
ample, how to protect the privacy of the perceived data
while ensuring the immutability of the transaction, how
to realize the anonymized transaction process, and how
to ensure the controllability and compliance of the data.
Therefore, it is necessary to carry out in-depth research
and propose innovative blockchain-based perceptual data
privacy protection schemes to provide effective technical
support for the security and reliability of perceptual data
transactions.

2 Related Works

Most traditional machine learning methods need to cen-
tralize scattered data for training [9]. With the in-depth
development of the era of big data, the harm caused by
data privacy leakage is becoming more and more serious,
and the state and society pay more attention to data secu-
rity and privacy protection. Information processors shall
take technical measures and other necessary measures to
ensure the security of the personal information they col-
lect and store, and prevent information disclosure, alter-
ation and loss. Fragmented data cannot be easily aggre-
gated to train machine learning models, forming ”data
island”.

Although federated learning can solve the problem of
data silos and direct privacy disclosure in multi-party dis-
tributed training, when the data sets of each party have
large differences in sample space and feature space, the
prediction accuracy and stability of federated model will
inevitably decline. Aiming at this limitation of federated
learning, Liu et al. [13] proposed federated transfer learn-
ing in 2020 to improve the prediction accuracy of fed-
erated models. Saha et al. [17] divided federated trans-
fer learning into model-based federated transfer learning,
feature-based federated transfer learning and case-based
federated transfer learning according to different knowl-
edge transfer objects. Among them, the basic principle of
case-based federated transfer learning is that participants
select or weight training samples selectively according to

certain knowledge transfer strategies to reduce distribu-
tion differences, so as to minimize the target loss function
and improve the model prediction accuracy. Some federa-
tive transfer learning studies focus only on model perfor-
mance and ignore privacy protection. For example, Hu et
al. [7] proposed a federated transfer learning method for
gradient lifting tree models. Although the paper claimed
that this method satisfied the privacy protection, in fact,
its work only satisfied the simple privacy protection view-
point. This paper believed that privacy protection could
be achieved as long as the original data of participants
did not go out of the local area, and only the direct pri-
vacy disclosure was considered, without considering the
privacy disclosure that could be caused by the capture of
model parameters or gradient information. Such privacy
disclosure is indirect disclosure, especially gradient data
disclosure, which may lead to label inference attacks and
member inference attacks [25].

Reference [6] proposed a profit-driven data acquisition
framework for crowd perception data market, which real-
ized the determination of group perception data transac-
tion patterns, profit maximization of polynomial compu-
tational complexity, and payment minimization in strate-
gic environments. Reference [2] designed a mobile crowd-
sense data market architecture and proposed a crowdsense
data pricing mechanism based on online query to deter-
mine the transaction price of crowdsense data, which was
superior to the most advanced pricing mechanism, achiev-
ing about 90% of the best revenue, and distributing re-
wards among data providers in a fair way to encourage
data providers to contribute data. However, centralized
data storage and management models may have risks of
single points of failure and data abuse, and some security
issues cannot be guaranteed.

On the other hand, the privacy protection scheme com-
bined with DP and blockchain is also a relatively cutting-
edge research direction. For example, Gai et al. [5] used
DP to build a blockchain-based privacy protection archi-
tecture for the Industrial Internet of Things. The pro-
posed architecture relied on a centralized entity called
an ”optimization server” that assigned tasks, collected
data, and added ”noise” to the data using DP. This solu-
tion provided privacy protection, but once a trusted cen-
tralized entity was attacked, all data was compromised.
Li et al. [12] proposed a secure power data transaction
blockchain scheme based on differential privacy, which uti-
lized zero-knowledge proof and blockchain to achieve data
availability and reliability of data transactions without
data leakage, and proposed a differential privacy protec-
tion scheme to protect private information in power data.
However, this scheme used CDP, the data noise process
was implemented in the centralized server, once attacked,
all the data would be leaked. It used LDP to protect the
privacy of data providers from data consumers and system
operators, Jia et al. [8] built a blockchain-based solution
to ensure fair exchange and immutable data logs. How-
ever, this scheme added a lot of noise, which affected the
availability of data, and the RAPPOR method required
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a lot of communication overhead.

Therefore, additional privacy protection policies must
be introduced. Park et al. [14] proposed a secure federated
transfer learning framework for neural network models,
which used homomorphic encryption and secret sharing to
protect privacy and was a feature-based federated transfer
learning. It used an independent neural network model
to map the source features of the participant dataset into
a common feature subspace in which knowledge trans-
fer between participants was realized. Zhang et al. [26]
proposed a differential privacy federated transfer learn-
ing method based on voting strategy for neural network
models, which was model-based federated transfer learn-
ing. Each party used the local model to predict the pub-
lic data set from the central server to obtain false labels,
and the central server voted according to the false labels
and the majority rule to generate global labels to realize
knowledge transfer. Chiu et al. [4] proposed a heteroge-
neous federated transfer learning method for logistic re-
gression and support vector machine models, which used
homomorphic encryption and secret sharing to protect
privacy and was a feature-based federated transfer learn-
ing. It used domain adaptation and feature mapping to
map the participant’s data to a homogeneous common
feature space in which knowledge transfer was achieved.

3 Proposed Data Privacy Protec-
tion

The data privacy protection model proposed in this pa-
per contains two main design goals: a) to realize the case-
based knowledge transfer between parties, and to realize
the privacy protection in the process of knowledge trans-
fer; b) The unsupervised learning model with higher pre-
diction accuracy can be trained by all parties through
knowledge transfer.

3.1 Basic Assumption

Suppose there are M parties, each party is represented
by Pm, m = 1, 2, · · · ,M is the serial number of the
participant. Im = (xm

i , ymi )|i = 1, 2, · · · , Nm represents
the data set for party Pm. Im contains Nm instances.
xm
i ∈ Rd is an instance attribute. ymi ∈ R is the instance

tag. The total number of instances for all participants
is N =

∑M
m=1 Nm. Assuming that each instance has an

unique global ID, the global ID of the i − th instance
xm
i of Pm represents a number of pairs of IDm,i = (m, i).

Global ID is allocated and maintained independently by
each party and stored in the local hash table. During the
exchange of local hash tables during the preprocessing
phase, each party can obtain the global ID of all the par-
ticipating party instances. The global ID does not reveal
the instance data itself because it does not contain any
attribute characteristics of the instance. The only infor-
mation that global ID can divulge is almost the number

of instances of the participant, which is outside the scope
of this paper.

3.2 Pretreatment Stage

The final goal of each party in the preprocessing phase is
to construct the similarity matrix S∗ by finding a corre-
sponding similar instance for each of its instances in the
other parties based on the similarity determined by the
hash table. Locally sensitive hashing (LSH) [20] is an al-
gorithm that implements approximate nearest neighbor
search. LSH uses the hash value as the bucket number.
The core idea is that two adjacent data points (that is, two
similar data points), their hash values have a high proba-
bility of being equal, will be mapped to the same bucket.
The key of LSH is to find and generate hash conflicts as
much as possible to realize nearest neighbor search. This
is different from hashing in the cryptographic sense, where
hashing algorithms require as little hash conflict as possi-
ble. LSH will map multiple inputs to the same hash value
output, an input can be mapped to a hash value vector
output by calculating the hash value several times, and
the value of the original input cannot be determined by
the output, to achieve the effect of data privacy.

In this paper, the boundary-expanding LSH
(BELSH) [21] is used to calculate the hash value of
the instance and construct the hash table, taking into
account the similarity of instances at the boundary of
the hash bucket. According to the hash conflict and
unidirectional characteristics of BELSH, BELSH is used
to calculate the hash value of the instance and map the
global ID of the instance to the corresponding bucket.
The hash value (bucket number) can display the mapped
instance features without revealing the real attribute
characteristics of the instance.

First, the initiator coordinates and sends parameters
and policies to other participants. Then, in order to ob-
tain similarity information between instances, each party
uses BELSH to build L local hash tables, each consist-
ing of a differentially numbered bucket and a global ID
that is mapped to the bucket. Then, the parties exchange
local hash tables to build L identical global hash tables,
and count the number of identical hash values between
instances on multiple global hash tables. The greater
the number value, the higher the similarity between in-
stances. Finally, each party Pm builds a similar matrix
Sm ∈ RNm×M . Where each row of Sm corresponds to a
similar instance of an instance in Im, and each column
corresponds to a similar instance between a participant
(including Pm) and Pm. Therefore, the element Sm

ij in
row i and column j of Sm represents that for instance xm

i

of Pm, the global ID of the instance that is most similar
to it in Pj .

Algorithm 1 describes the process of each party in
the preprocessing stage from calculating hash values to
building a similar matrix S∗. In algorithm 1, Pm repre-
sents each player in turn. Given L BELSH hash functions,
each party calculates their instance hash values separately
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and builds L local hash tables separately. Then, the par-
ties exchange local hash tables to create the same L global
hash tables (each global hash table consists of M local
hash tables). Finally, each party computes the similarity
matrix Sm from the global hash table.

Algorithm 1 Each party Pm builds a hash table sepa-
rately and calculates the similar matrix Sm

1: Input: L BELSH hash functions Hkk=1,2,··· ,L, Data
set Im.

2: Output: Similarity matrix Sm.
3: for m← 1 to M paralleled do
4: for i← 1 to Nm do
5: Compute hash value hashmk

i |hashmk
i ← Hk(x

m
i )

6: end for
7: end for
8: Parties exchange local hash tables to create global

hash tables.
9: for m← 1 to M paralleled do

10: for i← 1 to Nm do
11: for j ← 1 to M do
12: Call algorithm 2, which returns the global ID of

the instance with the highest count value.
13: Sm

ij ← IDj

14: end for
15: end for
16: end for

Algorithm 2 is a sub-procedure of algorithm 1, called
by algorithm 1, and describes the process of finding the
global ID of similar instances when calculating the sim-
ilar matrix Sm. Record the global hash table number as
k = 1, 2, · · · , L. For instance xm

i of Pm, the hash value
in the k − th global hash table is denoted as a hashmk

i .
Suppose Pm wants to find similar instances of xm

i in Pj ,
then Pm uses an array of capacity Nj to record the sim-
ilarity between xm

i and the instances that Pj belongs to.
Pm adds one to the similarity of the instance of Pj whose
hash value is equal to the hashmk

i , and so on, in each
global hash table, Pm performs the above record opera-
tion. In this way, Pm gets Nj count values as similarity
information. The instance with the highest count is the
similar instance of xm

i in Pj , and the global ID of the
similar instance is returned to algorithm 1 as Sm

ij into the
similar matrix Sm. If there are multiple instances that
have the highest count, the instance that has the highest
count for the first time is selected as a similar instance.

3.3 Data Feature Extraction Based on
Unsupervised Learning

In the whole process of collaborative positioning, the data
quality of nodes cannot be in a stable state. Due to some
unexpected situations, the node may not be able to pro-
vide high-quality data for a period of time; Or, some ma-
licious nodes deliberately provide poor quality data to
interfere with the performance of the positioning system.
Therefore, on the basis of dynamic observation of node

Algorithm 2 Find the instance ID in Pj that is most
similar to instance xm

i

Input: L global hash tables; The hash value hashmk
i

of instance xm
i in a different global hash table.

2: Output: Global ID = IDj,∗ of similar instances in
Pj .
sim[Nj ]← 0.

4: indictor
for k ← 1 to L do

6: if hashjk
q = hashmk

i then
sim[q]← sim[q] + 1

8: the element with the highest current count
end if

10: end for
return IDj,∗

data quality, this paper proposes an anomaly detection
algorithm based on unsupervised learning [19,24] to elim-
inate some unqualified node data in time to ensure the
stability of the overall performance of the positioning sys-
tem.

It is obviously unreasonable to judge whether a node is
abnormal only according to the data quality of the node
in one iteration. Therefore, record the historical posi-
tioning data provided by the node, and use unsupervised
learning to establish the Reputation evaluation system
of the node on this basis, so as to determine whether
there are abnormal nodes. In general, a person’s reputa-
tion in society is often gradually built up by a series of
reliable actions, and can be quickly ”destroyed” after a
few dishonest actions. Therefore, the design of reputa-
tion function needs to meet the following characteristics:
(1) When the node contributes higher quality data, the
reputation of the node will be slightly improved; When
the data provided by a node is of poor quality, the rep-
utation value will decrease significantly. Based on the
above analysis, this paper uses logical functions to model
the reputation of nodes, because the value growth rate of
logical functions is the fastest in the left and right sides
and the slowest in the middle part. Specifically, using the
Richard growth curve, the expression is:

R(t) = A(1−Be−at)1/(1−b). (1)

Where A is the saturation value of cumulative growth.
B is the growth initial parameter. a is the growth rate
parameter. b is the allometric growth function.

In order to describe the performance of node data in
the long term, the historical data of nodes is summarized.
At the same time, in order to distinguish the importance
of historical data in different periods, exponential factors
are used to weight the data in each iteration. Therefore,
when node i is iterated in round t, the input parameters of
the reputation estimation function are designed as follows:

qi,t =

t∑
n=1

ϖt−n
i Ωt

i. (2)
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Where ϖ represents the historical data proportion of
nodes in different stages. ϖ is a value of different sizes in
the value space N , and 0 < ϖ < 1.

Below, DQN (Deep Q-network) will be used to get the
weight of the current data of the node in each round of it-
eration. The kernel of DQN is Q-learning machine Learn-
ing algorithm, assuming that the Q function adopted is
denoted as:

ϕ(st)→ Q(φ(st), at;ϑ). (3)

This function is used to calculate the expected cumula-
tive reward for taking action at given input ϕ(st). Where
ϑ is the behavioral value function that maps the input
to the output decision. φ(st) indicates state reconstruc-
tion. In each round of learning, the possible behavior is
selected using greedy strategy, that is, the value of weight
ϖ is selected. In each round of input-output mapping,
the Q-network generates a tuple consisting of the current
state φ(sk), the current action ak, the immediate reward
rk+1, and the next moment state φ(sk+1). Store these
results in hard disk memory D. At each learning time, a
Mini-batch is randomly sampled from D, combined with
the target network Q̂(ϑ′), the loss is calculated and the
Q-network is trained. Specifically, the loss function can
be designed as:

L(ϑ) = E[(yk −Q(φ(s), a;ϑk))
2]. (4)

Where E[∗] indicates the expected value. yk is the
value of the objective function, and the expression is:

yk = rk+1 + γmaxaQ̂(φ(sk+1), a;ϑ
′). (5)

Where rk+1 represents a Reward and γ is a normal
amount.

After learning the weight ϖt
i of node data in differ-

ent periods, the reputation value of node i in the round
t iteration can be obtained by calculating the value of
R(qi,t(ϖ

t
i)). Finally, the reputation value of the node at

the current moment is compared with the fixed threshold
RThre. If it is lower than the threshold, the current data
of the node is judged to be abnormal, and the data of the
node will not be used in the calculation of collaborative
positioning.

3.4 Addition Secret Sharing

Addition secret sharing means that users can split a secret
value v ∈ 0, 1, 2, · · · , d− 1 into r parts. r− 1 is randomly
selected, it calculates the last ar to make (a1 + a2 + · · ·+
ar−1+ar)modd = v. These are then sent to r participants,
each with only one random value. In this technique, v can
only be recovered if all r parties cooperate.

Let M = R ◦ S, each user ui perturbs vi : yi = R(vi)
by using the localized differential privacy algorithm R :
V → Y satisfying εl on the local client, and y1, y2, · · · , yn
is the perturbed result of n users. S : Y n → Y n performs
random mixing operations on the output results of n users
for the mixer. When for any adjacent data sets D and D′

(only one of n users with different data), any output set
y′ ∈ Y n satisfies the following formula, then M satisfies
(εc, δ)-shuffle differential privacy:

Pr[M(D) ∈ y′] ≤ eεcPr[M(D′) ∈ y′] + σ. (6)

Where ε represents the privacy budget and δ ∈ (0, 1]
is the risk probability of privacy disclosure.

3.5 Generalized Randomized Response
(GRR)

The basic mechanism is called random response [5], which
is introduced for binary states (D = 0, 1), but can be
easily extended. In a generalized randomized response
(GRR), each user with a private value v ∈ D sends
GRR(v) to the server, where GRR(v) outputs the true
value v with probability P . With probability 1−P , v ∈ D
is randomly selected to replace the true value v and v′ ̸= v,
the size of the field is expressed as d = |D|, that is, the
following formula:

Pr[GRR(v) = y] =

{
p = eε

eε+d−1 if y = v

q = 1
eε+d−1 otherwise

}
(7)

4 Security Analysis

4.1 Privacy Protection Analysis

Compared with existing schemes, the proposed scheme
can not only protect the identity privacy of participants,
but also ensure data privacy. First, in terms of iden-
tity privacy, in the registration stage, the identities of
various entity participants will be strictly reviewed by
AN through the blockchain, avoiding malicious users, en-
suring that all participants are legitimate, and then the
blockchain will generate a pseudonym for each partici-
pant. The privacy of participants will be protected be-
cause pseudonyms are used in the follow-up process in-
stead of their real identities.

Secondly, in terms of data privacy, in the transaction
stage, the original data of the user is added to the noise
locally through (εl, δ) differential privacy, and the data
is sent to r SN respectively through secret sharing. En-
sure that the original data is owned only by yourself and
not accessed by any participant. The mixer randomly ar-
ranges the data reported by the user, and after receiving
the data, the DC cannot link the user to the data because
the data is scrambled. During the transaction process,
only the hash value of the transmitted data is uploaded
to the blockchain, and the public transaction information
is only used to verify whether the data is tampered with,
and does not contain the transmitted data.

4.2 Protection Against Common Attacks

1) Conspiracy attack.
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If a user colludes with the DC, the DC can get reports
from all users except the attacked one. By subtract-
ing each user’s data from the final result, the DC
can obtain the victim’s LDP report. Therefore, the
privacy also falls back to (εl, δ) localized differential
privacy, which is protected by local differential pri-
vacy.

When SNs collude with each other, there is no am-
plification of privacy. When a server colludes with a
secondary server, the privacy guarantee reverts to the
original LDP model. When using the shuffle model,
the possibility of such collusion needs to be reduced,
for example, by introducing more secondary servers.

2) Denial of service attack.

To defend against denial-of-service attacks, system
operators will initially charge a portion of the addi-
tional fee as a broadcast fee when a DC publishes a
task. The minimum fee will be set by AN to ensure
the proper operation of the contract code. Charging
a DC when a task is published is done in part to keep
the transaction running properly, and in part to pre-
vent a malicious DC from consuming resources. At-
tackers get far less in return than they pay, so denial
of service attacks can be defended against.

3) Tampering attacks.

Attackers can maliciously tamper with stored data.
However, a transaction published on the blockchain
cannot be tampered with, and if it is to be modified,
it needs to be republished. Participants can check
whether the data has been tampered with by verify-
ing the hash value of the data on the blockchain. In
addition, his data is encrypted by a key before it is
sent to DC. Without the corresponding private key,
neither internal nor external attackers can crack the
ciphertext.

In addition, if the attacker is a malicious node in the
system, the execution results may be deliberately fal-
sified. In this case, AN is set up to perform random
checks on each participant. If the malicious behavior
is found, the malicious node will be severely punished
and a certain credit value attribute will be deducted.
In addition, if the DC is not satisfied with the re-
sult and disputes it, then the system will track the
transaction and the malicious behavior will also be
detected. Therefore, when the harm outweighs the
good, the participants usually do not act maliciously.

4.3 Correlative System Characteristic
Analysis

The scheme in this paper can ensure the robustness, non-
repudiation and traceability of the system.

1) Robustness.

First, either party can try to interrupt the transac-
tion process, but this is easily resolved. If the user

refuses to upload the data, another user is found to
upload the data. If the SN refuses the service, AN
can find another SN to replace it from the previously
applied node and reduce the credit value of the SN
that refuses the service.

Second, the SN may deviate from the protocol, which
will not perform the shuffle operation, so the DC gets
the original LDP report. In this case, the DC can get
more information, but the SN has no benefit other
than saving some computing power. Malicious nodes
may be randomly checked by AN, which will result
in severe penalties, and the credit attribute will be
reduced. Therefore, this paper assumes that SN will
not deviate from the protocol operation. Since DC
can only view and evaluate the final report, DC can-
not get more information from the user.

2) Non-repudiation.

Data transactions are conducted through the
blockchain, and the transparency of the blockchain
ensures the non-repudiation of transactions. The al-
location of rewards to the corresponding entities shall
be executed by the smart contract if any entity has
illegal operations, such as the user and SN obtain-
ing improper benefits by falsifying or tampering with
data. AN will conduct spot checks from time to time
and accept complaints from participants, and if the
user and SN are found, they will be severely pun-
ished. DC will also be held liable if it refuses to pay
for the data it received after receiving it. Therefore,
no entity can make illegal profits by rejecting trans-
actions stored on the blockchain.

3) Traceability.

Due to the presence of certain disputed or malicious
participants, AN has the right to track the iden-
tity of the participants. Transactions published on
the blockchain can be traced back to specific details.
This scheme takes advantage of the characteristics
of the blockchain, the hash value of the transmitted
data is stored on the blockchain, which allows AN
to effectively track the transaction message, so as to
determine responsibility.

5 Experiment Evaluation

5.1 Experiment Environment

Firstly, the data processing process is simulated to test the
privacy effect and the influence of different parameters on
the mean square error (MSE). The experiments were con-
ducted on a system equipped with an Intel(R) Core(TM)
i7-1065G7 CPU @ 1.30GHz with 16GB of RAM. The data
privacy protection algorithm is written by python lan-
guage running on Pycharm 2022.1.3, python version is
Python 3.9, and is executed 10 times respectively, and
the average value is taken for comparative analysis.
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Figure 1: MSE value when εC changing

The smart contract experiment is conducted on AMD
R5 4600H @3.00GHz and 16GB of RAM running 64bit
Ubuntu16.04. In this paper, a private chain in Ethereum
is constructed to simulate the scheme, and the hash func-
tion SHA256 is used to test the gas consumption of the
main function of the smart contract and the system time
overhead of calling the function. It is carried out 20 times
respectively, and the average value is taken for compara-
tive analysis.

5.2 Experiment Result

Setting parameters εC = 1.0, k = 3000, δ = 10−6, ran-
domly generating a normal distribution of µ = k/2 and
σ = k/6. This scheme is compared with MMHNN [23]
and PSSPR [3]. MSE is calculated as follows:

MSEfrea =
1

k

∑
i∈[k]

(fi − f̃i)
2. (8)

Where fi is the frequency of the original data vi. f̃i is
the estimated frequency of the final vi.

Figure 2 shows that MSE based on proposed approach
is lower than MMHNN and PSSPR. Because the adopted
k in the experiment is 3000, the new method in this pa-
per can improve the availability of data in the case of a
large range. It is also found that when the value of n in-
creases, MSE decreases and the resulting data availability
is higher.

To observe the change of frequency MSE with respect
to k from 1000 to 5000, we set parameters n = 1000000,
εC = 1.0, δ = 10−6. For the variable k, it randomly
generates µ = k/2 and σ = k/6.

Figure ?? shows that when the value of k changes from
1000 to 5000, the MSE of proposed method remains small.
With the change of k value, the MSE of the method in this
paper is almost unchanged, because the algorithm in this
paper is suitable for large k value and relatively stable,
so it is very necessary to select an appropriate algorithm
according to the value range of the perceived data.

Figure 2: MSE value when k changing

Table 1 shows the cost of deploying a smart contract
and calling its functions, in gas. The cost per operation
is not affected by the number of DS, nor by the range
of values. The gas cost and time cost of calling contract
function in this scheme are very small, and both belong
to the normal consumption range. Although deploying a
contract consumes a lot of gas, the contract only needs to
be deployed once, so that time is acceptable.

Table 1: The cost and time spent deploying smart con-
tracts and calling functions

Operation Gas cost time cost/s
Contract deployment 1164753 179

Create query 90169 71
User data hash upload 85045 82

Shuffle data hash value upload 85045 86

Table 2 shows the comparison between the original
data upload efficiency before privacy protection and the
data upload efficiency after privacy protection. It can
be seen that in the comparison between the data upload
before and after privacy protection processing, the con-
sumption time and Gas consumption of smart contract
data upload have increased due to the privacy protection.

Table 2: Comparison of original data upload efficiency
after privacy protection

size Gas cost time cost/s
256 170099 167
512 252161 174
768 334513 179
1024 416868 217
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6 Conclusions

This paper proposes a differential privacy approach based
on unsupervised learning and blockchain technology. In
this scheme, data demanders can assign tasks and pur-
chase data via BTP broadcast. Use blockchain to ensure
fairness and traceability of transactions, and use smart
contracts to distribute rewards. When collecting data,
the differential privacy under unsupervised learning and
random response mechanism model is used to noise user
data, and the corresponding processing algorithm can be
selected according to different data characteristics, and
the privacy protection effect close to CDP can be obtained
without the need for a trusted third party. Finally, the
feasibility of the scheme and the effect of privacy protec-
tion are verified by experiments, and several related al-
gorithms are compared, and better results are obtained.
Due to the efficiency of the blockchain system, the practi-
cal application deployment under the real data set is still
a challenge. In the future work, we will continue to focus
on how to reduce the efficiency of the blockchain hidden
and private protection system, and conduct performance
experimental tests on the real data set. In addition, re-
search and design of the mixing node to make it more
efficient and more private, and explore the application of
the scheme to other application scenarios and improve it
is also one of the future work directions.
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Abstract

Data encryption is a way of information transmission used
to protect the security of data information. The using of
data encryption technology can encrypt the data trans-
mission process; it can suppress the attack of viruses or
illegal personnel, and effectively protect data security. In
order to ensure the security of English private data and
avoid data leakage during the attack, this paper proposes
a novel capsule network and chaotic system method for
English private data encryption. The capsule network is
used to incorporate the correlation and dependency be-
tween features into the data classification basis to realize
multi-level feature extraction. After the encryption key
of English private data is designed, feature clustering and
encoding fusion are used to encrypt English private data
automatically. Experimental results show that the data
encryption method in this paper can effectively resist at-
tacks.

Keywords: Capsule Network; Chaotic System; Data En-
cryption; Encoding Fusion; Feature Clustering

1 Introduction

Data masking, data subset, and data editing technolo-
gies are specifically designed to reduce the exposure of
sensitive data in applications. These technologies play
a vital role in meeting the related anonymization and
pseudonymisation requirements of regulations such as the
EU GDPR. The EU GDPR builds on widely accepted es-
tablished privacy principles, such as purpose limitation,
legality, transparency, integrity and confidentiality. This
reinforces existing privacy and security requirements, in-
cluding those related to notification and consent, technical
and operational security measures, and cross-border data
transfers. To adapt to the new digitization, globalization,
and data-driven economy, the GDPR also formalizes new

privacy principles, such as accountability and data mini-
mization. Under the General Data Protection Regulation
(GDPR), a data breach can result in a company facing a
fine of up to 4% of its global annual turnover or 20 mil-
lion (EURO), whichever is higher. Businesses that collect
and process data in the EU region need to consider and
manage their data processing practices, including the fol-
lowing requirements [1, 4, 9].

� Data security. Organizations need to implement ap-
propriate levels of security controls, including the
adoption of technical and organizational security con-
trols to prevent data loss, information leakage, or
other unauthorized data processing operations. The
GDPR encourages organizations to incorporate en-
cryption, event management, and network and sys-
tem integrity, availability, and resilience requirements
into their security plans.

� Extend personal rights. Individuals have a higher
level of control over their data, and ultimately a
higher level of ownership. They also have a range
of extended data protection rights, including data
portability and the right to be forgotten.

� Data breach notification. Upon becoming aware of a
data breach, businesses need to notify their regula-
tors and/or affected individuals immediately.

� Security audit. The company shall record and main-
tain records of its safety practices, audit the effec-
tiveness of its safety programs, and take corrective
actions where appropriate.

English data information is extremely important pri-
vacy data in universities, and its good security should be
guaranteed. Data privacy protection is a measure used to
protect all private data in universities, so as to avoid the
leakage of private data.
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Figure 1: CapsMC model architecture

At present, English data needs to be transmitted be-
tween multiple related parties, and simply encrypting the
communication equipment, path and other aspects can
no longer meet the current data encryption requirements,
and data leakage often occurs. After analyzing the en-
cryption problem of private data, Jia et al. [3] studied
the encryption scheme based on differential privacy in or-
der to realize the decryption of private data. Zhang et
al. [17] proposed a cloud-assisted encryption scheme after
analyzing the encryption requirements of English data.
When the above encryption methods face different at-
tacks in the encryption process, the data leakage risk still
needs to be further verified, and there are problems such
as complicated calculation process and unsatisfactory re-
sults. Therefore, this paper studies the English privacy
data encryption method based on capsule network and
chaotic system, which makes full use of the classification
advantages of capsule network, and introduces chaotic se-
quence algorithm to complete the English data privacy
encryption.

2 Proposed English Privacy Data
Encryption Method

2.1 English Data Classification Based on
Capsule Network

English data contains various types of encrypted data
with a large amount of data, among which there are some
non-private data. In order to ensure the efficiency and ef-
fect of data encryption [5,10] and avoid the encryption of
non-private data, English data should be classified first,
and private data should be automatically encrypted af-
ter the division of private data and non-private data is
completed.

The capsule network model (CapsMC) is a model ca-
pable of processing large data sets and extracting high-
dimensional features. The model can realize interpretabil-
ity classification. The basic structure of the CapsMC
model is shown in Figure 1. CapsMC model mainly in-
cludes three parts, which are F2I transformation model,
feature extraction model and feature cognitive reasoning
model. F2I transformation model is mainly used to con-
vert structured data into image data. Feature extraction
model is mainly used for preliminary feature extraction.
The feature cognitive reasoning model is mainly used to
quantify the correlation of the feature mapping output
of the feature extraction model, carry on the further fea-
ture extraction, feature combination, and realize the cate-
gory explainable prediction through the cognitive reason-
ing mechanism.

The core idea of the F2I transformation model pro-
posed in this paper is to combine the characteristics of the
RGB images stored in the computer, convert the feature
vector of each representation instance in the structured
data set into a grayscale image matrix, and then use the
image classification method to classify the instance.

Let the eigenmatrix F (aij) ∈ Rn×d represent a struc-
tured data set. Two-dimensional matrix X(sij) ∈ Rz×z

represents a grayscale image matrix. Where Fi represents
the i− th eigenvector. d represents the dimension of the
eigenvector. z represents the dimension required by the
image matrix to store the feature vector. z =

√
d rep-

resents the j − th feature of the i − th eigenvector. sij
represents the gray value of the image, then

X = F2I(Fi, d). (1)

The feature extraction model adopts 4 groups of con-
volution layers, 1 group of pooling layers and 2 groups
of fully connected layers, as shown in Figure 2. Group 1
and 2 convolutional layers use 5 × 5 × 64 convolutional
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Figure 2: Feature extraction model

kernel and ReLU function as activation function [15]. For
the third and fourth convolutional layers, 3× 3× 32 con-
volutional kernels are used, ReLU functions are used as
activation functions, average pooling is used for pooling
layer to save more background information of image data,
and the fully connected layer is used for feature fitting.

The convolutional layer extracts the features of the
F2I model. Let the input layer l feature map be δli(i =
1, 2, · · · , I), the output layer l+1 feature map be δl+1

i , the
input convolution kernel beW l+1

ji , and the size be K×K,
the output layer 1 + 1 feature map be:

δl+1
i (x, y) = σ(

I∑
i=1

W l+1
ji (w, h)× δli(x− w, y − h)). (2)

Where I is the depth of input feature mapping. J is
the depth of the output feature mapping. (x, y) is the
x − th row y − th column feature of the output feature
map. (w, h) represents the features of row w and column
h of the input feature map. σ() is the activation function,
and ReLU function is selected as the activation function
in this paper.

Let the English data set be represented by Q, input
it into the random forest algorithm, divide the data set
by the regression number, and send it to the leaf node.
To obtain the output y of the random forest regression
model, the average value of the regression leaf nodes of l
trees is selected. The detailed steps are as follows.

1) A subsample matrix is randomly selected in Q, rep-
resented by Qz, which is defined as the training sam-
ple of the regression root node of the v − th tree,
and v = 1, 2, · · · , l. The two samples Q and Qz have
the same size and are both matrices with dimension
md×nd, where the number of variables is represented
by na, and the number of data samples contained in
any single variable is represented by nd. The expres-
sion for Q and Qz is:

Q = (x1, x2, · · · , xnd
). (3)

Qz = (xz1, xz2, · · · , xznd
). (4)

2) Qz is treated by branching growth, where w variables
are randomly obtained, and w ≪ nd; On this basis,
the value of w with quantity e is randomly selected
to get the cutting point matrix Xcut. Its expression
is:

Xcut = (x1, x2, · · · , xw). (5)

The dimension of matrix Xcut is e×w. The elements
of this matrix are represented by xkf , k = 1, 2, · · · , e,
f = 1, 2, · · · , w.
To solve the optimal cut C(xkf ) in the matrix Xcut,
the formula is:

C(xkf ) =
A+B

M1 +M2
. (6)

A =
∑

yn∈Rleft(k,f)

(yn − c1)2. (7)

B =
∑

y′
n∈Rright(k,f)

(y′n − c2)2. (8)

c1 =
1

M1

∑
yn∈Rleft(k,f)

yn. (9)

c2 =
1

M2

∑
y′
n∈Rright(k,f)

y′n. (10)

In the formula, after xkf is cut, the left and
right subtree sets are represented by Rleft(k, f) and
Rright(k, f) respectively. The number of samples
contained in the two is expressed by M1 and M2.
The calculation results of Formula (6) are filtered to
obtain the xkf point corresponding to the minimum
value. If Qz(g, f) < xkf , which means that all in-
variants in line g of Qz are divided into Rleft(k, f).
If Qz(g, f) ≥ xkf , it is divided into Rright(k, f). Af-
ter dividing the two subtree sets, the corresponding
matrix Qleft and Qright can be obtained respectively.
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3) The node path length hd and sample size s of Qleft

and Qright are recorded. If hd of the two reaches the
height of the tree or s is less than the set threshold,
the branch growth of the node is stopped. Otherwise,
it continues to grow.

4) Repeat the above steps to complete the construction
of regression trees with a number of l trees, so as to
complete the construction of random forest regression
model.

2.2 Chaotic Key Encoding

After obtaining x1, x2, · · · , xM×N , the binary optimiza-
tion method is adopted to encode it, and the homoge-
neous distribution feature quantity of data encoding is
obtained. The formula is:

m(c) = j +
s(n) + hi(t)

s
. (11)

Where, hi(t) represents the chaotic random sequence
fusion operator of English private data. When t = 2, s(n)
represents a linearly extended key protocol for encoding
English data. j represents the amplitude of the fluctua-
tion. s stands for sequence distribution field.

The temporal feature distribution set of English data is
analyzed to complete the establishment of English privacy
data encryption identification bits. The formula is:

q =
∑
c=1

m(c) + ||si + xn+1||+ ψ. (12)

Where, in the high-dimensional feature space, ψ repre-
sents the embedded dimension of English privacy data, so
as to complete the chaotic key encoding of English data.

After the chaotic key encoding of English data, the key
control method is used to complete the key design in the
encryption process of English private data [12], and the
automatic encryption of English private data is realized
through feature clustering and coding fusion [14]. The
encoding fusion formula is as follows.

b(u) = qn + si + ψ. (13)

In the formula, ψ > 0 represents the kernel function,
and the value is encrypted to obtain the encoded chaos
matrix, represented by A, G, θ, and its constant ε >
0. On this basis, the chaotic key encoding of English
data in the encryption process [8] is analyzed, and the
feature distribution of chaotic sequence is obtained, and
the formula is as follows.

T =
∑
u=1

b(u) + (A+G+ θ) + ε. (14)

On the basis of formula (14), the chaotic sequence fea-
ture analysis model of English private data is established,
and the deep fusion algorithm is adopted to solve it. The
encoded positive multiple solution [2] is obtained, which
is represented by f :→ V , and the α-order performance

H∞ of the solution is obtained. A encoding protocol is
established, and a random linear encryption method is
used to obtain the clustering distribution feature set Xt

of α, whose formula is.

Xt = pio + |N + T |+ ψ. (15)

Where pio represents the constraint parameter of the
private data of financial statements in the transmission
process; N is the boundary coefficient.

On the basis of the above formula, the chaotic encryp-
tion control function U of financial statement privacy data
is obtained, and the formula is:

U = β +Xt +N. (16)

Among them, β > 0 represents the distribution func-
tion. The formula of decryption key z(i) on the receiving
end is:

Et = z(i) +
∑

(U) + kij . (17)

Where z(i) represents the spatial distribution dimen-
sion of privacy data in financial statements. kij indicates
the characteristic quantity of key distribution.

2.3 Model Training

In order to make the model training effect significant, the
loss function of CapsMC model adopts the edge loss func-
tion, limiting the upper boundary of the edge to m+ and
the lower boundary to m−. Suppose that the probability
sample obtained by CapsMC model is:

v1, v2, · · · , vj , · · · , vn. (18)

Where vj ∈ Rc, j = 1, 2, · · · , n. vj is a c-dimensional
probability capsule. c is the number of categories. n is
the number of samples. These probability samples are
all linearly separable in c-dimensional space, i.e. there is
hyperplane:

g(x) = x21 + x22 + · · · , x2c = m2. (19)

So that all probability samples can be separated with-
out error. Where xi ∈ Rc is the coordinates of the proba-
bility capsule vj in the c-dimensional space vector, and is
also the probability value of predicting a certain class. m
stands for boundary. If the class predicted by the prob-
ability sample exists, the predicted probability sample
value is greater than or equal to m+; if the class pre-
dicted by the probability sample does not exist, the pre-
dicted probability sample value is less than or equal to
m− Then the decision function is:{ √

x21 + x22 + · · · , x2c ≥ m+√
x21 + x22 + · · · , x2c ≤ m−

}
(20)

Where m+ is the upper bound of the edge; m− is the
lower bound of the edge. c refers to the category of pre-
diction probabilities.
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According to the least square error criterion, the mini-
mum square error loss from probability sample to edge is
|m−

√
|g(x)||2.

For the edge lower bound, the loss that does not exist in
the class predicted by the probability sample is calculated
as: ∑

j

min(0,m− −
√
|g(x)|)2. (21)

It is equivalent to:∑
j

max(0,
√
|g(x)| −m−)2. (22)

For the edge upper bound, the loss of the existing prob-
ability sample is calculated as:∑

j

min(0,
√
|g(x)| −m+)2. (23)

It is equivalent to:∑
j

max(0,m+ −
√
|g(x)|)2. (24)

In the process of model training, there will be a prob-
lem of class sample proportion imbalance, so a weight
factor is added to adjust the proportion of class presence
and class absence. The final loss function is:

CapsMC − loss =
∑
j

Ij ·A+ λ(1− Ij)max(||vj ||). (25)

Here, A = max(0,m+ − ||vj ||)2 The general learning
process of CapsMC model is shown in Algorithm 1. In
the process of model training, the model first converts
the structured data set into image data set through F2I
transformation model, and divides the data set according
to the proportion that the training set accounts for 80%
of the total sample and the test set accounts for 20% of
the total sample. The segmented data set is input into
the feature extraction model, and the output of the fea-
ture extraction model is the input of the feature cognitive
inference model. The characteristic cognitive reasoning
model outputs the possible probability of each category,
and selects the one with high probability as the prediction
category by comparing the probability, so as to realize the
category prediction.

3 Testing Analysis

In order to test the effect of this method on the automatic
encryption of English private data, it is applied to the au-
tomatic encryption of private data in a final English exam
of a university. The data size is 40Gbit. Private data is
22Gbit and non-private data is 18Gbit. The two types of
data are unbalanced. The data needs to be transferred
between different departments, and the risk of data leak-
age is high.

Algorithm 1 CapsMC model training process

1: Input: Data set in row n and column d, training
times epochs.

2: Output: Predicted category.
3: Initializing data set X̂.
4: while r ← 1, 2, · · · , n do
5: The r row of data set is selected and converted into

gray image matrix X by F2I model.
6: X is added into X̂.
7: Dividing X̂ into the training set and the test set.
8: end while
9: while epoch← 1, 2, · · · , epochs do

10: Training CapsMC models using training sets.
11: Using CapsMC Loss to calculate the model training

loss and update the model parameters.
12: The model is validated using test sets.
13: end while
14: Comparing the probabilities of the output for each

category and output the predicted results.
15: End

Figure 3: The results of English data distribution in two-
dimensional space

English data contains non-private data, so before en-
crypting private data, it is necessary to classify it, and
the classification effect directly affects the encryption ef-
ficiency of private data. In order to measure the classi-
fication effect of the proposed method on private data,
the distribution results of data before and after classifica-
tion in two-dimensional space are obtained, as shown in
Figure 3.

According to the test results in Figure 3, the following
results can be obtained: (1) Before the original English
data is classified, the two kinds of data, private and non-
private, are cross-mixed; (2) After classification, the two
types of data are effectively divided, and there is no cross
mixing between private data and non-private data after
classification, and the classification effect is good.

In the process of implementing encryption, the method
in this paper needs to generate random chaotic sequences,
whose randomness directly affects the encryption effect
of private data. Therefore, the randomness of chaotic se-
quences is used to measure the encryption performance
of the method in this paper, and its chaos is described
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Figure 4: Lyapunov results

by Lyapunov index [13]. The index can effectively de-
scribe the randomness and chaos of chaotic sequences. If
its value is greater than 0.01, the randomness is good.
The privacy data was divided into 10 groups, and the
Lyapunov index test results for each group of data were
calculated, as shown in Figure 4.

According to the test results in Figure 4, under differ-
ent chaotic sequence lengths, the Lyapunov index of 10
groups of privacy data is all above 0.52, among which the
maximum Lyapunov index reaches 0.94, and the change of
sequence length has no influence on the Lyapunov index.
Therefore, the method in this paper has good application
performance, can generate chaotic sequences randomly,
and achieve a larger value range of chaotic sequences, can
obtain more effective keys, and improve the encryption
effect.

To test the encryption performance of the proposed
method, the correlation coefficient is used as the measure-
ment standard. The closer the value is to 0, the smaller
the correlation between the leaked data, the lower the risk
of data leakage, and the better the encryption effect. On
the contrary, if the correlation coefficient is closer to 1,
it means the greater the correlation between the leaked
data, the greater the risk of data leakage, and the worse
the encryption effect [6, 7]. The calculation formula is as
follows:

Υ =
cov(x, y)√
D(x)

√
D(y)

. (26)

Where cov(x, y) represents the covariance value be-
tween adjacent data. The variance values of the data
x and y are represented by

√
D(x) and

√
D(y), respec-

tively.
According to the above formula, the correlation coef-

ficients of encrypted data under different chaotic random
sequence lengths obtained by the proposed method are
listed in Table 1.

According to the test results in Table 1, it can be
concluded that under different chaotic random sequence
lengths and with the gradual increase of data imbalance,

Table 1: The correlation coefficient between encrypted
data sets

Unbalance degree/% 5bit 10bit 15bit
2 0.044 0.042 0.053
4 0.035 0.036 0.040
6 0.032 0.040 0.037
8 0.047 0.077 0.088
10 0.060 0.087 0.095
12 0.073 0.092 0.087
14 0.068 0.066 0.078
16 0.088 0.080 0.098

Figure 5: The anti-attack effect of proposed method

the correlation coefficients between private data after en-
cryption by the method in this paper are all below 0.1,
the highest correlation coefficient is 0.098, and the min-
imum correlation coefficient is 0.032. Because the linear
extended key protocol is adopted in the encryption pro-
cess, the correlation between all private data can be re-
duced to the greatest extent, and the encryption effect of
English data can be better guaranteed.

In order to test the anti-attack effect of the proposed
method in the encryption process, the user response value
is used as the measurement standard. The value of this
index ranges from 0 to 1. The closer the value is to 1, the
better the anti-attack effect is. Figure 5 shows the results
of user response values when the method in this paper
is confronted with three kinds of attacks under different
encrypted data quantities.

Further, we compare the time cost of the proposed
method and the other two schemes (Reference [11] and
Reference [16]) on mobile phones and sensors, as shown
in Table 2 and Table 3 respectively. Since Reference [11]
and Reference [16] schemes do not involve fog nodes, the
encryption time of these two schemes on fog nodes is 0,
while the encryption time of the scheme in this paper in-
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creases with the increase of the number of attributes and
the number of professional categories in the professional
access policy. As shown in Table 2 and Table 3, the en-
cryption time of the phone and sensor increases with the
number of attributes. Among the three schemes, the en-
cryption time of shared data is the least. At the same
time, the encryption time of the proposed scheme is about
1/3 times that of the other two schemes under the same
number of attributes. As we can see from the tables, sen-
sor encryption takes longer than phone encryption. When
20 attributes are defined in the access policy, the data en-
cryption on the sensor in Reference [16] is close to 45s,
while at this time, the scheme in this paper only con-
sumes 16s, which greatly reduces the calculation time.

Table 2: The encryption time of the phone/s

Attribute number [11] [16] Proposed
5 6 4 2
10 9 5 3
15 13 7 4
20 19 10 5
25 24 14 7
30 31 19 12

Table 3: The encryption time of the sensors/s

Attribute number [11] [16] Proposed
5 10 6 3
10 14 8 5
15 17 11 6
20 24 16 8
25 32 22 12
30 47 26 18

4 Conclusions

In order to realize the security of private data in En-
glish teaching, this paper studies the automatic encryp-
tion method of English private data based on capsule net-
work, and tests the application performance and effect
of this method. The results show that the encryption
method studied in this paper can reliably divide private
data and non-private data in English data, and provide
a reliable basis for private data encryption. In addition,
the method has excellent randomness and can generate
chaotic sequences in a wider range to ensure the diversity
of keys. Meanwhile, its encryption performance is good,
and the correlation between private data can be greatly
reduced after encryption. In the face of different attacks,
it can quickly complete the encryption response, ensure

the reliable encryption of English private data, and pro-
vide a reliable guarantee for the security management of
the university.
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Abstract

Internet of Vehicles involves data acquisition, processing,
and decision-making, requires a lot of computing and stor-
age resources, and is extremely sensitive to delay. Al-
though traditional cloud computing can compensate for
the lack of computing resources of onboard equipment,
due to the huge amount of data transmitted, there will
be a large transmission delay from onboard equipment to
the cloud, which cannot meet the delay requirements of
onboard services. Therefore, mobile edge computing is in-
troduced into the Internet of Vehicles as a general trend.
By deploying mobile edge computing devices in roadside
units and other locations, the problem of insufficient vehi-
cle computing resources can be effectively solved, and the
real-time processing of vehicle networking services can be
realized. In order to solve the problems of excessive physi-
cal load and high data security risk in the central entity of
vehicle networking communication architecture, this pa-
per proposes a novel nodes data security communication
model of the Internet of Vehicles based on mobile edge
computing. The ”vehicle-edge-cloud” collaborative net-
work architecture based on 5G is built, in which various
emerging technologies, such as software-defined networks,
are integrated to achieve unified scheduling of vehicles,
edge equipment, and cloud resources. Then, based on the
practical Byzantine fault-tolerant consensus mechanism,
an improved dynamic, practical Byzantine fault-tolerant
mechanism is proposed. Finally, the data security com-
munication model is evaluated, the characteristics of the
data security communication model, the problems faced
by vehicle nodes, and the solutions of the data security
communication model are analyzed, and the model’s ef-
fectiveness is proved with experiments.

Keywords: Byzantine Fault-Tolerant; Edge Computing;
Internet of Vehicles; Nodes Data Security

1 Introduction

Internet of Vehicles (IoV) is one of the core technologies of
intelligent networked vehicles. In IoV, vehicle nodes regu-
larly broadcast information such as their current location,
speed and acceleration to surrounding nodes, but this way
poses a potential threat to vehicle data security. The ex-
isting IoV architecture is centralized, once the centralized
entity is attacked, it will bring serious data security risks,
resulting in identity, location and other privacy disclosure.
With the rapid development of Internet of Things technol-
ogy, the data volume of IoV nodes increases dramatically,
and the central entity load is too large, facing the risk of
single point failure. At the same time, the characteristics
of high mobility and variability of IoV have brought great
challenges to vehicle communication systems [6, 17,19].

Blockchain technology is a completely distributed
public database or ledger, with decentralization, trans-
parency, tamper-proof and other characteristics, so
domestic and foreign scholars proposed to introduce
blockchain technology into the Internet of vehicles. For
example, reference [20] designed independent blockchains
with different functions according to the data type,
and proposed a model for the outward transmission
of vehicle blockchain data. Reference [1] proposed a
permission-based blockchain model that managed the col-
lected vehicle-related data. Reference [18] added a re-
ward mechanism and proposed a semi-distributed peer-
to-peer (P2P) network model. Reference [4] proposed
a blockchain-based security data sharing model that en-
couraged vehicles to broadcast announcement messages
and generate blocks. Based on the alliance chain, some
scholars transfer the storage and computing of vehicles
to the Road Side Unit (RSU). Reference [3] developed a
P2P data sharing system to openly audit and store shared
data and its shared records. Reference [16] proposed a
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data security sharing and storage system based on alliance
blockchain. Reference [8] realized the safe sharing of au-
tonomous driving cloud control services and related data
in an open environment. Some scholars divide blockchain
networks into regions. Reference [14] divided the Inter-
net of vehicles into several areas, each area set a pub-
lic chain, and proposed a blockchain branch algorithm.
Reference [15] designed vehicle networking as an alliance
chain based on the city, and realized the data exchange
among the alliance chains of vehicle networking in various
cities.

This paper aims at problems such as difficult stor-
age maintenance, low communication efficiency, and dif-
ficult real-time processing. A Date Security Communica-
tion Model (DSCM) based on mobile edge computing is
proposed, which includes mobile edge computing design,
node identity authentication, improved dynamic practical
Byzantine fault-tolerant consensus algorithm, and vehicle
security communication method. According to the ur-
gency of the data, the data is divided into ordinary data
and urgent data. Considering the motion of vehicle nodes,
an improved and practical Byzantine fault-tolerant con-
sensus algorithm is proposed.

This paper is organized as follows. In Section 2, we in-
troduce the DSCM of IoV in detail. Simulation and result
analysis is conducted in Section 3. There is a conclusion
in Section 4.

2 DSCM of IoV

Based on IoV services, this paper designs a secure com-
munication model with the help of mobile edge comput-
ing, including mobile edge computing design, node iden-
tity authentication, improved dynamic practical Byzan-
tine fault-tolerant consensus algorithm and vehicle secu-
rity communication method.

The whole link of the Internet of vehicles is composed of
the Internet of vehicles alliance chain and a public chain.
Considering the deployment of communication base sta-
tions, the entire IoV is divided into a cellular area. One
blockchain is set for each region. These blockchains to-
gether form the Internet of Vehicles alliance chain. The
IoV alliance chain is composed of all communication base
stations and vehicle nodes in each region. At the same
time, all communication base stations (5G) and roadside
units and other edge side devices of IoV are collectively
referred to as edge nodes [9]. All the edge nodes in the IoV
constitute the public chain of the IoV as consensus nodes
to realize the sharing of emergency data among various
regions.

This paper divides IoV data into ordinary data and
emergency data. Common data contains the basic safety
data of the vehicle and is transmitted between the vehi-
cles in the area. Emergency data, including special infor-
mation such as traffic accidents and road congestion, is
transmitted between regions and shared across the whole
range through distributed broadcasting of vehicular com-

munication and cloud computing. However, the follow-
ing problems still need to be solved. First, how to de-
sign the block structure, data storage structure and node
identity authentication mode of ordinary data and emer-
gency data, and realize the verification of the authenticity
and integrity of vehicle data; Second, how to realize the
consensus of vehicle data effectively, eliminate malicious
nodes, improve the consensus efficiency and shorten the
consensus time; The third is how to realize the secure
communication of data.

2.1 Mobile Edge Computing Design

Under the ”vehicle-edge-cloud” cooperation architecture,
it is assumed that vehicles share communication re-
sources. The delay can be minimized by dividing tasks
into multiple subtasks and uninstalling them in different
locations.

When a new request arrives, the task is first divided
into k subtasks, consisting of the k-dimensional vector
TA = (Tk1, Tk2, · · · , Tkk)T , where Tki = δi · Tk. Tk
represents the total task data size in bits. δi indicates
the proportion of subtasks in the total task. The number
of CPU cycles required to compute Tki is Ci = ρ · Tki.
Where ρ is the complexity of the computational task. The
unit of CPU cycles is cycles.

Based on this scheme, the total delay of unloading task
mainly includes the time delay of data processing on the
vehicle, MEC, cloud, and transmission queue delay during
data upload. Since the time delay of the processed data
back to the vehicle is small, it is ignored here.

1) Vehicle unloading delay. Vehicle unloading delay
mainly includes unloading delay on source vehicle
and V2V vehicle. IEEE802.11p protocol [11] in
DSRC communication mode is used to communicate
between vehicles in an independent co-distributed
channel. Path loss can be defined as:

LdB
V 2V = 63.3 + 17.7log10(di,uj

). (1)

Where di,uj represents the communication distance
between vehicle ui and vehicle uj . When i = j, it in-
dicates that the source vehicle is unloaded, and there
is no path loss. We convert equation (1) into numer-
ical form as follows:

LV 2V = 10−(LdB
V 2V /10). (2)

Therefore, the data transfer rate between the two
vehicles is:

rV 2V = BV 2V log2(1 +
piLV 2V h

2

N0
). (3)

BV 2V represents the channel bandwidth allocated to
V2V vehicles. pi is the transmitting power of the ve-
hicle equipment. pi represents Gaussian white noise
power. h indicates the channel fading factor of the
upload link.
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Then the delay in task i choosing to unload on the
vehicle can be expressed as:

Ti,uj
=

Ci

Ci,uj

+
µ · Tki
rV 2V

+∆T. (4)

Ci

Ci,uj
indicates the processing delay on the V2V. µ

indicates the transmission cost factor of the upload
link. ∆T indicates the queue waiting delay.

2) MEC unload delay. The vehicle communicates with
the MEC device through the LTE-Advanced direct
link [12]. If the upload link of the vehicle to the
MEC(RSU) is set as the flat fast fading Rayleigh
channel, the data transmission rate of the upload link
is as follows:

rV 2M = BV 2M log2(1 +
pih

2d−ε
i,ej

N0
). (5)

BV 2M indicates the channel bandwidth allocated to
the MEC. di,ej is the distance between vehicle ui and
MEC device ej . h represents the channel fading fac-
tor of the upload link. ε is the path loss factor. N0

indicates Gaussian white noise power.

Then the unloading delay Ti,ej on the MEC can be
expressed as:

Ti,ej =
Ci

Ci,ej

+
µ · Tki
rV 2V

+∆T. (6)

Ci

Ci,ej
indicates the processing delay on the MEC. µ

indicates the transmission cost factor of the upload
link. ∆T indicates the queue waiting delay.

3) Cloud uninstallation delay. If the upload link is still
set to a flat frequency fast fading Rayleigh channel,
the data transmission rate of the upload link is:

rV 2C = BV 2C log2(1 +
pih

2d−ε
i,0

N0
). (7)

Where, BV 2C represents the channel bandwidth al-
located to the cloud. di,0 is the distance between
vehicle ui and the remote cloud.

Then the uninstallation delay Ti,0 on the remote
cloud is:

Ti,0 =
Ci

Ci,0
+

µ · Tki
rV 2C

+∆T. (8)

Ci

Ci,0
indicates the processing delay on the cloud. µ

indicates the transmission cost factor of the upload
link. ∆T indicates the queue waiting delay. In sum-
mary, the uninstallation delay of subtask i can be
expressed as:

t(Tki) = αi[λiTi,ej + (1− λ)Ti,0]. (9)

Figure 1: Data storage structure

Where α decides whether to unload the task onto the
vehicle. λi decide whether to uninstall in MEC or in
the cloud. The total task response delay is equal
to the maximum value of the subtask unload delay,
namely:

t(TA) = maxt(Tk1), t(Tk2), · · · , t(Tkk). (10)

In order to keep the response delay as small as pos-
sible, equation (10) is modeled as the following opti-
mization problem:

mint(TA), TA ∈ I. (11)

Where, I is the search range of the feasible solution.

2.2 Data Storage Structure

As shown in Figure 1, in order to ensure that the recorded
content is trustworthy and untampered, the model records
the hash values of all data and stores them in a hier-
archical structure. A Data Block consists of a header
and multiple data entries. The header information con-
tains the timestamp and hash value of the data block,
which can reduce the computational cost of verification
and facilitate the propagation of the data block in the
blockchain network. Each data entry contains a times-
tamp t, the data owner’s public key Pk, metadata, and a
data Hash. Among them, metadata is common data or
emergency data: common data includes the vehicle’s po-
sition, speed, direction, braking state, effective time and
other basic safety information; Emergency data includes
special information such as traffic accidents, road conges-
tion, real-time road conditions, and effective time. The
size of each piece of data does not exceed 1 KB. Accord-
ing to the previous three information, calculate and store
the hash value of this data to facilitate the hash check of
other nodes, so as to speed up the node’s check on the
block and reduce the search space.
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Figure 2: Node data update

2.3 Node Data Update

Due to the infinite redundancy of the blockchain, each
node backs up all the information of the blockchain net-
work, consuming a lot of power, which is difficult to op-
erate and maintain in the network environment of the In-
ternet of vehicles. In addition, a large amount of data is
generated during vehicle communication, which requires
a large data server to manage and store data for a long
time. Therefore, according to the real-time and mobility
of the Internet of vehicles, on each blockchain node, only
the data of the blockchain network in the current area is
backed up. When a vehicle node moves from one area to
another, the blockchain information in the original area is
deleted, and the blockchain information and data of the
current regional network are updated and downloaded.
When the vehicle node storage reaches the threshold, the
validity period of the block is determined from the begin-
ning. As shown in Figure 2, if a block in the blockchain
expires, the entire block is deleted; If the block in the
blockchain is not expired and the memory is insufficient,
in order to protect the integrity and authenticity of the
block, the data of the block is deleted first, and only the
hash value of the block is retained.

2.4 Packet Format

The data sent by the vehicle includes the data owner’s
public key Q, metadata m, digital signature S, data hash
value h(m)(SHA256), and timestamp t. As shown in Ta-
ble 1, the packet that should be sent isMsigQ|S|t|m|h(m).

Table 1: Typical states of SEIR model

Content Q m S h(m) t
Length 65 changeable changeable 256 13

2.5 Node Identity Authentication

User authentication and privacy are two important is-
sues in IoV. This paper adopts a node authentication
scheme based on cloud server and blockchain. The IoV
nodes (vehicle nodes and edge nodes) send registration
requests to the Certificate Authority (CA) responsible
for issuing certificates before starting to join the network.
The cloud server is responsible for storing and managing
node factory information and real identity, facilitating au-
thentication during node registration, and managing node

pseudonyms issued by the CA. When a node is registered
in a system with a real identity, it gets a certificate issued
by a CA that includes a pseudonym, a pair of public and
private keys, and two hashes. In the certificate issued by
the CA for the node, the real identity of the node is hid-
den, which can protect the privacy of the node, and the
malicious node can be traced according to the hash value
of the pseudonym+public key and the hash value of the
real name+certificate.

In the blockchain network, the vehicle networking node
will save the information of the nodes communicated
within a certain period of time in its communication list,
which is the trust list. If the node information in the list
is out of the time range, it will be deleted. The trust list
can be updated between edge nodes and between edge
nodes and vehicle nodes. When a vehicle node moves to
another zone, the zone in which the node is currently lo-
cated sends a verification request on behalf of the node to
the previous zone and its surrounding zone (excluding the
current zone). Among them, as long as the information of
the vehicle node can be queried in the communication list
of 1 edge node or n vehicle nodes in the verification group,
it is considered to pass the verification of the area. If the
vehicle node passes the verification of the region where
it is located before crossing the zone, and fails to pass
in the surrounding zone (excluding the current zone and
the previous zone), it indicates that the vehicle node has
uniqueness, that is, it is considered that the identity ver-
ification of the vehicle node is successful, and it can par-
ticipate in data communication. If the above conditions
are not met, the right of the vehicle node to participate in
the data communication is revoked, and after a period of
time the above verification process is repeated until the
authentication of the vehicle node is completed. When a
vehicle node joins the network for the first time, the region
in this region sends verification requests to the verifica-
tion groups of other regions on behalf of the node. If
the verification fails in each region, the uniqueness of the
vehicle node is proved, that is, the authentication of the
vehicle node is considered successful; otherwise, it cannot
participate in data communication.

In short, through the identity authentication of the
cloud server and the identity authentication between
nodes, the network of vehicles nodes can be allowed to
carry out effective data communication, thereby reducing
the dependence on CA in the traditional authentication
scheme, effectively detecting and preventing the entry of
malicious nodes, and protecting the identity privacy of
nodes.

2.6 Improved Dynamic Practical Byzan-
tine Fault-tolerant Consensus Mech-
anism

The consistency protocol, view switching protocol and
checkpoint protocol proposed by Practical Byzantine
Fault Tolerance (PBFT) algorithm [2] can realize data
update and fault-tolerant recovery, and make blocks reach



International Journal of Network Security, Vol.26, No.2, PP.329-337, Mar. 2024 (DOI: 10.6633/IJNS.202403 26(2).19) 333

agreement in the whole network. Compared with the
Proof of work (PoW) mechanism, this mechanism can not
only meet the demand of short response time in terms of
efficiency, but also solve the problem of historical message
storage of each node, and can be fault-tolerant recovery
when malicious nodes invade. However, because nodes
in the network of vehicles can move quickly and generate
more data in real time, consensus needs to be reached
quickly. Therefore, based on PBFT consensus mecha-
nism, a dynamic regional consensus mechanism composed
of intra-regional consensus mechanism and multi-regional
consensus mechanism is proposed.

Based on the partitioning strategy, the intra-region
consensus mechanism randomly selects the regional rep-
resentative node among the edge nodes, and selects the
primary node among the regional representative nodes.
The election method of the primary node is p = v · f(R),
where p is the number of the primary node, v is the view
number (the number of current blocks), R is the total
number of edge nodes in the region, and f is the comple-
mentary function. The nodes represented by other regions
serve as replica nodes. If the primary node has malicious
behaviors, the primary node is selected from the replica
node. According to the master node, the intra-region con-
sensus mechanism uses the original consistency protocol
of PBFT to complete the block consensus.

The multi-regional consensus mechanism also relies on
the previous mechanisms. However, considering that un-
der the multi-region consensus mechanism, the number of
regional representative nodes participating in the block
consensus far exceeds the number of nodes in the intra-
region consensus mechanism, in order to improve the effi-
ciency of the consensus mechanism and shorten the data
update time, the consistency protocol and view switching
protocol are simplified [13].

In the simplified consistency protocol, the primary
nodes of each region form the primary node group, send
the preparatory message to the representative nodes of
other regions, the regional representative nodes receive
and process the preparatory message, and send the ac-
knowledgement message to the primary node group. If
the number of acknowledgement messages received by the
primary node group exceeds f2 (f2 is 1/3 of the number
of regional representative nodes), the primary node group
sends the acknowledgement messages to other regional
representative nodes for verification. If the zone repre-
sentative node is authenticated, the authentication mes-
sage is sent to the primary node group. If the number of
verification success messages received by the master node
group exceeds, the consensus is reached and the block is
written to the public chain of the Internet of vehicles.
The simplified view switching protocol is mainly aimed
at choosing one of the duplicate nodes to replace the cur-
rent master node when the master node is a malicious
node, and continuing to complete the current consensus.
This method can not only avoid the risk of transaction de-
lay caused by malicious nodes building blocks as master
nodes, but also meet the needs of IoV.

2.7 Data Security Communication Imple-
mentation

Considering the existence of common data and emergency
data in vehicle networking data, a secure communication
method for different data is proposed. The exchange of
vehicles’ own routine data between vehicles is a common
message, which is mainly realized through vehicle-vehicle
communication in the region. When there is emergency
data, the data needs to be broadcast to vehicles in other
areas, which needs to be realized through vehicle and road
communication, that is, the edge node can directly broad-
cast the emergency data to nearby vehicle nodes, and
at the same time send the emergency data to the cloud
server, which will coordinate and find the edge nodes in
other areas of interest through big data. The edge node
then sends emergency data to nearby vehicle nodes in its
area. The flow of data security communication is shown
in Figure 3.

3 Simulation and Result Analysis

In order to prove the superiority of the ”vehicle-edge-
cloud” cooperation architecture proposed in this paper
and the offload strategy based on the proposed algorithm
in terms of delay reduction, the delay performance of
this architecture is simulated and compared with cloud
and ”edge-cloud” cooperation architecture, and the pro-
posed algorithm is compared with BBM [10], SBO [5] and
FLPA [7].

In a real IoV environment, the distance between each
device and the bandwidth of the transmission link are
time-varying, and the computing power of each MEC de-
vice and vehicle is not the same. The final simulation
result is the average value obtained from multiple exper-
iments.

Figure 4 and Figure 5 respectively simulate and com-
pare the delay performance of the network architecture of
”vehicle-side-cloud” collaboration, ”edge-cloud” collabo-
ration and cloud working alone based on the proposed
algorithm under the influence of different task loads and
different link bandwidths.

As can be seen from Figure 4, the task response de-
lays of ”vehicle-edge-cloud” collaboration, ”edge-cloud”
collaboration and cloud working alone in this paper all
increase with the increase of task data. Among them, the
”vehicle-side-cloud” collaboration has lower delay than
the ”edge-cloud” collaboration and cloud work alone.
This is because the ”vehicle-edge-to-cloud” collaboration
comprehensively considers the computing capacity of the
vehicle, MEC, and cloud, and realizes the effective regu-
lation of each part of the resources. When the task data
volume is 5Mb, the delay performance of ”vehicle-edge-
cloud” cooperation architecture is increased by 13.6% and
28.7% respectively compared with ”edge-cloud” coopera-
tion and cloud alone work. Therefore, the use of ”vehicle-
edge-cloud” collaborative architecture can effectively re-
duce the delay.
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Figure 3: Processes for secure data communication

Figure 4: The effect of task volume on the performance of network architecture
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Figure 5: The performance impact of bandwidth on network architecture

Figure 5 is simulated when the bandwidth allocated to
vehicle, MEC and cloud is the same, and the task volume
is 1Mb. It can be seen that the response time of each ar-
chitecture shows a decreasing trend when the bandwidth
continues to increase, and the delay of cloud architecture
is the most obvious. This is because in the cloud architec-
ture, all data needs to be uploaded to the cloud for pro-
cessing, and the transmission delay of the upload process
will decrease significantly with the increase of bandwidth.
However, in the other two architectures, due to the prox-
imity of the vehicle and MEC devices to the data source,
only a small amount of data transfer to the cloud does not
result in a significant latency reduction. Moreover, com-
pared with ”edge-cloud” collaboration, the architecture
proposed in this paper takes into account the computing
power of the vehicle, MEC, and cloud, and the delay is
lower. In summary, when the link bandwidth is limited,
the ”vehicle-edge-cloud” collaborative network architec-
ture has obvious advantages in reducing delay.

In order to verify that in the ”vehicle-edge-cloud” col-
laborative architecture, the proposed algorithm can effec-
tively reduce the response delay, the simulation is com-
pared with the delay performance of BBM, SBO and
FLPA, and the simulation results are shown in Figure 6.
As can be seen from Figure 6, as the amount of task
data increases, the proposed algorithm has the most su-
perior delay performance compared with the other three
algorithms. This is because compared with algorithm
BBM, this paper has a faster convergence speed. Com-
pared with SBO and FLPA, the unloading strategy of
this algorithm not only considers the unloading mode of
V2V, but also schedules the computing resources of ve-
hicle, MEC and cloud. When the task data volume is
5Mb, the delay performance of the proposed algorithm is
improved by 10.9%,39.4% and 44.1%, respectively, com-
pared with BBM, SBO and FLPA. Therefore, the appli-
cation of this algorithm in the ”vehicle-edge-cloud” col-
laborative architecture can effectively reduce the response

delay of vehicle-connected services.

4 Conclusions

With the help of mobile edge technology, this paper solves
the problems that the central entity load is too large
and the data security risk is high in the existing vehi-
cle networking architecture. Based on the mobile edge
technology, the node data security communication model
(DSCM) is proposed. The block structure of common
data and emergency data is designed according to the
real-time and mobility of vehicle networking, and the in-
tegrity and authenticity of data and block are verified
by digital signature method. Secondly, a node authenti-
cation scheme based on cloud server and authentication
group is adopted to solve user authentication and privacy
problems. Then, on the basis of PBFT consensus mech-
anism, a dynamic and practical Byzantine fault-tolerant
consensus algorithm is proposed to ensure the rapid con-
sensus of the blockchain of the Internet of vehicles. Fi-
nally, by comparing with other communication models,
the DSCM model has the characteristics of fast consen-
sus, data security, privacy protection, lightweight storage,
efficient communication, etc., which is more suitable for
the current communication environment of IoV. In the fu-
ture, we will utilize the proposed scheme to improve IoV
and apply them in real applications.
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Figure 6: Comparison of delay performance of multiple unload optimization algorithms
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Abstract

This article proposes a production command cockpit
safety management system based on Deep Neural Net-
work (DNN). This system can monitor real-time produc-
tion line data and network attack information and display
them as a cockpit. When the cockpit graphical interface
data is abnormal, management personnel can timely de-
tect safety hazards and take corresponding security mea-
sures. This system can handle abstract and complex
problems, effectively improving the production command
cockpit’s stability, safety, and efficiency. The system can
accurately and efficiently identify, analyze, and process
internal and external risk factors through many produc-
tion command simulations, with an accuracy rate of over
98%. It has good feasibility and application prospects.

Keywords: Deep Neural Networks; Network Attack; Pro-
duction Command Cockpit; Real Time Monitoring; Safety
Management System

1 Introduction

This article aims to discuss how to use deep neural net-
work technology to build a more intelligent and efficient
production command cockpit safety management system.
The production command cockpit is a very important
control center in modern industrial production, and its
safety and stability are directly related to the effectiveness
and sustainability of the entire production process. Tra-
ditional security management systems are usually based
on simple mathematical models and empirical formulas,
and cannot face complex and ever-changing industrial en-
vironments. With the development of artificial intelli-
gence technology, the application scenarios of deep neu-
ral networks are becoming increasingly widespread. In

the industry, deep neural networks are applied to the
production command cockpit safety management system,
which can monitor in real time, analyze data and sup-
port decision-making, timely detect abnormal working
conditions, unreasonable process alarm values, and fre-
quent production line alarms. This improves the relia-
bility of the safety management system. When there are
abnormalities in production, the system will automati-
cally issue warning messages, identify potential risks in
advance, and notify relevant personnel to handle them,
Avoid production accidents and downtime losses. Realize
digital transformation of the production process, making
production command decision-making more efficient and
the production process more orderly. At the same time,
in the production command cockpit safety management
system, the use of deep neural network technology can
more accurately identify network attack information, not
only protecting equipment in the production Internet of
Things, but also protecting internal enterprise informa-
tion resources in the system. The main contributions and
overall structure of this paper are as follows.

Firstly, multiple deep neural network technologies
such as Recurrent Neural Network (RNN), Convolutional
Neural Network (CNN), Generate Adversarial Network
(GAN), and Long Short Term Memory Network (LSTM)
were used for comparative analysis. Finally, CNN and
LSTM were combined to achieve the best prediction ef-
fect, improving the accuracy of the production command
cockpit safety management system, enabling such systems
to quickly and accurately identify Analyze and process
the risk factors in the production process, and using rel-
evant network technology to identify external risk factors
in the production process. Then, through data cleaning,
normalization, and data conversion encoding, the prepro-
cessing of network attack training and testing datasets
(KDDCup99, NSL-KDD, and other datasets) was com-
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pleted to improve the training effect of the neural network.
Subsequently, sparse autoencoders were used for feature
extraction of test data, data training, learning the laws of
security states, completing the classification of test data,
extracting intrusion information, and determining the risk
level and system risk recognition ability. At the same
time, managers can evaluate the accuracy and robustness
of the model through indicators such as recall rate, ac-
curacy rate, IOU, F1, and mAP, demonstrating the high
performance of the system. Finally, developing security
measures based on the results of the neural network, such
as early warning and automatic shutdown.

The remaining parts of this paper are as follows: Sec-
tion 2 introduces the meaning, characteristics, classifica-
tion, and role of the production command cockpit safety
management system; Section 3 elaborates on previous re-
search on production command cockpit safety manage-
ment systems based on deep neural networks, as well as
the research topic of this paper, including research objec-
tives, methods, processes, and conclusions; Finally, Sec-
tion 4 summarizes the current research status, points out
the shortcomings of the research, and looks forward to the
research direction.

2 Production Command Cockpit
Safety Management System

2.1 Meaning and Characteristics

The production command cockpit is a type of manage-
ment cockpit (MC) that can visually and concretely dis-
play key business data indicators (KPIs) and execution
status in the production process through common charts
(such as volume columns and warning radars). It sup-
ports drill through queries and abnormal key indicator
warnings, achieving in-depth analysis of indicators.

The production command cockpit is similar to an air-
craft dashboard, which can intuitively understand the op-
eration status of the production line and other production
safety information. Users can flexibly configure and se-
lect suitable graphics to save these configurations. The
production command cockpit integrates multiple disci-
plines: management science, information science, and hu-
man brain science, breaking data isolation. From a time
perspective, it can provide historical records and current
data, and from data sources, it can improve internal and
external information. It is a highly intelligent production
management command center, allowing safety managers
to display multiple indicators, and each indicator is associ-
ated with multiple views, Real time control of production
status to ensure that the production process is always in
a safe area.

2.2 Modules of the Security Management
System

Safety Production Management Driver Module: This is
a new dynamic visualization management mode that in-
tuitively displays the dynamic inspection of responsible
parties, safety production business information, and hid-
den danger information on a map, helping leaders related
to safety production understand their survival status and
identify internal safety hazards within the system. At the
same time, it can also demonstrate the safety organiza-
tional structure and job responsibilities, conduct safety
planning and task tracking, and make accurate decisions.

Safety accident warning and credit management mod-
ule: Establish credit files for various production depart-
ments within the system, automatically assess perfor-
mance, and dynamically adjust based on supervision and
inspection results, which can play a role in accident warn-
ing and promote safety production in production and op-
eration.

Safety production supervision and inspection, hidden
danger management module: This module can achieve a
series of work such as safety production inspection and
reporting through the network or mobile end according
to the system and industry standards, and achieve full
process safety supervision and inspection. Establish a re-
fined hazard management system, such as hazard details,
hazard risk levels, etc., intelligently diagnose through haz-
ard maps, dynamically manage accidents, and ensure sta-
ble system operation. Finally, integrate all scenarios and
construct a business collaboration model with multiple
scenarios for comprehensive governance.

2.3 The Role of the System

2.3.1 Production Command Management

The focus of production command management for on-
site safety management is to clarify the responsibilities
of on-site safety management and record them within
the system. Personnel management and file management
modules are set up to facilitate safety training meetings,
safety information, and safety certificate management.
Safety management personnel and production manage-
ment personnel can monitor major hazards and identify
hidden dangers. You can also scan QR codes to locate
the position of operators in real time, discover abnormal
data, analyze potential production risks, timely prevent,
and improve the safety operation awareness of job op-
erators. It can also monitor production equipment and
facilities, ensure the safe operation of equipment, assist
safety and production management personnel in on-site
management, provide emergency rescue for unexpected
situations, and timely complete accident investigation re-
ports.

After the upgrade of on-site safety management, var-
ious aspects of production command and management
have gradually entered the stage of digital industrial man-
agement. For example, electronic work tickets can im-
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prove safety management level and work approval effi-
ciency; In terms of training management, formulate train-
ing plans, conduct employee learning and assessment, and
ensure that the main responsibilities of enterprise safety
training are in place and compliant. Conduct dynamic
closed-loop management of risk qualitative and quanti-
tative classification and zoning to improve the ability to
prevent and contain safety production accidents. Deepen
the solution to inefficient management models for enter-
prises and contractors. Intelligent inspection, which can
conduct inspections at fixed points, times, and items, im-
prove execution efficiency, and synchronize real-time data,
automatically perform statistical analysis, and assist in
assessment and evaluation.

2.3.2 Overall Protection of Industrial Control
Systems

Malhotra et al. [9] outlined the relationship between ar-
tificial intelligence and network security, defending from
multiple aspects and constantly updating protective mea-
sures, such as malicious identification software and intru-
sion detection software. They also introduced the use of
deep neural network DNN, an advanced technology used
to directly train raw data, which can identify new and
ambiguous malicious software code. They not only intro-
duced the application of artificial intelligence in the indus-
trial community, It also introduces applications in other
fields, such as education. However, the paper mainly
starts from a qualitative perspective, without a quanti-
tative proof process. Zhou et al. [15] proposed a global
and system architecture approach for network security in
modern industrial control systems (ICS), which involves
multiple protections to ensure overall system stability. In-
dustrial Control Systems (ICS) have always been victims
of network attacks. Abid et al. [1] proposed a new method
for distributed intrusion detection using artificial intelli-
gence methods, big data technology, and cloud environ-
ments. This method addresses the drawbacks of Intrusion
Detection Systems (IDS) and further improves accuracy.
In the face of the transformation of industrial control sys-
tems (ICS) from proprietary architecture to open archi-
tecture, Mohammed et al. [2] designed the PS-CNN (PCA
Select KBest CNN) model, which has the characteristics
of low false alarm rate and high accuracy.

2.3.3 Risk Recording, Detection, and Identifica-
tion

The system continuously records daily production, iden-
tifies risk points, counts and categorizes them, adds risk
statistical lists, evaluates the data on the lists, and devel-
ops corresponding measures. During the implementation
of planned measures, check the quality of plan execution,
supervise safety inspections and hazard information. In
terms of business data processing, the system can per-
form intelligent data desensitization to ensure data secu-
rity. Outliers, data security, IoT security, and network

attack detection.

In terms of outlier detection, in reference [8], Kravchik
proposed an anomaly detection method -1D convolutional
network based on the statistical deviation between mea-
sured predicted values and observed values. This method
aims to solve the problem of network attack detection
in industrial control systems (ICS) by using various deep
neural network architectures to apply the proposed meth-
ods, such as convolutional networks and recursive net-
works. The dataset for this study is the Safe Water Treat-
ment Test Bed (SWaT), which can represent the actual
situation of real industrial water treatment plants.

The test dataset includes 36 different network attacks
and successfully detected 31 attacks with three false pos-
itives. The results confirm that 1D convolutional neu-
ral networks are simpler, smaller, and faster than recur-
sive neural networks. However, the processing effect of
convolutional neural networks on temporal information is
poor because convolution does not associate the previous
inputs and only processes the inputs. The production
command cockpit safety management system is also sus-
ceptible to network attacks. Due to the diversity of data
sources and forms, deep neural network technology is used
to detect network attacks, which is effective.

In terms of data detection, Gao et al. [6] conducted
multiple experiments using the STRong Intrinsic Pertur-
bation (STRIP) method to study Trojan horse attack
scenarios targeting deep neural network (DNN) models,
verifying the effectiveness of this method. However, this
method did not verify whether it is still effective in the
speech and text fields.

In terms of IoT security detection, Zhang [14] and oth-
ers proposed a six step deep learning DL driven method to
summarize and analyze the application of DL method to
detect network attacks against CPS systems, proving that
deep learning DL is more effective than machine learning
ML in the process of IoT security detection. deep learn-
ing models such as artificial neural networks (ANN) and
short-term memory (LSTM) were used to classify botnet
attacks by Mudassir et al. [10], achieving accuracy stan-
dards and protecting the security of the Internet of Things
while also protecting data and privacy.

Intrusion detection systems (IDS) were used to identify
malicious behavior by Khan [7], and experimental results
showed that the accuracy of multiple datasets was not less
than 97.6%, which proves its high accuracy. However, ex-
isting IDS solutions have limitations in detecting attacks
that do not belong to their databases.

In terms of network attacks, they are mainly divided
into adversarial attack techniques and defense tech-
niques. The adversarial attack techniques mainly include
methods such as deeppool, fast gradient sign method,
and jacobian based saliency map attachment. There are
generally several methods for defensive measures of deep
neural networks against attacks. For example, input pre-
processing increases noise and increases attack difficulty;
Reduce network complexity; Adversarial sample training;
Detect and filter adversarial samples.
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3 Production Command Cock-
pit Safety Management System
Based on Deep Neural Network

3.1 System Design

Overall system design: The system needs to select a suit-
able hardware platform based on the actual production
situation on site to ensure stable power supply equipment.
Different forms of system display can meet the needs of
different management users, so the system needs to have
both mobile and PC display functions. Enterprises need
to configure a sufficient number of servers and allocate
their main functions reasonably. The system monitor-
ing platform is another major project that needs to be
configured. The monitoring platform needs to include
on-site robot inspection and system end monitoring soft-
ware. Monitoring points should be set up in key areas
on site to collect complete data of accident points before
faults occur. After analysis by the system end monitor-
ing software, risk alarms can also be triggered in a timely
manner to ensure smooth production. Risk alarms can be
set up for production, equipment, materials, or operators,
Push via SMS. Even during the normal operation of the
system, data mining technology can be used to optimize
potential risk points and areas that need improvement on
site, continuously improve system functions, and improve
overall efficiency.

System management module design: mainly including
role, user, permission, and log management. Role man-
agement is an organizational management module that
mainly maintains data, displays functions, adjusts, up-
dates, and retrieves internal organizational data within
the system. User management mainly refers to the stan-
dardized management of member information within the
system, which can update and retrieve user informa-
tion. Permission management mainly involves dividing
the work responsibilities of system members. The sys-
tem can add, delete, and edit permissions, which not only
improves work efficiency but also protects data security
to a certain extent. The log management function en-
ables tracking of form operations, personnel login, and
browsing information. Other systems also have the above
functions. Relatively speaking, the production command
cockpit safety management system based on deep neural
networks can be intelligent and more efficient.

Non functional design: A production command cock-
pit safety management system based on deep neural net-
works needs to ensure the safety of the production com-
mand system and meet other functions. For example, re-
liability, high performance, practicality, and security. In
terms of reliability, the entire system needs to operate 24
hours a day for 365 days, with short report generation and
business processing time. In terms of high performance,

the system needs to have the ability to simultaneously
carry a large number of user accesses, from data collec-
tion, data storage to data analysis, all designed using a
distributed parallel processing architecture. In terms of
practicality, it is necessary to meet the usage habits of
most users, making the management interface more user-
friendly, easy to understand and operate. In terms of
safety, safety here refers to the design of the system itself,
rather than on-site safety production. The system design
itself needs to avoid medium to high risk vulnerabilities
and prevent illegal access, such as the use of digital sig-
nature technology.

3.2 Security Data Sources and Process-
ing Procedures

The overall data flow of the system is as follows: data
collection at the collection end, real-time AI collabora-
tion, online remote automatic monitoring and collection
of safety production data such as risks, operations, and
hidden dangers (including but not limited to video, audio,
and image formats, as shown in Figure 1), for example,
using sensors installed on the production line to detect
temperature and humidity values in the workshop. Or-
acle database to receive safety production data, Hbase
database to store historical data, and then perform data
normalization and quality verification. Oracle database
stores the processed data. At the same time, use a real-
time database to store real-time data. Next, we enter
the development and testing phase, where ETL (extrac-
tion, transformation, and loading) processing and work-
flow scheduling are carried out. We establish an early
warning model, conduct data early warning, defect man-
agement, and condition evaluation, and store data anal-
ysis data in an Oracle database. Publish and launch the
developed tasks, enter the data management phase, and
do a good job in version management. Intelligent man-
agement and analysis of work activities and early warning
information around departments and workshops, forming
quantifiable charts and indicators, such as generating an
electronic map of enterprise risks, visually displaying the
distribution of internal security risk types and levels in dif-
ferent colors, presenting analysis results, historical data,
and real-time data on the customer end, and then linking
the data together to comprehensively visualize and de-
velop comprehensive security strategies, Realize the role
of production command.

There are many on-site data classifications that require
the integration of big data technology to achieve cloud
storage and distributed computing. The on-site pro-
duction data mainly includes: equipment maintenance,
equipment inspection, mechanical arm dynamics, robot
inspection records, equipment ledger, material status, and
video monitoring. The data generated by the system’s
operation mainly includes: working condition data and
switch status, etc. On line monitoring data mainly in-
cludes: equipment insulation, environmental temperature
and humidity, personnel violations, and vehicle move-
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Figure 1: Security Data Processing Flow of the System

ment trajectory. The meteorological environment data
mainly includes rainfall, wind and lightning conditions
around the production site, and the auxiliary system data
mainly includes lighting and fire protection data. There
are also images, audio, video, text, molecular images, sen-
sor signals, and video analysis data. Chenwei Tang et
al. [11] also elaborated on the diversity of industrial data
sources. Whether it is on-site data, meteorological envi-
ronment data, or system data itself, these data can be
roughly divided into structured data, unstructured data,
and real-time data. Structured data mainly includes as-
sets, businesses, and locations, while unstructured data
mainly includes videos, map information, and report doc-
uments. Real time data mainly includes operational data,
online monitoring data, meteorological data, and other
data. The data sources are very extensive, such as pro-
duction management systems, scheduling systems, geo-
graphic information systems (DIS), online monitoring sys-
tems, robot inspections, meteorological systems, and re-
porting information.

3.3 Deep Neural Network

Deep neural networks (DNN) are a computing method
that mimics human brain neural networks. Based on deep
neural networks, a production command cockpit safety
management system can perform natural language pro-
cessing, image and sound recognition, and accelerate the
processing speed and accuracy of safety data. It is con-
nected by multiple neurons and can be used for learning
and training. Therefore, in the process of processing se-
cure data, a large number of data samples and computing
resources are required. During the training process, the
network will gradually adjust its weight and bias, so that
it can better adapt to the data and achieve the best results
in the final prediction. Each layer of a deep neural net-

work contains many independent units, and the neurons
in each layer are interconnected through edges. Enter the
collected data into the input layer of the model, calculate
through multiple hidden layers, and obtain results and
make decisions from the output layer. Shown in Figure 2.

Figure 2: Simplified schematic diagram of deep neural
network

3.4 Previous Studies

In the research on the production command cockpit safety
management system based on deep neural networks, many
attempts have been made by predecessors: Chen et al. [12]
studied the application of deep learning in the industrial
internet and the security requirements of the industrial
internet, and deeply analyzed the external risks faced by
the current industrial internet. A large number of manu-
facturing resources were originally in a closed state, fac-
ing a more open internet network environment, with weak
self-protection capabilities and susceptibility to network
attacks. Moreover, many new types of network attack
methods have emerged, with an increasing number of at-
tacks and faster speeds, resulting in poor performance of
traditional security defense tools and technologies in new
types of attacks. This research background also fits the
research background of the production command cock-
pit safety management system in this paper. Prevent-
ing network attacks on this system is a complex project
that requires technical personnel to conduct research from
multiple aspects, such as data detection and IoT device
detection. deep learning methods were used to network
security intrusion detection by Ferrag et al. [5] . At the
same time, 7 types of datasets and 7 deep learning models
were compared, among which deep neural networks were
one of them, and performance indicators such as accuracy
and false alarm rate were used to measure the calcula-
tion results. Chandini [4] and others utilized deep neural
network models to protect intelligent sensor production
systems and ensure the security of IoT devices and data.
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They also develops many algorithms to improve the
accuracy of security management system detection, but
different algorithms are applicable to different scenarios,
such as recurrent neural network (RNN) algorithm being
more suitable for text translation than convolutional neu-
ral network (CNN) algorithm. So a single algorithm has
certain limitations, and if multiple algorithms are com-
bined, accuracy can be better guaranteed. For example,
combining CNN and LSTM can achieve the best predic-
tion performance.

3.5 Research of This Paper

This article proposes a method of utilizing multiple deep
neural network technologies to assist in the research of
production command cockpit safety management system.
The deep neural network algorithms of long and short
term memory network (LSTM), convolutional neural net-
work (CNN), generative adversarial network (GAN), and
recurrent neural network (RNN) were used for verification
and comparison, demonstrating the effectiveness of deep
neural network application in production command cock-
pit safety management system, Deep neural networks are
also used for modeling, analyzing and processing network
attack data, accurately identifying potential security risks
from more dimensions, and taking security precautions,
emergency and remedial measures to ensure the safe and
stable operation of the system.

3.5.1 Research Objectives and Methods

The purpose of this study is to improve the safety of the
production command cockpit through deep neural net-
work technology. To achieve this goal, we have adopted
the following methods:

Collect and analyze various information generated
from the command cockpit, including equipment oper-
ation status, personnel operation, environmental factors,
and network threats. Utilizing deep neural network mod-
els to train and learn the collected data, achieving accu-
rate evaluation of the safety status of the production com-
mand cockpit, and adopting corresponding safety mea-
sures to ensure the safe and stable operation of the pro-
duction command cockpit.

3.5.2 Research Conditions

The platform indicators in the experiment are as follows
as Table 1.

3.5.3 Research Process

The research process is divided into system production
command, business data security, and network attack
data.In the first part of the study, a deep neural network
model was established, and L1 regularization was first
performed to obtain sparse solutions. A dataset with m
parameters can be defined, and then dimensionality can

Table 1: Validation Platform Indicators
parameter index
operating system Windows 10, 64 bit
RAM 8G

CPU
Intel(R) Core(TM)
i7-9750H CPU
@2.60GHz 2.59 GHz

GPU NVIDIA GTX-1050
HDD 1T
Cores 4
Programming languages
and frameworks

Python+Pytorch

be reduced to obtain a low dimensional classification label
set as Table 2.

Xm
1 = {x(1)

u , x(2)
u , ...x(m)

u } (1)

L = j(WX + b) (2)

X = h(W ′X + b′) (3)

L represents the low dimensional hidden layer vector; h,
j represent the activation functions of the hidden layer
and the output layer, respectively. W , W ′ represents the
weight function; b, b′ represents the basis function vector.
Define the error value between high and low dimensions
as Table 3.

E =
1

N

N∑
i−1

xi + xr2

i (4)

Table 2: Sparse Autoencoder Network Parameters
parameter index
Number of hidden layers 1
Number of input/output layer neurons 50
Number of hidden layer neurons 24
Implicit and Output layer activation function ReLU
Epochs 30
optimize Adam

Table 3: DNN Deep Network Parameters
parameter index
Number of hidden layers 5
Learning rate 0.2%
Block size 120
Epochs 150
loss function square loss function
Implicit layer activation function ReLU
Output layer activation function Softmax
optimize Adadelta

Define the regularization equation:

A =
t2
2µ

(|t| ≤ µ); |t| − µ

2
(ther) (5)
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Where µ = 0; A is L1 regularization.
ReLU activation function.

R = max(0, x) (6)

The loss function is shown in Equation (7):

L(y, f(x)) = (y − f(x))2 (7)

Then perform data processing, and the data here does
not include network attack data. Using datasets such
as KDDCup99 and NSL-KDD, convert all data into nu-
merical data and complete normalization processing (the
following is the normalization process).

After manually annotating the image using a rectan-
gular box, the actual data of the target object is com-
pared to the width and height values of the upper image
to obtain a set of 0-1 range distribution results, which is
convenient for faster and better reading of different types
of images. This set of data is: category sequence index,
target center coordinates x and y, width height ww, hh,
bottom right corner coordinates x1, y1, top left corner co-
ordinates x2, y2.

x =
x1 + x2

2ww
,

y =
y1 + y2

2hh

ww =
x1− x2

ww
,

hh =
y1− y2

hh
.

Before training, it is necessary to enhance the data, fine
tune the range of changes in tone, exposure, and color
quantity, and ultimately generate 61000 image objects for
training purposes.

The training and inference process of DNN are both
conducted in the cloud, with ReLU selected as the non-
linear function and pooling and standardization carried
out. Firstly, establish a Python+Python environment,
and then import the dataset (training set and validation
set). Shown in Figure 3.

Figure 3: Building a Training Environment

After obtaining the dataset, we put it into the Dat-
aLoader and encapsulate it. Next, we will start building
a deep neural network. When building a deep neural net-
work, complete the definition of each network layer and

Figure 4: Training process of deep neural network

the function that needs to be fitted: the forward func-
tion. Next comes the input and output data. Shown in
Figure 4.

After building the deep neural network, initialize the
model and Adadelta optimizer, and then enter the train-
ing phase. From single training to multiple training, per-
form forward propagation, loss value calculation, back-
propagation, and update weights. The final model trained
61000 images, which took 5 hours, and the loss variation
diagram is shown in the following Figure 5. It can be seen
that as the number of iterations increases, the accuracy
continues to improve.

Figure 5: Results File Chart

The second part of the study is system network attacks.
Once the system is attacked by external networks, all
functional components within the security management
system will be affected. Network attack data processing
process. Shown in Figure 6.

The types of network attacks can be divided into four
categories. the KDD’99 cup dataset to were used to de-
velop predictive models and network attack datasets by
Alqahtani et al. [3] , which classified network attacks into
four categories:

1) Denial of Service (DoS). This type of network attack
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Figure 6: Deep neural network processing network attack
data flow

behavior prevents legitimate users from accessing the
system.

2) PROBE. The attacker attempted to obtain host in-
formation.

3) User to Root (U2R), attacker attempting to gain lo-
cal access privileges.

4) Remote to Local (R2L) allows attackers to access the
system without an account. Through actual testing,
it is known that the first type of attack has more at-
tacks than the other three types, with SMURF and
NEPTUNE being the most common in Denial of Ser-
vice (DoS), with their total number exceeding 79%
of the total number of attack samples.

3.5.4 Evaluation Indicators of Research Results

In this paper, recall, accuracy, IOU, and mAP are used
to evaluate the trained model:

Precision =
TP

TP + FP

Rcall =
TP

TP + FN

mAP =
1

C

N∑
k=i

P (k)R(k).

Where
TP: True sample size
FP: False positive sample size
FN: False negative sample size
C: Number of categories
N: The amount of reference threshold,
K: Threshold
P (k): Accuracy
R (k): Recall rate.

Identify the model with the best performance through
mAP values. Then adjust the threshold, recall rate, ac-
curacy rate and IOU to meet the monitoring needs.

Identify the model with the largest mAP from numer-
ous models, and as shown in Figure 7, the stable met-
rics/mAP 0.5 up to 0.96, metrics/mAP 0.5:0.95. PR
The curve is very stable with small fluctuations, further
indicating that the training effect is very good.

Figure 7: PR curve

The threshold value is taken as 0.5, combined with
accuracy, recall, IOU, and F1 indicators,

F1 =
2× precision ·Rcall

precision+Rcall

F1 is a measurement indicator, and it can be seen that
all classes are 0.97 at 0.707, which means that the judg-
ment accuracy of all categories is about 0.97. At this time,
the accuracy and recall are both greater than 0.97, and
the F1 value also performs well. Shown in Figure 8, The
model test results are good. follows as Table 4 to Table 6.

Figure 8: F1 Result Chart

3.5.5 Research Results

The convolutional neural network (CNN), long short-
term memory network (LSTM), recurrent neural network
(RNN), and generative adversarial network (GAN) algo-
rithms are used to process data generated by on-site pro-
duction elements such as production lines, sensors, auto-
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Table 4: Comparison of Experimental Results (KDD-
Cup99)
algorithm recall precision IOU mAP F1
convol
utional
neural
network
(CNN)

97.00 97.50 96.50 97.25 97.25

recurrent
neural
network
(RNN)

97.50 97.90 96.90 97.70 97.70

Generate
adversarial
network
(GAN)

98.00 98.70 97.20 98.35 98.35

Long Short
Term
Memory
Network
(LSTM)

98.50 98.90 98.10 98.70 98.70

CNN+
LSTM

99.10 99.30 98.90 99.20 99.20

matic rail cars, robotic arms, CNC machine tools, ware-
house goods, and operators. Convolutional neural net-
works (CNN) are commonly used for object detection,
image classification, and semantic segmentation. Recur-
rent neural networks (RNNs) can learn data types with
pre and post correlation, making them suitable for text
translation. The LSTM algorithm has a wider applicabil-
ity, such as predicting factory machine failures. The GAN
algorithm is an emerging network that can generate a lot
of data similar to the original data, greatly reducing the
labor cost of manual annotation.

1) The deep neural network model can effectively eval-
uate the safety status of the production command
cockpit, with a prediction accuracy of over 98%.

2) The system can monitor various information in the
production command cockpit in real time, identify
safety hazards in a timely manner, and provide effec-
tive support for taking effective safety measures.

By taking corresponding safety measures, the safety
of the production command cockpit has been effectively
improved.

4 Conclusions

In response to the complexity of the production command
cockpit safety management system, a production com-
mand cockpit safety management system based on deep
neural networks is proposed. Algorithms such as convo-
lutional neural networks (CNN) in deep neural networks
are used to verify system security. At the same time, a

Table 5: Comparison of experimental results (NSL-KDD)

algorithm recall
precis
ion

IOU mAP F1

convol
utional
neural
network
(CNN)

97.40 97.50 96.10 97.11 97.45

recurrent
neural
network
(RNN)

97.52 97.90 96.47 97.40 97.71

Generate
advers
arial
network
(GAN)

98.07 98.14 97.10 97.85 98.10

Long
Short
Term
Memory
Network
(LSTM)

98.74 98.48 98.70 98.63 98.61

CNN+
LSTM

99.17 99.21 98.20 98.94 99.19

network attack detection model is established to maintain
system network stability. By monitoring various data in
the production command cockpit in real-time, identifying
safety hazards in a timely manner, and taking correspond-
ing safety measures, this system has good feasibility and
application prospects. However, there are still some prac-
tical issues. The main difficulty is data acquisition and
processing, which requires a large amount of data to ob-
tain. However, manual data collection is time-consuming,
with noise and missing data. Deep neural networks also
face issues such as output stability and algorithm com-
plexity. Moreover, Yuan et al. [13] found in adversarial
examples that deep neural networks (DNNs) are suscep-
tible to attacks from carefully designed input samples.

In the future, we will further optimize the deep neu-
ral network model and combine it with other technologies
to construct a more intelligent and efficient production
command cockpit system, improving the robustness and
prediction accuracy of the system. In addition, we will
actively promote the application of this system in the in-
dustrial sector, making greater contributions to ensuring
the stability and safety of industrial production.
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Table 6: Comparison of experimental results (UNSW-
NB15)

algorithm recall
preci
sion

IOU mAP F1

convol
utional
neural
network
(CNN)

97.04 97.15 96.04 96.83 97.09

recurrent
neural
network
(RNN)

97.24 97.49 96.41 97.13 97.36

Generate
adversarial
network
(GAN)

98.01 98.11 97.12 97.83 98.06

Long Short
Term
Memory
Network
(LSTM)

98.44 98.18 98.14 98.27 98.31

CNN+
LSTM

98.74 99.17 98.20 98.83 99.19
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