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Abstract

Information security transmission is very important in the
Internet of Vehicles. In the traditional methods, the re-
mote node storage operation is not cooperative. In ad-
dition, the data block with low service evaluation is not
effectively processed, and the duplicate redundancy is per-
sistent, resulting in increased bandwidth pressure. Hence,
we propose an information dissemination security model
based on a generative adversarial network in the Internet
vehicle environment. The data is enhanced with genera-
tive adversarial networks. Based on the enhanced data,
practical features can be extracted to analyze the trans-
mitted data effectively. Experimental results show that
the proposed method enhances system security, informa-
tion transmission security, and network performance com-
pared with other methods.

Keywords: Data Enhancement; Generative Adversarial
Network; Information Dissemination Security; Internet
of Vehicle

1 Introduction

CACC (cooperative adaptive cruise control) [18]/20] based
on Internet of vehicle (IoV) means that the vehicle
equipped with adaptive cruise control system uses mobile
wireless communication technology such as DSRC (ded-
icated short range communications) [1,|14] to exchange
information with roads, people and cloud to solve prac-
tical problems such as traffic accidents and traffic con-
gestion. However, with the application and deployment
of IoV and vehicle-road collaboration technologies, due
to the openness of mobile communication and application
information [7,[15,|21], they not only meet the require-
ments of vehicle information interaction, but also provide

opportunities for virus intrusion. The intrusion of ma-
licious code can be accompanied by the transmission of
information between CACC vehicles, which can steal user
privacy or interfere with the normal running of vehicles,
resulting in serious security threats.

At present, the classical method to analyze the in-
formation transmission in the environment of IoV is to
use simulation method. Yao et al. |22] reviewed the
simulation methods in detail and analyzed the nonlin-
ear relationship between traffic flow, information flow and
vehicle-vehicle communication events. Based on the exist-
ing micro-traffic simulation model, Gupta et al. [8] built
an information transmission simulation framework in the
environment of the IoV and simulated the information
transmission between vehicles on the expressway. In ref-
erences [4,/13}|16], traffic flow was simplified as static traf-
fic flow, and by analyzing the statistical distribution of
traffic parameters, the constraints faced by information
flow propagation were discussed. However, these sim-
ulation methods lack strict theoretical model support.
Zhou et al. |24] considered communication constraints,
analyzed the relationship between information propaga-
tion and traffic flow mechanics, established an informa-
tion flow propagation model, and described the dynamic
behavior of information flow propagation. Du et al. [6]
divided the road into multiple cell units and constructed
an information-coupled cell transport model (IT-CTM)
to capture the flow of information within and between
cells. Adaptive CruiseControl (ACC) is a widely used
driver assistance system, and it is also the first step to
realize automatic driving. ACC technology mainly col-
lects the distance between the vehicle and the forward
vehicle through on-board sensors such as radar, and au-
tomatically adjusts the speed of the vehicle to maintain
a reasonable safety distance with the front vehicle. Col-
laborative adaptive cruise control technology is the sec-
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ond step to realize autonomous driving, which means
that vehicles equipped with adaptive cruise control sys-
tem realize vehicle-to-vehicle interconnection communi-
cation through vehicle-to-vehicle networking technology.
That is, the vehicle can not only sense the environment
ahead through radar sensors, but also obtain information
between the vehicle in front and other vehicles through
wireless communication technologies such as DSRC, so
that the connected vehicles can cooperate to complete the
control and manipulation. Compared with ACC, CACC
technology enables vehicles to obtain more information
about surrounding vehicles, such as speed, acceleration,
etc., and can react in real time according to the running
status of other vehicles. Therefore, it can shorten the
safety distance between vehicles, reduce the speed fluctu-
ation of the road fleet, improve the operating efficiency
of road traffic flow, reduce the incidence of road traffic
accidents, and improve the driving comfort.

To sum up, most of the studies conducted by experts
and scholars on the information dissemination of the In-
ternet of vehicles aimed at the well-intentioned informa-
tion, without considering the intrusion of malicious virus
information. In addition, most of the current informa-
tion dissemination models do not consider the interaction
between different types of traffic flows. Based on this,
aiming at the realistic road traffic environment in which
CACC vehicles and ordinary vehicles are driving together,
this paper constructs a dynamic model of virus transmis-
sion in the vehicle-connected environment, aiming to pro-
vide a theoretical basis for studying the virus transmission
law in the vehicle-connected environment, and provide an
effective method for suppressing the transmission of virus
information, so as to ensure the safety of CACC vehicle
information transmission.

2 Proposed Information Dissemi-
nation Security Model

Generative adversarial network (GAN) is a generative
model based on zero-sum game idea [12}/19], which has
been applied in many fields such as image generation, traf-
fic sign recognition and traffic accident detection. GAN
is mainly composed of generator and discriminator. The
main function of the generator is to learn the distribution
of real data, and the discriminator determines whether the
data is real data or the data generated by the generator
based on the input data. According to the discriminant
results, the generator G and discriminator D continue to
optimize and finally reach a Nash equilibrium, that is, the
discriminator D cannot determine whether the input data
is real or generated data.
The objective function of GAN optimization process
is:
mingmaxpL(G,D) = A+ B. (1)

Where A = E;_p,,,,.,l09(D()), B=E._p__ log(1—
D(G(%))), E is the mathematical expectation of the dis-
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tribution specified in the subscript. Pygta(s) is the dis-
tribution of the real data x. P, is the distribution of
generated data. D(zx) is the discriminant function of the
discriminator. G(z) is the data generated by the genera-
tor.

In this paper, both the generator and discriminator of
GAN are fully connected neural networks, and the active
function is the rectified linear unit (ReLU) [3,9] function,
which can effectively alleviate the gradient disappearance
problem. The generator and discriminator are optimized
using the Adam optimizer [11], which has the advantages
of high computational efficiency and is suitable for unsta-
ble objective functions.

The learning rate of generator and discriminator is set
to 0.01, and the number of neurons in the hidden layer
of generator and discriminator is set to 128. After 10*
rounds of iterative training, GAN extended data set con-
taining 8058 on-board data and 12060 normal operation
data is obtained. In order to test the performance of the
GAN proposed in this paper, a normalization method is
used to process the extended and original GAN data sets
to eliminate the dimensional effects and facilitate the com-
parison of data distribution between the two types of data
sets. The normalization processing formula is as follows:

T — min
1<j<n

(2)

Y= ey — min
1<j<n  1<j<n
Where, x; and y; are the data before and after normal-
ization processing respectively.

In order to analyze the communication probability of
CACC vehicles, this paper first automatically divides the
road into several cells of equal length based on cells, and
each car occupies one cell [2]. To make the simulated traf-
fic flow more consistent with the real situation, the safe
distance model was introduced to further improve the sim-
ulation accuracy. The model evolution process includes
constant velocity, acceleration, deceleration and position
updating. Kim et al. [11] believed that if CACC vehicles
wanted to complete the communication function, there
should be at least one CACC vehicle in a communication
range on the road network. However, considering that the
transmission of wireless signal between vehicles will be af-
fected by other uncertain factors such as driving speed,
channel quality and environmental changes, the wireless
signal will be dynamically attenuated during transmis-
sion. Therefore, if the CACC vehicle wants to complete
the communication function, it must ensure the reliability
of signal transmission in the communication range while
ensuring that there is at least one CACC vehicle in the
communication range. Based on this, this paper proposes
a calculation method for the communication probability
of CACC vehicles in the networked vehicle environment,
and the communication success probability P, is:

[1 - (Pl + P2)m]PSuc- (3)

Where m is the total number of cells discretized into
roads within the communication range; P1 is the proba-

Pcom =
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bility that the cell is not occupied by the vehicle; P2 is
the probability that the cell is occupied by ordinary vehi-
cles. P, is the probability that the signal will be reliably
received.

_,_N®
Pl=1- . (4)
_ (1—g)N(®)
pP2=-—""7 (5)

Where N(t) is the total number of vehicles at time ¢ of
simulation; N is the total number of discrete cells of the
entire lane. ¢ is the ratio of CACC vehicles on road.

The bidirectional generative adversarial network
adopts the adversarial tuple strategy, which can not only
generate the same data distribution as the training sam-
ple, but also output the hidden space feature representa-
tion of the training sample. The bidirectional generation
adversarial network can capture the hidden space feature
representation of training sample data through multiple
iterative adversarial networks. Therefore, by making full
use of the image semantic feature abstraction ability of
the bidirectional generation network and generating the
feature sequence with the image essential feature descrip-
tion ability, the perceptual hash code with stronger im-
age content representation ability can be constructed and
the image content forensics performance can be improved.
In this study, a perception hash image content forensics
algorithm based on BiGAN is proposed. By optimiz-
ing and enhancing the bidirectional generative adversarial
network structure, the bidirectional generative adversarial
network can improve its ability to learn complex data dis-
tribution, and generate data distribution consistent with
complex training samples (such as natural images). At
the same time, the learning performance of the poten-
tial features of the sample data is enhanced, the hidden
space feature representation of the sample image is output
and the perceptual hash code is quantitatively generated,
which realizes the image content authentication and copy-
right protection based on the perceptual hash.

The basic model of the image perception hash gen-
eration network based on BiGAN consists of four sub-
networks, namely as shown in Figure[l] encoding network
E, generation network G, joint discriminant network D
and jump-layer network S. Where, the encoding network
E implements mapping F : © — FE(z) from the origi-
nal image data x to the potential feature representation
E(x). The input is the normalized training image, and the
output is the image hidden space feature encoding. The
generation network G maps the preset noise distribution
z to a data distribution G(z) that is consistent with the
target image sample, G : z — G(z). Joint discriminant D
network to distinguish the input data tuples from encod-
ing or generate network D : ((z, E(x)),(G(z),2)) — 0, 1.
Aiming at the problems of low quality of generated image
and insufficient ability of output feature code represen-
tation in bidirectional generative adversarial network, a
jump layer network S is added between encoding network
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FE and generating network G to realize the transmission
of different dimension feature information between cod-
ing network E and generating network G, and the mean
square error (MSE) loss is added to the network optimiza-
tion loss. The content representation ability of the images
generated by the generation network G is enhanced, so
that the generation network G can output high-quality
images with complex texture distribution. At the same
time, based on the counter loss of the joint discrimina-
tion network D, the reverse excitation coding network E
outputs more representative image hidden space feature
coding, and improves the quality of the generated image
perceptual hash code.

Where, E represents the coding network, G represents
the generation network, D represents the joint discrim-
inant network, S represents the added jump-layer net-
work, Reallmage represents the training sample Image,
and Generated Image represents the generated image.

The perceptual hash generation algorithm based on Bi-
GAN makes full use of the self-learning ability of the
bidirectional generative adversarial network, and gener-
ates the image perceptual hash code by encoding the
hidden space features output by the coding network E.
Through the iterative confrontation between the genera-
tion network G, coding network E and joint discriminant
network D, as well as the optimization and enhancement
of the jump-layer network S and the mean square error
loss MSE, the hidden space feature representation capa-
bility of the image perception hash code is continuously
improved, and the effective balance between the authen-
tication robustness and discrimination sensitivity of the
perception hash code is achieved.

In the perception hash generation network based on
BiGAN, the role of coding network E is to extract the
hidden space feature information from the original image
and generate the image perception hash sequence. The
encoding network designed in this study consists of 10
layers of convolutional neural network, each layer of con-
volutional neural network includes three data operation
processing: image Conwv2d, BatchNorm and activation
(LeakRelu). The initial input of the coding network is
the normalized training sample image. At the same time,
in order to improve the hidden space feature representa-
tion ability of the output feature coding, the convolutional
layer output of the fifth, sixth and seventh layers of the
encoding network F is transmitted to the same dimen-
sional network layer of the generating network G through
the jump-layer network S as an input, and the image fea-
ture information of different dimensions extracted by the
coding network F is linked to the generating network G to
improve the visual quality of the generated image and the
network convergence speed. The convolutional output of
the last layer of the coding network E is used as the image
hidden space feature representation sequence to generate
the image perception hash code. The detailed parameter
information of coding network E in Bigan-based percep-
tive hash generation network is shown in Table[l] Among
them, the parameters in the first column of the config-
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Figure 1: The structure of perceptive hash image forensics algorithm based on BiGAN

uration column represent the number of filters. It can
be seen that the coding network E adopts the multiplica-
tion method to increase the number of filters, and finally
forms an image perception hash code with good hidden
space feature representation ability. The parameters in
the second column are the size of the sensitivity field of
the convolutional operation, the length of the convolu-
tional step, and the number of rows/columns added to the
input side. The third column parameter is the slope of
LeakRelu activation function adopted. In addition to the
last convolution layer, BatchNorm operation is applied
after every convolution operation in the experiment to
ensure that the training sample data is distributed in the
sensitive region of the activation function, so as to avoid
the disappearance of gradient and speed up the conver-
gence of the model. In the experiment, a self-learning cod-
ing network structure model with 10-layer network struc-
ture, including 10 convolutional layers, 9 batch normal-
ization layers and 9 activation layers, is selected to ensure
that the network output hidden space feature coding with
strong representation ability, considering the influence of
the number of convolutional layers on the network oper-
ation efficiency and the ability to generate sensing hash
code feature representation.

3 Simulation Experiment

Due to the participation of a large number of users, each
user may set a different local policy II, which will affect
the stability of the P2P network, so the local policy should
be given by the designer according to the security prin-
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Table 1: Detailed parameter design in encoding network

Layer | Function value
1 Conv2d, BatchNorm2d, LeakyRelu | 32,[3,1,1],0.01
2 Conv2d, BatchNorm2d, LeakyRelu | 64,[4,2,1],0.01
3 Conv2d, BatchNorm2d, LeakyRelu | 128,[4,2,1],0.01
4 Conv2d, BatchNorm2d, LeakyRelu | 256,[5,1,0],0.01
5 Conv2d, BatchNorm2d, LeakyRelu | 512,[4,2,0],0.01
6 Conv2d, BatchNorm2d, LeakyRelu | 512,[4,1,0],0.01
7 Conv2d, BatchNorm2d, LeakyRelu | 512,[4,2,0],0.01
8 Conv2d, BatchNorm2d, LeakyRelu | 1024,[4,1,0],0.01
9 Conv2d, BatchNorm2d, LeakyRelu | 2048,[1,1,0],0.01
10 Conv2d, BatchNorm2d, LeakyRelu | 1024,[1,1,0]
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Table 2: Service evaluation analysis
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Figure 2: Visual result

ciple of the default value, common users use the default
value. In order to explain the value range of local policy
II, according to the general safety principle, the analysis
diagram is given, the designer can determine the specific
value according to the weighted result.

This model takes 4 language variables y, k, w and z to
analyze service evaluation, and their weights are all 25%,
as shown in Table

When the information is published, it is first divided
into several data blocks, and distributed agents store it in
neighboring nodes. In this case, subsequent nodes need
to search for data blocks when accessing them. Since the
local resource list stores a large amount of data block
information, the subsequent node only needs to search
for one data block, which is a constant less than the total
number of data blocks. Its value size is restricted by the
amount of information stored in the local resource list,
and its search efficiency is comprehensively affected by
data block availability, reliability k, optimal search, and
data integrity w, etc. Their thresholds are generally set
at 0.5, 0.6, 0.5, 0.3. When they are lower than this value,
the data service evaluation value is lower than 0.5, then
the data is cached or cleared; Otherwise, the data is safely
available.

Because the higher the activity of nodes, the more
times the nodes are evaluated, the greater the sharing de-
gree of the stored data blocks, the more reliable the com-
prehensive service evaluation, the effective supervision of
data security, and the enhanced stability of the system.
You can modify the threshold if you need to search for as
much information as possible but the information is not

widely shared.

Between any two nodes in the cluster, because of the
uniqueness of its coding, there must be different bits of
coding, so the probability of establishing a communica-
tion link between any two nodes is 100%. The com-
parison of the communication cost simulation experiment
data between the random key model and the information
transmission model in the process of key establishment is
shown in Table [3|and Figure

Table 3: Comparison of communication overhead with
different nodes/s

Model 2000 | 5000
GAN [25] | 3.3 5.7
ECT [26] | 2.5 3.1
RMN [5] | 1.4 1.9
Proposed | 0.8 1.2

As can be seen from Table[I] when the number of nodes
is relatively small, the communication cost of the trans-
mission model is less than that of the random key model,
because the key path establishment between nodes in the
transmission model only needs one communication. In or-
der to improve the security performance, the random key
model does not create paths at one time, but generates
new keys through mutual random numbers. In the first
communication between nodes in the cluster ,

two more times of communication will be carried out. Rel-
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ative to the improvement of its security performance, a
small increase in the communication overhead between
nodes in the cluster is acceptable. When the number of
nodes increases sharply, the communication cost of the
random key model is less than that of the transmission
model, because with the increase of the number of nodes,
the intercluster communication greatly increases, and the
probability of the direct first path establishment of the
random key model in the intercluster communication is
increased.

4 Conclusions

Based on the dual key building algorithm based on GAN
model, a new random key building algorithm based on
dual coding is proposed. Theoretical analysis and simu-
lation results show that the new algorithm can effectively
improve the probability and security performance of di-
rect dual key establishment between any two nodes, and
also save the communication cost in the communication
between nodes. Therefore, it can be considered that this
is a better performance IoV key establishment algorithm.
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