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Abstract

Signature-based intrusion detection usually has a high de-
tection rate for known attacks. However, they cannot
detect unknown attacks whose patterns aren’t present
in their predefined pattern memory. Therefore, extend-
ing the capability of signature-based intrusion detection
to detect unknown network attacks is crucial. This pa-
per proposes a signature-generation approach that mainly
uses an anomaly-based method to find unknown attacks
and then extract their patterns to generate signatures
in the signature-based intrusion detection system. Un-
like other packet-level anomaly detectors, we design a
flow(s)-level anomaly detector to find unknown attacks
in our signature-generation approach. Experiments on
the 1999 Defense Advanced Research Projects Agency
(DARPA) dataset show that our anomaly detector per-
forms better in detecting Dos and Probe attacks than
packet-level anomaly detectors. Moreover, we also gen-
erate new Snort rules for Dos and Probe attacks using a
signature-generation approach. The experimental results
show that the newly generated rules enhance Snort’s abil-
ity to detect network attacks and reduce the false positive
rate.

Keywords: Flow(S)-Level; Intrusion Detection System;
Signature-Based; Unknown Attacks

1 Introduction

As we know, two main approaches, the signature-based
method and the anomaly-based method, are used to
build a network intrusion detection system (IDS). In the
anomaly-based method IDS, the normal profiles are cre-
ated in advance from the attack-free dataset. If the cur-
rent activity deviates from the normal profiles, it is con-
sidered as abnormal activity. Therefore, the anomaly-
based IDS can find unknown network attacks. The
signature-based method IDS is usually very powerful in
detecting known attacks and does not find unknown at-

tacks whose patterns are not included in the pattern
repository.

As described in [20], signature-based IDS usually has
the absolute advantages over anomaly-based IDS when
deployed in the actual network environment. For exam-
ple, Snort [18] is a lightweight signature-based IDS that
uses predefined rules to detect attacks. However, given
the growing number of novel attacks or the increasing
diversity of network attacks, signature-based IDS is not
suitable for detecting network attacks in a complex net-
work environment. Therefore, we develop a the signature-
generation approach to extract patterns of unknown net-
work attacks and then generate signatures in signature-
based IDS. The contribution of this paper is given below:

1) We design the flow(s)-level anomaly detector (FLAD)
to find novel network attacks. Compared to other
anomaly detectors, such as the packet-level head
anomaly detector (PHAD), the application-layer
anomaly detectors (ALAD) and exponential smooth-
ing Kullback-Leibler distance detector (ES-KLD),
our FLAD can achieve better performance on novel
network attacks, especially those involving multiple
flows.

2) A signature-generation approach is introduced to ex-
tract the patterns of novel or unknown attacks and
then convert them into signatures that can be used
by signature-based IDS to detect subsequent similar
network attacks.

3) We apply our FLAD to find Dos and Probe attacks in
the 1999 DARPA dataset [21] and use the proposed
signature-generation approach to generate rules in
Snort according to the extracted patterns. Experi-
mental results show that the newly generated rules
not only expend Snort’s ability to detect network at-
tacks, but also reduce the false positive rate com-
pared to existing Snort rules.

The remainder of this paper is organised as follows. Sec-
tion II presents related work on anomaly detection meth-
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ods for finding novel attacks. Section III presents our
flow(s)-level anomaly detector in detail. Section IV de-
scribes our proposed signature-generation approach in de-
tail. Section V mainly analyses the experimental results.
Finally, Section VI summarises the work in this paper and
points out future work.

2 Related Work

Anomaly detection technologies are effective means of de-
tecting unusual or unexpected activities. Therefore, many
researchers have adopted them in the field of network se-
curity to detect unknown attacks. In [19], the taxon-
omy of anomaly-based IDS was presented, which mainly
can be divided into three categories: Classification-based
methods in [2,4,5], Clustering-based methods in [7,16,17]
and Statistical-based methods in [6,13,14]. Classification-
based methods are semi-supervised algorithms, which
establish normal profiles from the attack-free training
dataset. If the current behavior deviation from the normal
profiles can be classified as abnormal. For example [5]
introduced the enhanced J48 algorithm for anomaly de-
tection, and experiments on NSL-KDD intrusion dataset
showed that the proposed approach got 99.88% accu-
racy rate (AR) with 10-fold cross validation policy. [4]
proposed a deep learning approach, Long-Short-Term
Memory (LSTM) for anomaly detection and eventually
achieved 85% accuracy on the coburg intrusion detection
data sets (CIDDS).

Clustering-based anomaly detectors are mainly related
to unsupervised learning algorithms that don’t require
a pre-labelled dataset. Clustering for anomaly detec-
tion is usually based on the following strong assump-
tions: normal instances have an overwhelmingly large
fraction as attack instances and there is a clear bound-
ary between normal and attack instances. For example,
in [7], density-based spatial clustering of applications with
noise (DBSCAN) was proposed for anomaly detection.
Compared with the traditional k-means algorithm, DB-
SCAN algorithm-based IDS has higher accuracy. [16] in-
tegrated Sub-Space with One Class Support Vector Ma-
chine (OCSVM) to detect unknown attacks, and experi-
ments with the NSL-KDD intrusion dataset showed that
the proposed method has better performance compared
to existing approaches.

Statistical-based methods mainly use statistical prop-
erties to structure the normal profile from the attack-free
network dataset and apply statistical inference to deter-
mine whether the new instance deviates from the nor-
mal profile. the statistical-based approaches presented in
[6, 13, 14] monitor protocol packet fields for anomaly de-
tection. For example, packet header anomaly detector
(PHAD) [13] monitors 33 fields of the entire transfer con-
trol protocol (TCP)/internet protocol (IP) stack packet
header to establish normal profiles, and [14] examines the
text-based fields of application layer protocols (e.g. Hy-
pertext Transfer Protocol, File Transfer Protocol, and

Simple Mail Transfer Protocol) to build models of nor-
mal behavior for anomaly detection. In [6], an anomaly
detection mechanism using the exponentially smoothing
kullback-leibler distance (ES-KLD) is proposed to detect
Dos and DDos attacks. Experiments on three datasets
showed that the ES-KLD approach could achieve the best
detection rate and the lowest false positive rate compared
to other anomaly detection solutions.

The hybrid IDS presented in [3, 11, 15] combine
the anomaly-based detector simultaneously with the
signature-based detector. [3] proposed an improved hy-
brid IDS that combined the results of the signature-based
detector and the anomaly-based detector (decision tree
based on the C4.5 algorithm) to obtain the final results.
The experimental results showed that the proposed hybrid
IDS achieved an accuracy rate of 99.8% and a false posi-
tive rate of 0.1%. [15] presented a hybrid IDS for detect-
ing known and unknown attacks in the Internet of Things
(IOT) and the proposed hybrid IDS achieved a detection
rate of 96.9%. The above hybrid IDS only combine the
results of the signature-based detector and the anomaly
detector to improve the detection accuracy, but don’t gen-
erate signatures of unknown attacks in Signature-based
IDS.

3 Proposed Anomaly Detector

Statistical-based anomaly detectors often have better se-
mantic analysis of the detected results than other anomaly
detectors, such as classification-based and clustering-
based anomaly detectors. For example, statistical-based
anomaly detectors can tell which features contribute most
to the currently detected attack, and network security ad-
ministrators can use these features to create rules in the
signature-based IDS to detect subsequent similar attacks.
Therefore, we developed a statistical-based anomaly de-
tector, flow(s)-level Anomaly Detector (FLAD), to detect
new or unknown attacks.

3.1 Packet-Level Anomaly Detector

The packet-level anomaly detector mainly detects anoma-
lies in the packet fields, such as packet header fields and
packet payload fields. in [13], a packet header anomaly de-
tector (PHAD) was proposed to detect anomalies, which
mainly learns the normal profile by monitoring 33 packet
header fields, such as source IP address, destination IP
address, source port destination port, protocol, and so
on. In PHAD, the anomalous score of each packet header
field is formally defined by

Scorefield =
tn

r
(1)

Where r is the distinct anomaly values during the training
period, n is the total observed times in the training phase,
and t is the time since the last anomaly in the current
field. In PHAD, the anomalous score of the whole packet
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is formally defined by

Score packet =
∑

i∈ anomalous fields

tini

ri
(2)

3.2 Proposed Flow(s)-Level Anomaly De-
tector

The network flow is defined in [12] and consists of a se-
ries of IP packets that share the following characteristics:
Source IP address, Destination IP address, Source port,
Destination port, and Protocol identifier. Packet-level
features contain the information about the packet header
or payload of the packet. Flow-level features usually ex-
press the aggregated information of related packets in a
flow, and flow(s)-level features contain the aggregated in-
formation of multiple flows. The packet-level detector can
find attacks whose patterns are contained in the packet
header or payload. However, it often suffers from en-
crypted packet payload. Moreover, it cannot find attacks
whose patterns occur in multiple flows, such as denial-of-
service(Dos) attacks, worm attacks, flooding attacks, etc.
Therefore, the flow(s)-level detector has more advantages
in identifying communication patterns between hosts than
the packet-level detector.

We extracted 28 different statistical flow(s)-level fea-
tures from the KDDCup’99 dataset [9]. Table 1 shows
the details of the extracted flow(s)-level features. We
develop the flow(s)-level Anomaly Detector (FLAD) to
find anomalies affecting single or multiple traffic flows.
Inspired by PHAD, our FLAD creates a non-stationary
normal profile based on the 28 extracted flow(s)-level fea-
tures for anomaly detection. We can use [1] tools to gen-
erate the flow(s)-level datasets from the offline file (pcap).
The flow(s)-level datasets provide information about the
semantic information of the network communication at
a higher level than the packet-level traffic. Therefore,
FLAD has more advantages in finding anomalies whose
patterns span multiple flows compared to PHAD.

In addition, we found that the PHAD approach ig-
nores the high-frequency characteristics of nonanomalous
fields. For example, sending an email once in the mail
bomb attacks can be considered normal behavior. How-
ever, high-frequency email behavior within a short period
of time may belong to aggressive behavior. When normal
email traffic occurs in the attack-free training dataset,
the PHAD method considers the packet-level fields asso-
ciated with the email traffic as normal. Therefore, PHAD
doesn’t compute anomalous values in the detection phase,
resulting in a high false negative rate for mail bomb at-
tack detection. To address the shortcomings of PHAD,
we choose flow(s)-level features that can express the fre-
quency characteristics of communication between hosts.
Regardless of whether the current flow(s)-level feature
belongs to the anomalous fields, our FLAD counts its
anomalous score in the detection phase. Therefore, for
each flow(s)-level feature, FLAD calculates the anoma-

lous score as follows:

Score feature =


tn
r , feature ∈ anomalous features

f
t′ , feature /∈ anomalous features

Where r is the distinct anomaly values during the training
period, n is the total observed times in the training phase,
and t is the time since the last anomaly in the current
field. t’ is the time since the last equal value in the current
field, and f is the observed times of the current value of
the feature during the detection phase. In FLAD, the
anomalous score of the flow is formally defined by

Score flow =
∑

feature∈flow

Score feature (3)

3.3 Proposed Signature-Generation Ap-
proach

In this work, we developed a signature generation ap-
proach that mainly uses FLAD to first find unknown at-
tacks and then extract their patterns that can be used
by signature-based IDS to detect similar attacks. Our
FLAD belongs to the statistics-based anomaly detection
methods, so it provides a better explanation for the pre-
dicted results. For example, FLAD can tell us which
top N features contribute to the current detected anoma-
lies. Therefore, we use FLAD to find the unknown at-
tacks and then extract their patterns from the flow(s)-
level features that contribute most to their detection.
For example, we use FLAD to find mail bomb attacks
from the 1999 DARPA intrusion detection offline evalu-
ation dataset. The experimental results show that the
flow(s)-level feature (srv count=8) contributes the most
to mail bomb attack detection. Therefore, the statis-
tical values (srv count=8, destination ip=SMTP server,
destination port=25, protocol type=tcp) of FLAD can
be considered as the final patterns of mail bomb at-
tacks. According to the generated patterns, the signature-
based IDS can use the following rule (srv count=8, desti-
nation ip=SMTP Server, destination port=25) to detect
mail bomb attacks in the future. The flowchart of the
proposed signature-generation approach is shown in Fig-
ure 1.

Figure 1: The flowchart of signature-generation approach
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Table 1: The selected flow(s)-level features from KDDCup’99 dataset

No. Feature Name Granularity Type
1 duration flow-level continuous
2 protocol type flow-level symbolic
3 service flow-level symbolic
4 flag flow-level symbolic
5 src bytes flow-level continuous
6 dst bytes flow-level continuous
7 land flow-level discrete
8 wrong fragment flow-level continuous
9 urgent flow-level continuous
10 count flows-level continuous
11 srv count flows-level continuous
12 serror rate flows-level continuous
13 srv serror rate flows-level continuous
14 rerror rate flows-level continuous
15 srv rerror rate flows-level continuous
16 same srv rate flows-level continuous
17 diff srv rate flows-level continuous
18 srv diff host rate flows-level continuous
19 dst host count flows-level continuous
20 dst host srv count flows-level continuous
21 dst host same srv rate flows-level continuous
22 dst host diff srv rate flows-level continuous
23 dst host same src port rate flows-level continuous
24 dst host srv diff host rate flows-level continuous
25 dst host serror rate flows-level continuous
26 dst host srv serror rate flows-level continuous
27 dst host rerror rate flows-level continuous
28 dst host srv rerror rate flows-level continuous

4 Experiments and Results

4.1 Datasets

We evaluated our FLAD approach using the 1999 DARPA
offline evaluation dataset [21]. The 1999 DARPA dataset
contains three weeks of offline traffic as a training dataset
and two weeks as a test dataset. In the training dataset,
the first and third week data do not contain attacks, so
they are normally used to train the normal profiles in the
anomaly detection methods. The test dataset consists of
the fourth and fifth week data and contains 201 instances
of 58 attack types. We use the test data to evaluate the
performance of the anomaly detection methods.

4.2 Experiments and Results

The C++ language is used to implement our proposed
FLAD approach. In FLAD, the selected flow(s)-level fea-
tures from the KDDCup’99 dataset can be divided into
three categories: discrete, symbolic, and continuous. For
the discrete or symbolic features, such as land, urgent,
flag, and service, we directly store all the values that

appear in the training dataset when we construct the
normal profile model. For the continuous features, such
as src bytes, dst bytes, and count, which are inspired by
PHAD, we use the cluster-32 approach to store all values.

We select 7 days of the attack-free dataset (week 3) and
9 days of the dataset (weeks 4 and 5, except for day 2 of
week 4, which is missing) from the 1999 DARPA dataset
as training and test datasets and use them to evaluate
the performance of three statistical-based anomaly detec-
tion approaches: FLAD, packet header anomaly detec-
tor (PHAD) [13] and application layer anomaly detector
(ALAD) [14] and exponential smoothing Kullback-Leibler
distance detector (ES-KLD) [6].

Table 2 illustrates the final normal model created us-
ing our FLAD with cluster-32 method. Figure 2 and Fig-
ure 3 show the detection rate (DR) of four statistics-based
anomaly detection approaches for detecting Dos attacks
and Probe attacks under different thresholds (the num-
ber of false positives). From Figure 2 and Figure 3, it
can be seen that our FLAD approach has a higher AR
than PHAD, ALAD and ES-KLD methods. As shown in
Figure 4 and Figure 5, our FLAD method can find more
types of Dos and Probe attacks compared to the other
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three approaches. This is mainly because FLAD uses
flow(s)-level features to find network anomalies. Com-
pared to packet-level features, flow(s)-level features con-
tain the aggregated information of multiple network traf-
fic flows and provide deeper insight into the patterns of
Dos and Probe attacks. Moreover, PHAD and ALAD ig-
nore the frequency characteristics of non-anomalous fields
and don’t count their anomalous values. FLAD counts
anomalous values of non-anomalous fields in the detection
phase, which reduces the false negative rate in detecting
Dos and Probe attacks.

4.3 Extract Patterns of Unknown At-
tacks

For FLAD, which belongs to statistical-based anomaly de-
tectors, FLAD can show better analysis for the detected
network attacks than other anomaly methods. Table 3
and Table 4 show the detected Dos and Probe attacks
using our FLAD cluster-32. The column ”FA” describes
the number of false alarms before the current attack is
detected, and the ”How Detected” column shows which
features contribute the most to the current detected at-
tack. Therefore, we extract the values in the ”How De-
tected” column as patterns or signatures of the currently
detected attack. These extracted patterns can be used by
the signature-based IDS to detect other similar network
attacks.

Moreover, compared to PHAD and ALAD, we found
that the features used by FLAD better describe the pat-
terns of Dos and Probe attacks. For example, PHAD de-
tects the mail bomb attacks based on the anomalous value
of 253 in the TTL field, and ALAD finds the mail bomb
attacks based on the application field in which the SMTP
command ”main” is lowercase. However, the two fields
cannot reflect the high frequency characteristics of mail
bomb attacks well. Therefore, they have poor general-
ization performance in detecting the subsequent variants
of mail bomb attacks. As shown in Table 3, the feature
srv count at the flow(s)-level contributes the most to mail
bomb detection in our FLAD. As we know, the feature
srv count expresses the number of connections to the same
service as the current connection in the last two seconds,
so its values can provide insight into the high-frequency
characteristics of mail service flooding in a given time in-
terval.

4.4 Performance Analysis of Proposed
Signature-generation Approach

In proposed signature-generation approach, we mainly use
FLAD to detect unknown attack and then extract the
features contained in the ”How Detected” column as the
final patterns of attacks. To prove the effectiveness of
proposed signature-generation approach, we convert the
extracted patterns into Snort’s rules, and [20] presented
the details of generating Snort’s rules using the extracted
flow(s)-level features. Due to limited space, Table 5 shows

Figure 2: The detection rate (DR) of DoS attacks on
different thresholds (Allowing False Alarms)

Figure 3: The detection rate (DR) of probe attacks on
different thresholds (Allowing False Alarms)

Figure 4: The number of detected DoS attack categories
on different thresholds (Allowing False Alarms)

Figure 5: The number of detected probe attack categories
on different thresholds (Allowing False Alarms)

the partially regenerated Snort’s rules for detecting Dos
attacks using the extracted patterns.

To verify the effectiveness of proposed signature-
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Table 2: The built normal profile using FLAD method
Feature Name r/n Values
duration 1740/354788 0-47726 47929-50894 ...
protocol type 3/354788 udp, tcp, icmp
service 20/354788 pop 3,X11,netbios ssn,smtp,telnet,ftp,ftp data,

http,ecr i,finger,auth,time,ssh,printer,oth i,
eco i,urh i,other, ntp u,domain u

src bytes 446/354788 60-390277 407503-649293 ...
dst bytes 609/354788 0-816043 845350-898194 ..
land 1/354788 0
wrong fragment 1/354788 0
urgent 7/354788 0 1 3 .....
count 1285/354788 0-114 116-237 239 ...
srv count 1286/354788 0-109 111-219 221 ...
serror rate 23/354788 0 0.03 0.04 ...
srv serror rate 25/354788 0 0.02 0.03 ...
rerror rate 21/354788 0 0.04 0.05 ...
srv rerror rate 38/354788 0-0.11 0.12-0.24 ...
same srv rate 38/354788 0-0.2 0.22-0.48 ...
diff srv rate 38/354788 0-0.06 0.07-0.12 ...
srv diff host rate 86/354788 0-0.02 0.03-0.42 ...
dst host count 101/354788 0 -31 33-70 72 ...
dst host srv count 101/354788 0-28 30-68 70 ...
dst host same srv rate 51/354788 0-0.39 0.47-0.68 0.71 ...
dst host diff srv rate 79/354788 0-0.26 0.37-0.69 0.73 ...
dst host same src port rate 45/354788 0-0.14 0.17-0.28 ...
dst host srv diff host rate 87/354788 0-0.12 0.15-0.24 ...
dst host serror rate 60/354788 0-0.3 0.31-0.52 ...
dst host srv serror rate 59/354788 0-0.27 0.28-0.49 ...
dst host rerror rate 63/354788 0-0.41 0.45-0.68 0.73 ...
dst host srv rerror rate 78/354788 0-0.38 0.43-0.5 0.57 ...

Table 3: The detected DoS attacks using FLAD

Attack Name FA How Detected
Teardrop 1 wrong fragment=1
Land 1 land=1
Neptune 11 dst host same srv rate=0.99
Apache2 20 serror rate=0.02
Tcpreset 26 rerror rate=0.18
Back 28 srv rerror rate=0.99
Smurf 47 srv count=1286
Pod 91 wrong fragment=1, src bytes=64000
Processtable 142926 count=3
Dosnuke 276769 srv count=5
Mailbomb 304885 srv count=8
Sshprocesstable 308540 srv count=9

generation approach, we evaluate the performance of our
newly generated rules, existing Snort rules [8], and third-
party rules [10] separately. As shown in Table 6, the newly
generated rules receive a lower FPR and a higher AR than
the existing Snort rules and the third-party rules. This
is mainly because the flow(s)-level keywords used in our
newly generated rules provide better insight into the se-

mantics of Dos and Probe attacks than the packet-level
features used in the existing Snort rules and third-party
rules.
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Table 4: The detected probe attacks using FLAD

Attack Name FA How Detected
Insidesniffer 17 urgent=27, serror rate=0.01
Satan 19 srv rerror rate=0.92
Queso 26 state=RSTOS0
Mscan 35 dst host same src port rate=0.98
Resetscan 35644 count=2
Ntinfoscan 57489 count=5
Ipsweep 359335 srv count=80

Table 5: The generated snort rules for detecting DoS attacks using the extracted flow(s)-level features

Attack Name Generated Snort Rule
Teardrop alert ip $EXTERNAL NET any ->$HOME NET any

(msg:”teardrop dos attack”;overlapfragment; classtype:attempted-dos;
sid:80000; rev:1)

Smurf alert icmp $EXTERNAL NET any ->$HOME NET any
(msg:”smurf dos attack”;twoSecondsSameDstServiceSessions: ⩾ 1286;itype:0;
classtype:attempted-dos; sid:80001; rev:1)

Land alert tcp $EXTERNAL NET any ->$HOME NET [79,23]
(msg:”land dos attack”;sameip;classtype:attempted-dos; sid:80002; rev:1)

Neptune alert tcp $EXTERNAL NET any <>$HOME NET any
(msg:”neptune dos attack”;twoSecondsSameDstHostServiceRate: ⩾ 0.99;
sessionFlags:S0,REJ,RST0;classtype:attempted-dos; sid:80003; rev:1)

Apache2 alert tcp $EXTERNAL NET any ->$HOME NET any
(msg:”apache2 dos attack”;twoSecondsSameDstHostSynErrorRate:
⩾ 0.2;classtype:attempted-dos; sid:80004; rev:1)

Mailbomb alert tcp $EXTERNAL NET any ->$SMTP SERVER 25
(msg:”mailbomb dos attack”;twoSecondsSameDstServiceSessions:
⩾ 8;classtype:attempted-dos; sid:80005; rev:1)

Processtable alert tcp $EXTERNAL NET any ->$HOME NET 23
(msg:”processtable dos attack”;twoSecondsSameDstHostSessions:
⩾ 3;classtype:attempted-dos; sid:80006; rev:1)

Table 6: The performance evaluation of snort rules

Source of Rules Accuracy Rate False Positive Rate
New Generated Rules 84.16% 16.48%
Existing Snort Rules 72.52% 21.37%
Third-party Rules 74.56% 17.51%

5 Conclusions and Future Work

In this paper, we propose a signature generation approach
that mainly uses FLAD to find novel network attacks and
generate their signatures in the signature-based IDS us-
ing the features that contribute most to their detection.
Finally, we take the 1999 DARPA dataset and Snort as
experimental subjects to validate our approach. The ex-
perimental results show that the proposed FLAD has bet-
ter performance in detecting Dos and Probe attacks than
the packet-level anomaly detector. Moreover, the newly
generated rules with the proposed signature generation
approach not only expand Snort’s detection capabilities,

but also improve Snort’s performance (e.g., accuracy rate
and false positive rate).

At present, our approach mainly focus on the protocol
based unknown attacks, and the business-based unknown
attacks aren’t involved. How to extract the abnormal
patterns from the system business data (e.g., log file) is
also a problem to be solved in future work.
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Abstract

The traditional RFID authentication protocol can’t meet
the security requirements of mobile RFID systems. To
address this problem, this paper proposes an ultra-
lightweight authentication protocol for mobile RFID sys-
tems. The proposed protocol encrypts and transmits im-
portant information by parity check patching operation.
The parity checks patching operation is implemented by
a bitwise operation that cleverly combines the hamming-
weight parameter of the encrypted information itself. The
operation can reduce the introduction of parameters and
storage space and increase the difficulty of protocol crack-
ing. Moreover, the GNY formal analysis proves the pro-
posed protocol’s security. The performance comparison
results show the proposed protocol has advantages in time
overhead. The security comparison results show that the
proposed protocol can resist common attacks and per-
forms better.

Keywords: Hamming-weight; Internet of Things; Parity
Check Patching Operation; Radio Frequency Identification
(RFID) System; Ultra-lightweight

1 Introduction

Radio frequency identification (RFID) is a mainstream
automatic identification technology [14]. It transmits
data through radio signals, so as to realize non-contact
identification, real-time positioning and intelligent man-
agement of objects [4, 7]. Radio frequency identifica-
tion system typically includes RFID tags, RFID readers,
servers [13]. According to the different application occa-
sions, the system appropriately adds some physical equip-
ment to meet the corresponding needs. RFID technology
has been widely used in the Internet of Things due to the
advantages of low cost [18], small size [8], long service life
and easy deployment [3, 9].

RFID systems can generally be divided into two cate-
gories: fixed RFID systems and mobile RFID systems [6].
In the former, a wired channel is used to exchange data
between the servers and the readers, it is safe and reli-

able, and the server is generally fixed. In the latter, a
wireless channel is used to exchange data between the
servers and the readers. Due to the inherent openness
of the wireless channel itself, the channel is unsafe and
unreliable, and the servers are generally in flux accord-
ing to the requirements [2, 17]. With the development of
society and the progress of science and technology. The
fixed RFID system gradually can’t meet the complex and
changeable needs of human beings, while the emergence of
mobile RFID system can perfectly solve the complex and
changeable needs of human beings. In order to guarantee
the data security of the system in the wireless channel,
various protocols are designed.

Based on the differences between the above two sys-
tems, many protocols are only applicable for fixed RFID
systems, and can’t be used in mobile RFID systems. In
order to solve this problem, this paper proposes an ultra-
lightweight authentication protocol for mobile RFID sys-
tem. The protocol uses an ultra-lightweight encryption
algorithm to encrypt the transmitted private data, that
is, parity check patching operation. This operation is an
independent research and design of ultra-lightweight en-
cryption operation based on bitwise operation. Combined
with the hamming-weight parameters of the information
to be encrypted, the odd parity checks patching operation
or even parity checks patching operation in different ways
according to the size of the hamming-weight can ensure
the security, which reduces the introduction of parameters
and the data storage.

2 Related Research Works

In order to solve the problems existing in the application
process of RFID system, many experts and scholars de-
signed different types of protocols to ensure the privacy
and security of information.

In literature [5], an authentication protocol is designed,
which can be used in mobile RFID systems. However, the
analysis shows that this protocol has a large amount of
computation and cannot be used in tags with low-cost
and limited computing power.
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Literature [12] propose a mobile RFID authentication
protocol based on pseudorandom numbers is provided.
However, since the shared key used in the authentica-
tion process is not stored in the back-end database, the
attacker can cause some privacy data between the label
and the back-end database to lose consistency in some
ways, that is, the protocol can’t resist asynchronous at-
tacks.

In literature [19], an authentication protocol is pro-
posed, which can be used in the mobile RFID system of
smart campus. After analyzing the protocol, it is found
that part of the private data is transmitted in plaintext
mode during the protocol information transmission, and
the attacker can obtain the private data by eavesdropping.
An attacker, combined with other relevant information,
can launch an impersonation attack.

In literature [15], a mobile RFID system authentication
protocol applicable to supply chain management is pro-
vided, which cleverly uses the physical unclonable func-
tion to encrypt the private data to be sent. Due to the
advantage that the physical unclonable function can’t be
cloned, the protocol can resist many attack modes such
as impersonation attack and replay attack. However, one
end of the database lacks the shared key used for au-
thentication. Therefore, an attacker can launch an asyn-
chronous attack, forcing the privacy data between the
database and the label to lose consistency.

In literature [16], an authentication protocol is de-
signed to resist the attacker initiated by the attacker by
reducing the communication times. The protocol has cer-
tain advantages in terms of computation and communi-
cation time. However, because some important data of
the protocol is sent in plaintext mode, the attacker can
obtain it by eavesdropping, which brings certain security
risks to the protocol. For example, the protocol can’t
prevent impersonation attacks.

In literature [1], a protocol for the mobile RFID sys-
tem is proposed, But the design of the protocol has de-
fects, which makes the attacker replay some information
for many times, resulting in the loss of information consis-
tency between the mobile reader and the server, that is,
unable to resist replay attacks and asynchronous attacks.

In literature [11], an ultra-lightweight authentication
protocol is proposed, which has certain advantages in
terms of computation amount, but it still has some short-
comings. Because the calculation of some messages can
be derived from the XOR operation of other messages,
the attacker can derive other important messages on the
premise of obtaining some messages, and then launch im-
personation attacks to obtain more private data.

Aim at shortcomings of the existing protocols, such as
the large amount of computation or the inability to resist
certain attacks, this paper designs an ultra-lightweight au-
thentication protocol that can be applied to mobile RFID
systems. In order to reduce the computation amount, an
original encryption algorithm, the parity check patching
operation, is presented. This operation is implemented
by bitwise operation, so it can greatly reduce the over-

all calculation amount. The protocol skillfully combines
the Hamming weight information carried by the encryp-
tion parameter itself without adding new parameters, and
carries out different combination and patching operation
according to the different hamming-weight sizes, which
increases the difficulty of the attacker to crack.

3 The Party Check Patching Op-
eration Definition

In this paper, the symbol Pcpo(x, y) is used to represent
Parity check patching operation (Pcpo). The operation is
implemented as follows:

1) x, y are binary strings of length L bits; h(x), h(y) are
hamming-weights of x, y respectively.

2) When h(x) ≥ h(y)
Take h(x)−h(y) bits of x from left to right and place
it in the corresponding position of z, then take h(x)−
h(y) bits after a backward number of h(x)−h(y) bits
and place it in the corresponding position of z, and
repeat this operation until the value of x is taken.
Take h(x)−h(y) bits of y from left to right and place
it in the corresponding position of z, then take h(x)−
h(y) bits after a backward number of h(x)−h(y) bits
and place it in the corresponding position of z, and
repeat this operation until the value of y is taken.

If h(x)− h(y) is odd, the even parity check patching
operation is carried out. That is, if the total number
of 1s in z is odd, a 1 should be added to the last digit
of z to obtain the final encryption operation result.
If h(x)− h(y) is even, is only need to add a 0 to the
last bit of z to get the final encryption result.

3) When h(x) ≤ h(y)
Take h(x)−h(y) bits of y from left to right and place
it in the corresponding position of z, then take h(x)−
h(y) bits after a backward number of h(x)−h(y) bits
and place it in the corresponding position of z, and
repeat this operation until the value of y is taken.
Take h(x)−h(y) bits of x from left to right and place
it in the corresponding position of z, then take h(x)−
h(y) bits after a backward number of h(x)−h(y) bits
and place it in the corresponding position of z, and
repeat this operation until the value of x is taken.

If h(x)− h(y) is odd, the even parity check patching
operation is carried out. That is, if the total number
of 1s in z is odd, a 1 should be added to the last digit
of z to obtain the final encryption operation result.
If h(x)− h(y) is even, is only need to add a 0 to the
last bit of z to get the final encryption result.

This can be explained by the following example. For
example: x = 010111010110, y = 001010101001, then
h(x) = 7, h(y) = 5, based on the above can be obtained
h(x) ≥ h(y) and h(x)− h(y) = 2, according to the above
definition can be obtained z = 011011100101. Since there
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Figure 1: Pcpo(x, y)(h(x) ⩾ h(y))

Figure 2: Pcpo(x, y)(h(x) < h(y))

are seven ones in z, the number of ones is odd, so the
final result is Pcpo(x, y) = 0110111001011. As shown in
Figure 1.

Again: x = 000110000110, y = 101111011001, then
h(x) = 4, h(y) = 8, based on the above can be obtained
h(x) < h(y) and h(x)− h(y) = 4, according to the above
definition can be obtained z = 101110001001. Since there
are six ones in z, the number of ones is even, so the fi-
nal result is Pcpo(x, y) = 1011100010010. As shown in
Figure 2.

4 RFID Mobile Authentication
Protocol

This section describes the meanings of protocol symbols
and then describes the protocol steps in detail.

1) Convention of Signs

R represents mobile reader;

T represents label;

DB represents mobile server;

K represents the shared key among R, T and DB;

Knew represents the current shared key among R, T
and DB;

Kold represents the upper round shared key among
R, T and DB;

KR DB represents the shared key between R andDB;

KT DB represents the shared key between T andDB;

IDR represents the identifier of R;

IDT represents the identifier of T ;

Figure 3: Schematic Diagram of RFID Mobile Authenti-
cation Protocol

x represents the random number generated by T ;

y represents the random number generated by R;

z represents the random number generated by DB;

⊕ represents the nonequivalence operation;

& represents the and operation;

Ti represents the message calculated by T ;

Ri represents the message calculated by R;

DBi represents the message calculated by DB;

Pcpo(x, y) represents the Party check patching oper-
ation.

2) Protocol Process
In mobile RFID system, data exchange between mo-
bile reader and label, mobile reader and mobile server
is based on wireless channel. The openness of wire-
less channel itself makes the data exchanged have
security risks and insecurity.

Before the protocol starts, each communication
entity will store certain data information, such
as label stores K,KT DB , IDT ; Mobile reader
stores K,KR DB and IDR; Mobile server stores
K,KR DB ,KT DB , IDR, and IDT .

The authentication protocol applicable to mobile
RFID system in this paper is shown in Figure 3.

In combination with Figure 3, the protocol steps can
be described as follows:

Step one. R generates a random number y,
calculates the message R1, R2, and sends
R1, R2, Query to T .

R1 = y ⊕K,R2 = Pcpo(y,K).

Step two. T received a message, R1 deformation
processing to obtain y1, combined with y1, K
using the same algorithm to calculate r2, com-
pare whether r2 and R2 are equal.

If r2 and R2 are equal, y1 = y can be ex-
plained. T perform the following operations.
T generates a random number x, gets mes-
sage T1, T2, T3 through calculation in turn, and
sends T1, T2, T3 to R as response information.
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If r2 and R2 are not equal, the protocol stops.

y1 = R1⊕K

r2 = Pcpo(y1,K)

= Pcpo(R1⊕K,K)

T1 = x⊕K

T2 = Pcpo(K,x)

T3 = Pcpo(x⊕KT DB , IDT ).

Step three. R received a message, T1 deformation
processing to obtain x1, combined with x1, K
using the same algorithm to calculate t2, com-
pare whether t2 and T2 are equal.

If t2 and T2 are equal, x1 = x can be ex-
plained. R perform the following operations.
Get message R3 through calculate R and send
T1, T3, R1, R3 to DB.

If t2 and T2 are not equal, the protocol stops.

x1 = T1⊕K

t2 = Pcpo(K,x1)

= Pcpo(K,T1⊕K)

R3 = Pcpo(y ⊕ IDR,KR DB).

Step four. After receiving the message, DB verifies
R. After the authentication is passed, T is ver-
ified. DB performs subsequent operations only
when both R and T pass the authentication.

DB verifies R in the following ways:

DB to R1 deformation processing to obtain y2,
combined with y2, IDR,KR DB ,K, using the
same algorithm to calculate, get r3. Compare
whether r3 and R3 are equal.

If r3 and R3 are equal,y2 = y can be explained.
DB continues the following steps, that is, starts
to verify T .

If r3 and R3 are not equal, the protocol stops.

DB verifies T in the following ways:

DB to T1 deformation processing to obtain x2,
combined with x2, IDT,KT DB ,K, using the
same algorithm to calculate, get t3. Compare
whether t3 and T3 are equal.

If t3 and T3 are equal, x2 = x can be explained.
DB continues the following steps.

If t3 and T3 are not equal, the protocol stops.

If and only if both R and T pass the authentica-
tion, DB will perform the following operations:

DB generates a random number z, gets mes-
sage DB1, DB2, DB3 through calculation, then
updates the shared key K, and finally sends
DB1, DB2, DB3 to R.

When K = Knew, and both R and T pass the
authentication, the shared key K is updated as
follows:

Kold = Knew

Knew = Pcpo(x&Knew, y&z).

When K = Kold, and both R and T pass the
authentication, the shared key K is updated as
follows:

Kold = Kold

Knew = Pcpo(x&Kold, y&z)

y2 = R1⊕K

r3 = Pcpo(y2⊕ IDR,KR DB)

= Pcpo((R1⊕K)⊕ IDR,KR DB)

x2 = T1⊕K

t3 = Pcpo(x2⊕KT DB , IDT )

= Pcpo((T1⊕K)⊕KT DB , IDT )

DB1 = z ⊕K

DB2 = Pcpo(z ⊕KR DB , IDR&y)

DB3 = Pcpo(z ⊕ IDT,KT DB&x).

Step five. After receives the message, R to DB1
deformation processing to obtain z1, combined
with z1, IDR,KR DB ,K, using the same algo-
rithm to calculate, get db2. Compare whether
db2 and DB2 are equal.

If db2 and DB2 are equal, z1 = z can be ex-
plained. R continues the following steps. Get
message R4 through calculate R, and then the
shared key K is updated. Finally, DB1, R4 are
sent to T .

If db2 and DB2 are not equal, the protocol
stops.

z1 = DB1⊕K

db2 = Pcpo(z1⊕KR DB , IDR&y)

= Pcpo((DB1⊕K)⊕KR DB)

R4 = Pcpo(y&DB3, x&DB3)

K = Pcpo(x&K, y&z).

Step six. After receives the message, T to DB1 de-
formation processing to obtain z2, combined
with z2, IDT,KT DB ,K, using the same algo-
rithm to calculate, get db3. Then combined with
db3, x, y, using the same algorithm to calculate,
get r4. Compare whether r4 and R4 are equal.

If r4 and R4 are equal, z2 = z can be explained.
T continues the following steps. T updates the
shared key K. After the shared key is updated,
the entire authentication protocol is complete.

If r4 and R4 are not equal, the protocol stops.

z2 = DB1⊕K

db3 = Pcpo(z2⊕ IDT,KT DB&x)

= Pcpo((DB1⊕K)⊕ IDT,KT DB&x)

r4 = Pcpo(y&db3, x&db3)

K = Pcpo(x&K, y&z).
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5 Formal Analysis Based on GNY
Logic

This section combines GNY [10] logical formalization to
analyze the proposed protocol, which is done as follows

1) Protocol Formal Description

MSG1 : R→ T : R1, R2, Query

MSG2 : T → R : T1, T2, T3

MSG3 : R→ DB : T1, T3, R1, R3

MSG4 : DB → R : DB1, DB2, DB3

MSG5 : R→ T : DB1, R4

The above protocol is specified in GNY logical lan-
guage as follows:

MSG1 : T < ∗ {R1, R2, Query}

MSG2 : R < ∗ {T1, T2, T3}

MSG3 : DB < ∗ {T1, T3, R1, R3}

MSG4 : R < ∗ {DB1, DB2, DB3}

MSG5 : T < ∗{DB1, R4}

2) Protocol Initialization Assumption

SUP1 : (K, IDT,KT DB) ∈ T

SUP2 : (K, IDR,KR DB) ∈ R

SUP3 : (K, IDR,KR DB , IDT,KT DB) ∈ DB

SUP4 : R| ≡ #(x, y, z)

SUP5 : T | ≡ #(x, y, z)

SUP6 : DB| ≡ #(x, y, z)

SUP7 : T | ≡ DB
K←→ T

SUP8 : DB| ≡ T
K←→ DB

SUP9 : R| ≡ DB
K←→ R

SUP10 : DB| ≡ R
K←→ DB

SUP11 : T | ≡ R
K←→ T

SUP12 : R| ≡ T
K←→ R

SUP13 : T | ≡ DB
KT DB←→ T

SUP14 : DB| ≡ T
KT DB←→ DB

SUP15 : R| ≡ DB
KR DB←→ R

SUP16 : DB| ≡ R
KR DB←→ DB

SUP17 : T | ≡ DB
IDT←→ T

SUP18 : DB| ≡ T
IDT←→ DB

SUP19 : R| ≡ DB
IDR←→ R

SUP20 : DB| ≡ R
IDR←→ DB

3) Agreement Proof Objectives

GOAL1 : T | ≡ R| ∼ #{R1, R2}
GOAL2 : R| ≡ T | ∼ #{T1, T2, T3}
GOAL3 : DB| ≡ R| ∼ #{T1, T3, R1, R3}
GOAL4 : R| ≡ DB| ∼ #{DB1, DB2, DB3}
GOAL5 : T | ≡ R| ∼ #{DB1, R4}

4) Agreement Certification Process
Due to the limited length of the text, only the first
target of proof GOAL1 : T | ≡ R| ∼ #{R1, R2} is
chosen as an example to prove.

∵ MSG1 : R → T : R1, R2, Query and rules P1 :
P<X
X∈P

∴ {R1, R2} ∈ T

∵ SUP4 : R| ≡ #(x, y, z) and rules F1 :
P |≡(X)

P |≡(x,y),P |≡#F (X)

∴ T = #{R1, R2}
∵ Rules P2 : X∈P,Y ∈P

(X,Y )∈P,F (X,Y )∈P , SUP1 :

(K, IDT,KT DB) ∈ T, SUP2 : (K, IDR,KR DB) ∈
R

∴ {R1, R2}# ∈ T

∵ Rules F10 : P |≡(X),X∈P
P |≡#(H(X)) and derived T =

#(R1, R2), {R1, R2}# ∈ T

∴ T | = #{R1, R2}

∵ Rules I3 : P<H(X,<S>)>,(X,S)∈P,P |≡P↔Q,P |≡#(X,S)
P |≡Q|∼(X,S),P |≡Q∼H(X,<S>)

∵ SUP11 : T | ≡ R
K←→ T, SUP12 : R| ≡ T

K←→ R
and MSG1 : R→ T : R1, R2, Query

∴ T | = {R1, R2}
∵ Freshness definition and derived T | =
{R1, R2}, T | = R ∼ {R1, R2}
∴ GOAL1 : T | ≡ R| ∼ #{R1, R2} freshness defini-
tion and derived

6 Performance Analysis

In this section, the amount of calculation and storage ca-
pacity of one label end are analyzed. Meanwhile, the
performance related aspects of the protocol are analyzed
in combination with the total amount of data exchanged
during a complete session. The comprehensive compara-
tive analysis results are shown in Table 1.

Explain some symbols that appear in Table 1: L repre-
sents the length of data, Pcpo() represents the amount of
calculation for parity check patching operation, xor rep-
resents the amount of computation for bit-by-bit XOR
operation, and represents the amount of computation for
bit-by-bit and operation, or represents the amount of
computation for bit-by-bit or operation, bit represents
bits, PDO() represents the amount of computation for
tag identity encryption operation, mod represents the
amount of computation for modular operation, PUF ()
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Table 1: Performance Comparison between Different Protocols

Reference Calculations at One End of Tag Tag End Storage Total Data for a Full Session
Ref [15] 6PUF () + 5xor + 3or 3L 12L+ 2bit

Ref [16] 5hash() + 5xor + 4and 4L 16L+ 1bit
Ref [1] 7PRNG() + 4xor 3L 15L+ 3bit

Ref [11] 1PDO() + 4xor + 2mod+ 3and 2L 13L+ 1bit
This Protocol 6Pcpo() + 3xor 3L 14L+ 1bit

represents the amount of computation for physical un-
clonable function, and hash() is the computation of the
hash function, PRNG() is the computation of the pseudo-
random function.

In this paper, the calculation amount and the storage
capacity of the tag end, and the origin of the total data
amount in a complete session are analyzed.

Amount of calculation at one label end: When calcu-
lating y1, the xor operation is used for the first time.
When calculating r2, the Pcpo() operation is used for the
first time. When calculating T1, the xor operation a sec-
ond time. When calculating T2, the Pcpo() operation
is used for the second time. When calculating T3, the
Pcpo() operation is used for the third time. When cal-
culating z2, the xor operation is used for the third time.
When calculating db3, the Pcpo() operation is used for
the fourth time. When calculating r4, the Pcpo() opera-
tion is used for the fifth time. When calculating K, the
Pcpo() operation is used for the sixth time. Based on the
above, the amount of calculation at one end of the label
is 6Pcpo() + 3xor.

Storage capacity of one end of the label: In this paper,
there are three parameters K,KT DB and IDT stored at
one end of the protocol label. The length of each pa-
rameter is l, and the storage capacity of the label end is
3L.

Total data for a complete session: In Step 1, R
sends R1, R2, Query messages to T . In Step 2, T
sends T1, T2, T3 messages to R. In Step 3, R sends
T1, T3, R1, R3 messages to DB. In Step 4, DB sends
DB1, DB2, DB3 messages to R. In Step 5, R sends
DB1, R4 messages to T . Based on the above, the to-
tal data of sessions for a complete session is 14L + 1bit,
where Query only needs one bit.

Compared with other classical protocols, this protocol
is similar to other protocols in terms of the total data of a
complete session and the storage capacity of label end, but
it has some advantages in terms of the calculation amount
of label end . The encryption algorithms used by other
protocols are all lightweight operations, such as hash func-
tions and physical unclonable functions. According to the
principle of the encryption algorithm PDO() used by the
protocol in literature [11], this algorithm belongs to the
ultra-lightweight encryption algorithm, but the protocol
also uses modular operation for encryption, resulting in
a sharp increase in the overall calculation amount at la-

bel end. However, the protocol in this paper only adopts
ultra-lightweight Pcpo() operation and bitwise XOR op-
eration, which can make the overall calculation amount
of the label end reach the ultra-lightweight level, far less
than that of other protocols.

7 Security Analysis

This section will analyze the resistance of the protocol to
different attack types from different perspectives.

Mutual Authentication

R verifies T as follows: R verifies T with message
T1, T2.

R verifies DB as follows: R verifies DB with mes-
sage DB1, DB2.

T verifies R twice, the first time through message
R1, R2 verifies R, the second time through mes-
sage R4 verifies R.

T verifies DB as follows: T verifies DB with mes-
sage DB1, R4.

DB verifies R as follows: DB verifies R with mes-
sage R1, R3.

DB verifies T as follows: DB verifies T with mes-
sage T1, T3.

Impersonation Attack: An attacker can pose as any
entity in the system to launch an impersonation at-
tack. Here the attacker is selected to impersonate as
a label to attack.

After receiving the message R1, R2, the attacker at-
tempts to crack the message R1, R2, but the cracking
fails. Therefore, the attacker can only randomly se-
lect a parameter as the random number generated
by R to participate in the calculation. The attacker
obtains message T1, T2, T3 through calculation and
sends the message to R. The attacker thinks that
he can pass the authentication of R, but in fact, the
attacker can’t succeed at all.

After receiving the message of T1, T2, T3, R first de-
forms T1 to obtain the random number generated by
the attacker, and then calculates a t2 by combining
with other parameters. Because the shared key used
by the attacker must be different from the shared key
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used by R, the t2 calculated by R must be different
from the T2 sent by the attacker. Therefore, the at-
tacker fails to impersonate.

Replay Attack: Due to the open nature of the wireless
channel, anyone can listen and get all the messages
of a complete session. When the next round of com-
munication begins, the attacker can replay the in-
tercepted message in an attempt to analyze useful
privacy information through an entity’s authentica-
tion.

In the proposed protocol in this paper, all trans-
mitted data is encrypted first and then transmitted.
Random numbers are mixed in the encryption pro-
cess to ensure the freshness of the message, so that
the message value of the last round is not the same
as that of the current round. When an attacker re-
plays a message, an entity only needs to perform a
simple computational authentication to identify the
authenticity of the source. Attacker replay attack
exposed.

Asynchronous Attack: In order to prevent the incon-
sistency of shared key values among labels, mobile
readers and mobile servers, the protocol saves the
shared key used in previous communication on the
mobile server. When the mobile server fails to au-
thenticate labels and mobile readers with the cur-
rent shared key, the mobile server selects the shared
key used in the previous session to authenticate them
again. In this way, the information consistency be-
tween the three can be restored, making the attacker
fail to perform asynchronous attacks.

Exhaustive Attack: Message T1, T2 is used as an ex-
ample to perform exhaustive attack analysis.

The attacker listens to get message T1, T2, first pro-
cesses message T1 to get x1 = T1 ⊕ K, and then
puts x1 = T1⊕K into T2 to get t2 = Pcpo(K,x1) =
Pcpo(K,T1⊕K). The attacker thinks that there is
only one unknown parameter K in t2 and that the
correct value of K can be obtained by means of ex-
haustion, but the attacker can’t succeed at all, for
the following reasons:

First, the attacker doesn’t know the hamming-weight
of K, that is, the value of H(K). Secondly, the at-
tacker doesn’t know the hamming-weight of T1⊕K,
that is, the value of H(T1 ⊕ K). Third, without
knowing H(K) and H(T1⊕K), the attacker doesn’t
know which way the parity make up operation is car-
ried out to get the final result.

Based on the above analysis, the attacker can’t ob-
tain the value of the shared key by exhaustive method
at all, and the exhaustive attack fails.

Tracking Attack: As long as the attacker has the pa-
tience to continuously listen to the message sent by

the label, the message can locate the actual location
of the label.

In order to avoid this situation, each information is
encrypted before the label is sent, so that the data
captured by the attacker is ciphertext and the loca-
tion of the label can’t be directly cracked. In addi-
tion, during the encryption process of the protocol
information, random numbers are introduced, which
are generated randomly by the random number gen-
erator and can’t be predicted, so that the messages
values of each round are different, giving the attacker
a feeling that the label is changing at any time, which
can ensure the privacy of the label position.

Backward-secure: In order to prevent an attacker from
backtracking the privacy information used before
from the current intercepted message, it is neces-
sary to ensure that there is no correlation between
the two rounds of messages. The proposed proto-
col solves this problem by adding random numbers.
With the addition of random numbers, the values of
the messages before and after are different and can’t
be predicted. In this way, the attacker can’t reverse
deduce the previous private data information from
the current message.

Forward-secure: To make it impossible for an attacker
to predict future session communication message val-
ues, it is necessary to ensure that the attacker can’t
know the values of some parameters used in the next
round of message encryption. The proposed proto-
col solves this problem by randomly generating ran-
dom numbers through a random number generator,
which makes it impossible for the attacker to predict
or know in advance the random numbers used in fu-
ture communication, thus ensuring that the attacker
can’t predict the future message value.

The proposed protocol can be compared with other
classical protocols in terms of security, the comparison
results are shown in Table 2.

8 Conclusion

This paper proposed an ultra-lightweight authentication
protocol for mobile RFID system. We designed an ultra-
lightweight encryption algorithm, which is uses the parity
check patching operation. This operation cleverly uses the
hamming-weight parameters of the encrypted informa-
tion, and performs odd party check or even party check in
different ways according to the different hamming-weights
of the two encryption parameters. This protocol can re-
duce the storage requirements and increase the difficulty
of cracking without adding parameters . The proposed
protocol is analyzed with GNY logic formal analysis. Fi-
nally, the protocol is analyzed from several specific attack
types, and the results show that the protocol has high
security; The analysis of tag computation shows that the
protocol has some advantages in computation.
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Table 2: Security Comparison between Different Proto-
cols

Attack
Type

Ref
[16]

Ref
[9]

Ref
[7]

Ref
[2]

This
Protocol

Mutual
Authentication

√ √ √ √ √

Impersonation
Attack

√
×

√
×

√

Replay
attack

√ √
×

√ √

Asynchronous
attack

×
√

×
√ √

Exhaustive
Attack

√ √ √ √ √

Pursuit
Attack

√ √ √ √ √

Backward-
secure

√ √ √ √ √

Forward-
secure

√ √ √ √ √

Explain: × indicates irresistibility;
√

indicates resistance.
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Abstract

With the advancement of technology, web crawlers are
widely used but also pose a challenge to the legal system
as they can be utilized for illegal data acquisition. There-
fore, it is necessary to identify web crawlers accurately.
This paper first analyzes the working principle of crawlers,
elaborates on the related legal system, and explains the
current legal dilemma and the necessity of crawler identi-
fication. The seagull optimization algorithm-support vec-
tor machine (SOA-SVM) algorithm was developed by an-
alyzing web access logs and using the session length and
maximum click rate as the features to distinguish between
crawlers and humans while optimizing the SVM parame-
ters with the SOA. The results showed that the SOA-SVM
algorithm was more effective in recognizing crawlers than
the particle swarm optimization (PSO), ant colony opti-
mization (ACO), and other optimization algorithms, and
its F1 value reached 93.16%, which showed an increase
of 13.98% compared to the SVM algorithm, as well as
increases of 8.91%, 7.22%, and 4.93% compared to the
PSO-SVM, ACO-SVM, and GWO-SVM algorithms re-
spectively. Compared to other crawler recognition, the
SOA-SVM algorithm also performed well. The experi-
mental results validate the reliability of the SOA-SVM
algorithm for web crawler recognition and its potential
for further real-world applications.

Keywords: Legal System; Recognition Algorithm; Support
Vector Machine; Web Crawler

1 Introduction

A web crawler is a tool that can automatically crawl and
save data from the Internet [11]. It helps individuals
or enterprises to efficiently obtain required data for data
analysis and search engine [7]. However, while crawling
information efficiently, web crawlers may occupy a large
amount of bandwidth [13] and even cause server crashes.

The behavior of some enterprises to obtain non-public
data through abnormal web crawlers seriously infringes

on others’ information rights and property rights. There-
fore, in order to strengthen the protection of data and
reduce the pressure on the Internet due to the access of
crawlers, identifying web crawlers is particularly impor-
tant. With the development of technology, research on
crawlers continue to deepen.

In order to improve the effectiveness of the search en-
gine, Goel et al. [5] proposed a web crawler that can
crawl in specific categories to remove irrelevant uniform
resource locators (URLs) and implement URL normaliza-
tion for removing duplicate URLs within a specific cate-
gory.

Albdour et al. [1] designed a dedicated Internet of
things crawler to capture malicious nodes and then de-
tected the malicious nodes based on the data stream col-
lected by the crawler using a machine learning approach.
The comparison found that a test accuracy of 98.3% was
achieved when Extra tree was used. Based on the web
crawler technique, Liao et al. [9] crawled URLs contain-
ing traffic accident data from specified websites of the
operating tunnels and processed and analyzed them to
manage and control traffic risks.

Ro et al. [12] proposed a detection method for identify-
ing distributed web crawlers by classifying frequently used
Internet protocol (IP) addresses that request web pages
in the long-tail region of the power distribution graph as
crawler nodes. Through experiments on National Aero-
nautics and Space Administration (NASA) web traffic
data, the method was found to have a false alarm rate
of 0.0275%.

This paper focuses on briefly analyzing the legal sys-
tem related to web crawlers and designing a support vec-
tor machine (SVM)-based recognition algorithm. The re-
search in this paper provides a new algorithm for recog-
nizing web crawlers, which can help websites intercept
malicious crawlers, reduce website resource consumption,
and improve data security.
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2 Web Crawlers in the Context of
the Legal System

2.1 Working Principles of Web Crawlers

Web crawlers automatically crawl data on websites, ap-
plications, etc. through programs written in advance [8].
However, under the influence of social development, the
use of web crawlers has deviated from their original in-
tention and become a tool for some enterprises to illegally
obtain data. The working principles of web crawlers are
shown below.

1) The URL of the initial page is used as the seed URL
and put into the queue;

2) URLs are extracted from the initial resource pool to
access web resources;

3) The crawled URLs are put into the pool of crawled
resources;

4) New URLs are extracted from the accessed URLs and
put into the pool of resources to be crawled;

5) The above process is repeated over and over until all
URLs have been crawled.

The following are the main strategies that a crawler
can choose from when crawling.

Breadth-first search [4]: crawl the URLs at the cur-
rent level before moving to the next level;

Depth-first search [10]: crawl the URL and all its lay-
ers from the start page before crawling the next URL;

Best-first search: crawl the optimal URL by calculat-
ing the URL similarity.

2.2 Legal Regulation of Web Crawlers

When a web crawler violates the reasonable will of the
crawled party and contravenes relevant laws and regula-
tions, its crawling behavior is deemed inappropriate. Due
to the problems caused by web crawlers, there has been
increasing legal scrutiny on their actions. From a legal
perspective, crawlers engage in illegal behavior when they
exhibit the following actions.

Illegal intrusion: It is determined based on whether the
crawled party agrees to access, with reference to the
robots protocol. According to the Criminal Law, this
type of computer information system intrusion con-
stitutes a crime.

Illegal access: Non-normal crawlers illegally access and
obtain data.

Damage or control: Abnormal web crawlers, when ac-
cessing a website in large numbers within a short pe-
riod of time, can disrupt the normal operation of the

network system. Moreover, crawler programs per-
form operations such as adding, deleting, and modi-
fying on the system.

However, the current legislation governing network
crawlers still has many deficiencies as it fails to effec-
tively regulate abnormal crawling behavior due to the
lack of provisions for corresponding liabilities and lacks
a uniform standard for determining the reasonableness of
crawler agreements. Moreover, there are ambiguities in
defining data and personal information. Therefore, given
these inadequacies in the law, identifying web crawlers is
of great importance in enhancing data protection.

3 Web Crawler Recognition Algo-
rithm

3.1 Analysis of Web Crawler Features

The access log of a website contains information such as
the time of access, URL, etc., so features can be extracted
from the access log to distinguish the access behavior of
humans and crawlers. Take a particular access log as an
example:

127.0.0.1−−[03/Feb/2015 : 23 : 14 : 24 + 0800]

”GET/HTTP/1.1”2002,

where ”127.0.0.1” is the IP of the remote host,
”[03/Feb/2015:23:14:24 +0800]” is the time of the ac-
cess, with ”+0800” representing the time zone, ”GET /
HTTP/1.1” specifies which request was received by the
server, ”200” is a status code reflecting whether the re-
quest was successful or not (with 200 often appearing to
indicate a successful response), and ”2” at the end denotes
the total number of bytes sent to the client.

On the basis of access logs, the features selected in this
paper are as follows.

Session length: In terms of time spent browsing the
web, the crawler is significantly higher because the
crawler runs and crawls the content of the web page
without interruption. It refers to the length of time
from the beginning to the end of the session.

Maximum click rate: When accessing web pages,
crawlers have a higher frequency than human beings.
Crawlers will crawl the next web page immediately
after crawling a web page resource, while human be-
ings will read for a certain period of time if they are
interested in the content of a certain web page after
opening it or go to the next page or leave if they are
not interested in the content of the web page. There-
fore, human beings and crawlers can be distinguished
through the click rate, The calculation formula of the
click rate is:

ri =
△mi

△ti
,
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where i is the time window, △ti is the length of the
time window, and △mi is the number of visits in the
time window. The maximum click rate is:

R = max(ri).

Whether access the robot.txt file: While a human
accesses a web page through a browser, a crawler
needs to access the robot.txt file first.

Whether the request not includes all requests:
Web pages usually contain pictures, cascading style
sheets, and other files. These files will be downloaded
by the browser and will not be skipped when people
are browsing the web page, while crawlers will not
make additional requests for these files in order to
improve the efficiency of crawling web pages.

Whether the request not carries cookies: When
people visit web pages, they usually carry cookies
from the previous page. However, crawlers do not
carry any cookies when requesting web pages.

In order to facilitate the subsequent identification,
these feature data need to be processed. Firstly, for the
session length and maximum click rate, they are mapped
to the interval of [0,1]. For the feature data without an
upper limit, an empirical value is taken as the maximum
value, and the formula is:

f(x) =
min(x,max)−min

max−min

where x is the empirical maximum. The empirical max-
imum of the session length is 12 h, and the empirical
maximum of the maximum click rate is 50 clicks/s. For
Features (3), (4) and (5), ”yes” is marked as 1 and ”no”
is marked as 0.

3.2 Crawler Recognition Algorithm
Based on Support Vector Machine

The SVM algorithm is chosen for crawler recognition in
this paper. Crawler recognition can be regarded as a two-
classification problem, distinguishing between crawlers
and humans. The SVM algorithm achieves classification
by finding the optimal classification surface, which has
high accuracy and efficiency [14].

For the sample set: (x1, y1), (x2, y2), · · · , (xn, yn),
yi ∈ {1,−1}, the goal of SVM classification is to find
a classification hyperplane:

wTx+ b = 0,

where w is the coefficient and b is the intercept. To max-
imize the classification interval, the optimal hyperplane
and its constraint can be obtained:

min
1

2
||w||2,

yi(w
Txi + b) ≥ 1.

It is solved according to the Lagrange function:

L(w, b, a) =
1

2
||w||2 −

N∑
i=1

ai[yi(w
Txi + b)− 1],

where ai is the Lagrange multiplier. When dealing with
the linearly indivisible case, the SVM algorithm adds
penalty factor C and kernel function K, then the dual
of the original problem can be written as:

maxL(a) =

N∑
i=1

ai −
1

2

N∑
i=1

N∑
j=1

aiajyiyjK(xi, xj),

s.t.

N∑
i=1

aiyi = 0 and 0 ≤ ai ≤ C,

where K(xi, xj) is the kernel function. The radial basis
function (RBF) can transform the status data into high
dimensions; therefore, in this paper, the RBF kernel func-
tion is used in web crawler recognition. Its expression is:

K(xi, xj) = − exp(−g||xi − xj ||2),

where g is the kernel function parameter. In the SVM
algorithm, the selection of parameters C and g will have
an impact on the recognition results; therefore, this pa-
per uses the seagull optimization algorithm (SOA) [2] to
optimize these two parameters. In the SOA, the update
of the seagull position, i.e., the parameter optimization
process, is as follows.

Migration.
Seagulls need to avoid collision when moving from
one position to another. Searching for the position
where an individual will not collide with other indi-
viduals can be written as:

Cs = A× Ps(t),

A = 2− [t(
2

maxT
)],

where Ps(t) is the current position of the seagull,
t is the number of iterations, and A is the motion
behavior of the individual seagull in the given search
space.

After avoiding collisions, individuals move toward
their best neighbors:

Ms = B × [Pbs(t)− Ps(t)],

B = 2×A2 × rand,

where Pbs(t) is the position of the best seagull and
rand is a random number in [0,1]. After obtaining the
direction of the best seagull, the distance between the
individual seagull and the best seagull can be written
as:

Ds = |Cs +Ms|.
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Attack.
During the attack phase, seagulls use spiral motion
to approach their prey. The process in the xyz plane
can be described as:

x = r × cos k,

y = r × sin k,

z = r × k,

r = u× ekv,

where u and v are constants for the spiral shape, r
is the radius of each turn of the spiral, and k is the
random number (0 ≤ k ≤ 2π). The final seagull
attack position, i.e., the new position after iteration,
can be written as:

Ps(t) = (Ds × x× y × z) + Pbs(t).

The process of the SOA-SVM algorithm for web
crawler recognition is as follows. It is assumed that
the position of each individual seagull is (C, g). The
seagull position is updated according to the above
formula until it reaches the maximum number of it-
erations to get the global optimal seagull position
(Cop, gop), which is input into the SVM algorithm to
differentiate the test samples and determine whether
they are crawlers or humans.

4 Results and Analysis

4.1 Experimental Setup

The experimental environment was the Windows 10
operating system with an Intel ®CoreTM i5-8300H
CPU@2.3GHz. Access logs collected from the campus
network outlet of Jilin Police College from March 15, 2023
to March 21, 2023 were analyzed. 496 data were marked
as accessed by web crawlers and 572 data were accessed
by normal users, totaling 1,925,325 records with a size of
12.94 GB. They were divided into a training set and a
test set in a ratio of 7:3.

4.2 Evaluation Indicators

For the recognition effectiveness of the algorithm, Table 1
is used as a basis for evaluation.

Table 1: Crawler identification results

Identify as Identify as
a Crawler a Human

Actually a crawler TP FN
Actually a human FP TN

According to Table 1, the evaluation indicators used

are as follows:

Precision = TP/(TP + FP );

Recall = TP/(TP + FN);

F1 =
2× Precision×Recall

Precision+Recall

4.3 Analysis of Results

Firstly, the SOA-SVM algorithm was compared with sev-
eral other methods in terms of SVM parameter optimiza-
tion:

SVM;

PSO-SVM: Optimizing SVM parameters using the par-
ticle swarm optimization (pso) algorithm [15];

ACO-SVM: Optimizing SVM parameters using the ant
colony optimization (ACO) algorithm (ACO) [6];

GWO-SVM: Optimizing SVM parameters using the
gray wolf optimization (GWO) algorithm [16].

The performance of different methods in crawler recog-
nition was compared, as illustrated in Figure 1.

Figure 1: Performance of different methods in crawler
recognition

From Figure 1, firstly, the SVM algorithm performed
poorly in web crawler recognition without parameter op-
timization, with a precision of 80.12%, a recall rate of
78.27%, and an F1 score of 79.18%. After parameter op-
timization, various improved methods for SVM showed
significant improvements in web crawler recognition. The
PSO-SVM algorithm achieved precision and recall rates
both above 80% and an F1 score of 84.25%, which was
a 5.07% improvement compared to the SVM algorithm;
the ACO-SVM algorithm had an F1 score of 85.94%,
which was a 6.76% improvement compared to the SVM
algorithm; the GWO-SVM algorithm had an F1 score of
88.23%, which was a remarkable improvement of 9.05%
compared to the SVM algorithm. The SOA-SVM al-
gorithm designed in this article achieved a precision of



International Journal of Network Security, Vol.25, No.6, PP.928-934, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).03) 932

93.56% in crawler recognition, which was a 13.44% in-
crease compared to the SVM algorithm. The recall rate
was 92.77%, which was a 14.5% increase compared to
the SVM algorithm, and the F1 value reached 93.16%,
which was a 13.98% increase compared to the SVM algo-
rithm and respectively increased by 8.91%, 7.22%, and
4.93% compared with the PSO-SVM, ACO-SVM, and
GWO-SVM algorithms. These results proved the advan-
tages of the SOA for optimizing SVM parameters and
demonstrated the reliability of the SOA-SVM algorithm
in crawler recognition that can accurately distinguish be-
tween crawlers and humans. To further demonstrate the
reliability of the algorithm designed in this paper for
crawler identification, it was compared with the follow-
ing methods.

Method 1: Determine whether it is a crawler based on
the number of image visits. If the percentage of im-
age requests in all requests is less than 10%, it will
be considered as a crawler; otherwise, it will be con-
sidered as a human.

Method 2: Determine whether a request is from a
crawler based on its access frequency; if more than
2 URLs per second are accessed, it is recorded as a
crawler; otherwise, it will be considered as a human.

Method 3: Determine whether it is a crawler based on
accessing the robot.txt file. If the robot.txt file is
accessed, it will be recorded as a crawler; otherwise,
it will be recorded as a human.

Method 4: The first-order discrete-time Markov chain
model [3].

The results of the comparison are presented in Figure 2.

Figure 2: Comparison with other crawler recognition
methods

According to Figure 2, firstly, methods 1, 2, and 3
relied solely on one crawler feature to distinguish be-
tween crawlers and humans. The precision, recall rate,
and F1 values of both method 1 and method 3 were be-
low 90%, indicating that there were some shortcomings

in judging whether it is a crawler based solely on im-
age access or access frequency. Compared with these two
methods, method 3 which judges through accessing the
robot.txt file had relatively better results with a precision
of 90.16%, but a lower recall rate of 77.64%. The final F1
value was 83.43%. For the robot.txt file, normal and rea-
sonable crawlers will access it while some illegal malicious
crawlers will bypass it. Therefore, relying solely on this
item to identify crawlers also has limitations. Then, com-
paring method 4 with the approach in this paper, it can
be observed that method 4 had a precision of 84.51%,
a recall rate of 85.79%, and an F1 score of 85.15%, all
lower than the approach presented in this paper. This
result indicated that the approach proposed in this paper
achieved effective identification of web crawlers by utiliz-
ing five features related to web crawling.

5 Discussion

The development of crawlers and the resulting social im-
pact has led to the emergence of new areas of legislation
and the introduction of new requirements for improving
and supplementing existing laws. Currently, from a legal
perspective, there are several laws that can be referred to
when considering network crawlers.

1) Civil Code of the People’s Republic of China
If the information that the crawler crawls and then
presents has characteristics such as originality, and
the crawled information is a substitute for the ser-
vices provided by the person being crawled, then this
behavior is illegal.

2) Law of the People’s Republic of China for Counter-
ing Unfair Competition
According to the ”Internet Special Provision” regard-
ing competition behavior in the internet industry,
it is stipulated that operators should not hinder or
damage others’ normal operations through technical
means, including inserting inappropriate links into
others’ products to redirect customers and using il-
legal methods to prevent users from receiving rea-
sonable services provided by others. However, this
provision does not make explicit regulations on web
crawling behavior.

According to the general provisions of the Law of the
People’s Republic of China for Countering Unfair Com-
petition, it can be determined whether the behavior of
crawlers violates the principles of good faith and com-
mercial ethics. If the crawler does not comply with a
reasonable crawler agreement, it can be considered a vio-
lation of the Self-Discipline Convention.

According to the relevant legal regulations, the illegal
use of web crawlers may constitute the following crimes.

1) The crime of infringing citizens’ personal informa-
tion
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From February to April 2018, Ma crawled user in-
formation from applications and websites through a
crawler program and sold it to others.

2) The crime of unlawful intrusion into a computer in-
formation system
The defendant used crawler software to crawl the bul-
letin of the vehicle administration office for license
plate release information.

3) The crime of illegally obtaining computer informa-
tion system data
The defendant utilized Taobao store vulnerabilities
to illegally crawl Taobao user cookies and obtain user
transaction order data.

4) The crime of damaging computer information sys-
tem
The defendant caused a system to malfunction
through a web crawler program, resulting in the dele-
tion of a large amount of data stored in the system.

However, there are also some cases that reflect the in-
adequacy of current laws. In 2016-2017, Shanghai Sheng-
pin Network Technology Company was found guilty of
illegally obtaining computer information system data by
using technical means to capture ByteDance’s data. This
is considered the first case of criminalizing ”crawlers”.
In 2017, Yuanguang Company used crawler technology
to unlawfully obtain data from Goome Company, consti-
tuting unfair competition. These two cases have similar
circumstances; however, the former is a typical example
of a criminal case while the latter is an instance of un-
fair competition disputes. This shows that there are sig-
nificant differences in how courts determine cases where
crawlers violate the law. Moreover, in many judicial de-
cisions, whether or not the crime was committed for the
purpose of making profit was used as a basis for sentenc-
ing, and the crawling of insects was not taken into account
as a separate criminal circumstance. In addition, in the
actual judgment, the subjective judgment of whether the
crawler behavior is illegal is also more difficult. There-
fore, in the future, it is necessary to strengthen the legal
means to regulate the crawler technology to ensure the
free flow of data in accordance with the law. Moreover,
in many judicial decisions, whether or not the crime was
committed for the purpose of making a profit has been
used as a basis for sentencing, and crawling has not been
taken into account as a separate criminal circumstance.
Additionally, in actual judgments, it is also more difficult
to subjectively determine whether crawler behavior is ille-
gal. Therefore, in the future, it is necessary to strengthen
legal measures to regulate crawler technology and ensure
the lawful free flow of data.

6 Conclusion

In the context of legal regulations, this article proposes
a SOA-SVM method for identifying web crawlers, using

session duration, maximum click rate, etc. as features.
The method was tested on actual access logs and achieved
an F1 score of 93.16% in crawler identification, outper-
forming PSO and ACO algorithms in SVM parameter
optimization. Compared to using a single feature alone,
the SOA-SVM algorithm showed better performance in
crawler identification and can be applied in practical sce-
narios.
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Abstract

With the popularity of mobile devices equipped with high-
fidelity sensors and the rapid decline of wireless network
fees, space crowdsourcing as a problem-solving framework
is used to solve the problem of assigning location-related
tasks (such as road condition reports, food distribution)
to workers (people equipped with intelligent devices and
willing to complete tasks). The key to studying the op-
timal task allocation in space crowdsourcing is to design
a task allocation strategy that assigns each task to the
most suitable worker to maximize the total number of
tasks completed, and all workers can return to the start-
ing point before the expected last working hours after
completing the assigned tasks. Finding the optimal global
allocation is a difficult problem because it is not equal to
the simple accumulation of the optimal allocation of indi-
vidual workers. Some workers have task dependence, so
we use tree decomposition technology to divide workers
into independent sets and propose a heuristic depth-first
search algorithm. This algorithm can quickly update the
heuristic function boundaries to efficiently prune the al-
location scheme that can not be the optimal solution as
soon as possible. The experimental results show that the
proposed method is very effective and can be very good.
Solve the problem of optimal task allocation.

Keywords: Optimal Solution Algorithm; Spatial Crowd-
sourcing; Task Allocation; Task Dependency; Tree De-
composition

1 Introduction

In this paper, the optimal task [6] allocation scheme in
spatial crowdsourcing based on the above scenario is stud-
ied. Specifically, given the location of each worker and the

worker’s expected latest working time, given the location
and expiration time of each task, is used to find the op-
timal task allocation scheme that maximizes the number
of global task assignments.

Compared with the existing jobs, the main difficulty
of this problem is that once the time cost and the expi-
ration time of the task need to be considered, the local
optimization may not necessarily produce the global op-
timal solution. The second challenge of this paper is that
the reachable task scope of the worker highly depends on
the starting position of the worker and the expected work-
ing time of the worker.Define the scope of the work area
or the maximum number of acceptable tasks to eliminate
unreachable tasks [1, 4, 5, 7].

In order to solve this problem, this paper proposes an
exact solution algorithm to find the optimal allocation
scheme to maximize the global task allocation number.
The main idea of this paper is as follows: according to the
relationship of task dependence (for example, two work-
ers can complete a task, then there is a task dependency
between them), the workers are divided into independent
worker sets by tree decomposition [5]; Then, the worker
set is indexed as a node into a search tree structure. Fi-
nally, a heuristic depth-first traversal algorithm is used to
search the optimal solution.

At the same time, the proposed algorithm combines a
variety of optimization strategies, which can shrink the
upper and lower bounds of the search process quickly
and prune efficiently. Compared with the iteration-based
method, the proposed algorithm can obtain the optimal
solution at the end of the search [13]. The main contri-
butions of this paper are three points.

1) For the first time, the task allocation problem in
space crowdsourcing with the latest working time
constraint is studied. In this model, workers have
different working time constraints and need to con-
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sider the expiration time limit of tasks. The number
of tasks acceptable to workers is no longer fixed.

2) This paper presents an accurate solution algorithm,
which can effectively find the optimal task alloca-
tion scheme. The algorithm uses tree decomposition
technology to segment workers without task depen-
dence, and uses effective pruning algorithm to im-
prove search efficiency.

3) The effect of key parameters on the efficiency of the
scheme is analyzed by experiments.

2 Related Work

In the present work [3], it has been proved that the global
optimal task allocation scheme in space crowdsourcing is a
difficult problem for NP. Therefore, the simplest method
is to use greedy algorithm to find the maximum set of
effective tasks for workers in turn, and then accumulate
the number of assigned tasks. The main problem of this
method is that for tasks that can be accomplished by mul-
tiple workers, simple random assignment on technology to
divide unrelated workers into different worker sets and in-
dex these worker sets using search tree structure. Finally,
this paper uses heuristic depth-first algorithm to search
the search tree constructed in Step 2.

2.1 Computing Effective Task Sets

2.1.1 Finding Reachable Tasks

Restricted by the latest working hours and the expiration
time of tasks, each worker can only accomplish a small
number of tasks. Therefore, first of all, we should find
out the set of tasks that each worker can reach without
violating the constraints. The set of tasks that workers
can reach should be recorded as meeting the following two
conditions.

1) ∀s ∈ RSw, c(w.1, s.1) ≤ s.e;

2) c(w.l, s.l, w.l) = c(w.l, s.l) + c(s.l, w.l) ≤ w.t.

C(w.l, s.l, w.l) is the time for workers to return to w.l from
w.l via s.l. The above two conditions can ensure that a
worker can reach the position of the task from his starting
point before the expiration of the task, and at the same
time leave enough time to return to his starting point
before the worker’s latest working time. From the point
of view of calculation, reachable task is a circle centered
on the worker’s starting point, with the worker’s start-
ing point as the center and the worker’s starting point as
the starting point.The maximum driving distance (w.t/2
multiplied by a fixed speed) is a circular radius.

2.1.2 Searching for Maximum Effective Task Sets

When searching for the optimal solution, in order to speed
up the search efficiency, this paper hopes that a worker

can be assigned multiple simultaneous reachable tasks at
one time, instead of one task at a time, and then judge
whether the newly assigned tasks and the assigned tasks
are reachable at the same time. Therefore, it is neces-
sary to estimate the maximum effective task set of each
worker. Given the reachable tasks of each worker.Sets,
it can be proved that: find out the maximum effective
task set of each worker (MVTS) is a NP-hard problem,
and the proof process is similar to that in document [5].
However, because each worker’s achievable task set is usu-
ally small, this means that this problem can be solved by
efficient algorithms. Moreover, the calculation of MVTS
for each worker is completely independent, so it can be
calculated in parallel.

Next, this paper introduces the state transition equa-
tion of the dynamic programming algorithm to solve the
maximal effective task set. By gradually increasing the
size of the reachable task set, the algorithm constantly
extends the worker’s reachable task set, and finds out
all the MVTS under the set in each iteration. Given a
worker w and a set of tasks Q ⊂ RSw, this paper de-
fines opt (Q, s) as a task after passing through the Q set,
The maximum number of tasks that can be completed at
the location where the task s.l is located. R is the task
scheduling sequence in the Q set. Representation of sj
in sequence R by si. The previous task, and R′ denotes
the corresponding sequence of tasks for opt (Q−{sj}, si).
Opt(Q, sj) can be calculated from Formula (1).

opt(Q, sj) =

{
1 if |Q| = 1
maxsj∈Q,si ̸=sj otherwise

(1)

Wherein

σi,j =

{
1 if t(sj , l) ≤ sj .e, t(sj , l) + c(sj .l, w.l) ≤ w.t
0 otherwise

σi,j = 1 indicates that the task sj can still be completed
at the end of adding the task to the sequence R′, and that
the worker sj can return to the starting point before the
latest expected time.

When Q only includes one task si, the problem is very
simple. When opt(si, si) = 1 and |Q| > 1, it is necessary
to search Q to check all possibilities of the effective task
set si and find them so as to maximize qpt(Q, sj). The
time complexity of the MVTS set Qw in Formula (1) is
O(n3 · 2n), while the space complexity is O(n · 2n).

2.2 Segmentation of Worker Set

The main challenge in finding the optimal solution lies
in the large search space. When enumerating all possi-
ble effective task sets of all workers, the time complexity
increase exponentially with theincrease of the number of
workers.

Definition 1. (Task Dependence). Given two workers,
WJ and their respective achievable task sets RSw, if RSw

mutual independence; otherwise, there is task dependence
between them.
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For example, in Figure 1, workers are only dependent
on and exist task dependence, but not related to other
workers. Obviously, if there is no task dependence among
all workers, the optimal task allocation scheme only needs
to simply add up the optimal scheme of each worker.
Therefore, in order to reduce the computational cost of
finding the optimal solution, it is necessary to use task
dependence as much as possible to divide workers into
unrelated sets.In each independent set, the optimal allo-
cation scheme in the set is found.

2.2.1 Graph Decomposition

Definition 2. (Task Dependency). Given two work-
ers wi, wj and their reachable task sets RSwi

, RSwj
, if

RSwi ∩ RSwj = ϕ, they are independent of each other;
Otherwise, there is task dependency between them.

Figure 1(a) shows the worker dependency diagram in
the example.

3 Problem Statement and Prelim-
inaries

Definition 3. (Space task) A spatial task can be defined
by a binary group s =< s.e, s.l >. Where, s.l is the posi-
tion of the task, s.e is the expiration time of the task, s.l
is a point (x, y) in a two-dimensional plane space. In spa-
tial crowdsourcing, the task can be completed only when
the worker actually reaches the specified position s.l of
task s. At the same time, considering the expiration time
of the task, The worker can complete the task only when
he arrives at the s.l location before the task s expiration
time s.e. Under the non redundant task allocation mode
considered in this paper, the server will only assign one
task to a single worker. Like the previous work [2,17,21],
this paper assumes that the worker will immediately go
to the next task after completing one task, and the time
required to complete the task itself is negligible.

Definition 4. (worker) Workers generally refer to peo-
ple who carry mobile equipment and voluntarily complete
space tasks Workers can be represented by the binary
group s = (w.l, w.t), where w.l is the worker’s starting
position, w.t is the expected latest working time of the
worker, and the worker needs to return to the starting
position no later than the latest working time.

The worker’s working mode is divided into online mode
and offline mode. When the worker is in online mode, he
can accept space tasks. Once the worker is in online mode,
he will send a task request to the server. The request
contains the worker’s location w.l. The latest expected
working time of the worker w.t. The server will consider
all workers and tasks acquired in a very short time interval
at the same time, and then make the global optimal task
allocation. Finally, the task sequence assigned to each
worker is returned.

Definition 5. (task sequence) Given any worker w and
the task set sw assigned to w, the task sequence of sw is ex-
pressed as R(sw), representing the time sequence in which
workers access each task. The time tw,R(si.l) when work-
ers arrive at each task can be defined by Formula (??):

tw,R(si.l) =

{
t(si−1.l) + c(si−1.l, si.l) if i ̸= 1
c(w.l, s1.l) if l = 1

(2)

In Formula (2), C(a, b) represents the travel time from
task a to task b. Under the condition that w and R are
not ambiguous, t(s.l) is used to represent the time when
worker w arrives at task si’s location s.l, and t(w.l) is
used to represent the time when worker w returns to its
original location. The time when a worker returns to the
starting point after completing all tasks in the task set
Sw is defined as:

t(w.l) = t(s|s|.l) + c(s|s|.l, w.l). (3)

Because the driving speed is not within the scope of the
main factors considered in this paper, for simplicity, this
paper assumes that all workers have the same driving
speed. Therefore, the travel time cost of workers can be
defined by Euclidean distance at two locations. However,
the method proposed in this paper does not rely on this
assumption, and can be used when workers have different
speeds.

Definition 6. (valid task set VTS) When and only when
the following conditions are true, the task set Sw is called
the effective task set of worker w:

1) All tasks in Sw can be completed before their expira-
tion time, that is, ∀Si ∈ Sw, t(Si.l) ≤ Si;

2) Worker w can return to the starting point no later
than the latest working time after completing all tasks
in Sw, that is, t(w.l) ≤ w.t.

Definition 7. (MVTS) If any superset of the effective
task set Sw is not the effective task set, then Sw is called
the maximum effective task set.

Definition 8. (Space Task Assignment) Given worker
set W and task set S, spatial task assignment A con-
sists of a series of workers, VTS tuples, such as
A = {< w1, V TS(w1) >,< w2, V TS(w2) >, · · · , <
w|S|, V TS(w|S|) >}. Let A.S represent the task set as-
signed to all workers, that is, A.S = ∪w∈WSw. The prob-
lems raised in this paper are summarized as follows:

Problem definition. Given a worker set W , a task set
S, and a space crowdsourcing task allocation problem
with the latest working time constraints, the goal is to
find a global optimal task allocation scheme AOpt, so
that ∀Ai ∈ A, |Ai.S| ≤ |AOpt.S|, where A represents
all space task allocation schemes.
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(a) (b)

Figure 1: Worker dependency graph partition (a)Worker Dependency graph, (b) Constructed search tree.

4 Algorithm Analysis

4.1 Introductions of Algorithm

The purpose of graph decomposition is to divide irrelevant
workers into different sets, and at the same time ensure
that the used partition set (hereinafter referred to as cut
set) can divide the connected graph as evenly as possible
(see Algorithm 1 for decomposition algorithm). In each
step of decomposition, take a point and connect to it as
a cut set (Row 9), and try to use the cut set to cut the
connected graph (Rows 10 and 11), and record the size
of the cut set (the cut set contains multiple workers) and
the sum of the number of workers which is in the maxi-
mum connected subgraph after the graph is cut (Row 12).
In each step, select the smallest cut set (Lines 11∼14) to
segment the original graph, and recursively call the algo-
rithm on the connected subgraph after segmentation until
the number of workers in the connected subgraph is less
than the threshold (Lines 3∼5).

Because the optimal graph decomposition problem it-
self is NP hard, this scheme does not solve the optimal cut
set in each iteration of tree decomposition, but attempts
to take each node in the dependency graph and its sur-
rounding nodes as the cut set in turn, and records the
best cut set that has been found (Lines 7 to 15) As shown
in Figure 2, when w3 and w5 connected with w3 are used
as cut sets, other workers are divided into two relatively
average groups, and the resulting point cut set sequence
C is [{w3, w5}, {w1, w2, w4}, {w6, w7}]. At this time, the
cut set size is 2, w1, w2, and w4, and the maximum size
of the connected subgraph is 3, and the sum of the two
is 5. It can be found that the sum of the cut set size
and the maximum size of the connected subgraph is not
smaller than 5 in other segmentation methods. Therefore,
Algorithm 1 will preferentially use w3 and w5 as cut sets.

Given the worker set W and the task set S, we first
calculate the maximum task subsequence QWi

(the sec-
ond and third lines) for each worker Wi, and Si is the
reachable task set, and then establish the corresponding
task dependency graph G (the fourth line) For each con-

Algorithm 1 Tree decomposition algorithm of graph

1: Input: worker dependency graph G, sequence C of
point cut set (worker set), sequence I generated by
point cut set (initialized to 0, representing the se-
quence number of the first point cut set), and global
variable index, representing the current point cut set
sequence number cur;

2: Output: point cut set sequence C and sequence I gen-
erated by each point cut set.

3: TreeDecomposition(G,C,I,index,cur);
4: Best h=infinity, Best S=empty set;
5: if |G| <threshold then
6: C[cur]← nodes in G;
7: end if
8: for each node wi ∈ G do
9: Set(Vi)← node connected to wi;

10: Set(V ′
i )‘leftarrow node not connected to wi;

11: G′ ← build graph of Set(Vi);
12: h← |Set(Vi)|+max |SubGraph(G′)|;
13: if h < Best h then then
14: Best h← h;
15: Best S ← Set(Vi);
16: end if
17: end for
18: C[cur]← Best S;
19: G′′ ← build graph for node not in Best S;
20: for each sub graph Gs ∈ G′′ do do
21: Sub index=++index;
22: I[cur]← Sub index;
23: TreeDecomposition(Gs, C, index, Sub index);
24: end for
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nected subgraph g ∈ G in the task dependency graph,
use the tree decomposition algorithm to divide the work-
ers into different worker sets (Row 8), and then build the
sequence of worker sets into a search tree structure (Row
9). Finally, use the depth first search algorithm to find the
optimal task allocation scheme for the search tree estab-
lished in the previous step. The initial heuristic function
value can be calculated by the greedy algorithm. Because
different connected subgraphs of G are not related to each
other, the final task allocation scheme only needs to add
up the schemes of different connected subgraphs (Line 8)
.

Algorithm 2 Search framework

1: Input: worker set W, task set S;
2: Output: Optimal task allocation scheme Opt
3: Solve(W,S)
4: for each wi ∈W do
5: Qw = MV TS(wi, Si);
6: G← build WDG;
7: end for
8: for each connected component g ∈ G do
9: Xg ← TreeDecomposition() of g;

10: Ng ← Build search tree;
11: Opt← Opt+DFSearch(Ng, S,WN , LB(Ng));
12: end for
13: Return Opt;

The depth first algorithm is described in detail below
3. The four key parameters of the search process are as
follows: (1) the root node of the N th subtree; (2) Unas-
signed task set S; (3) The worker set WN that has not
been searched in the N th subtree; (4) The heuristic func-
tion value h used to prune the search space represents the
minimum number of tasks to be allocated without prun-
ing the subtree.

Algorithm 3 will recursively call itself to search for
all task allocation schemes, and will exclude the alloca-
tion schemes that will not become the optimal solution.
Therefore, when the algorithm exits, the algorithm can
obtain the allocation scheme that maximizes the number
of global tasks allocated.

4.2 Upper Bound of Estimation

The upper bound of the number of tasks that can be com-
pleted by node N is recorded as UB(N), which represents
the maximum number of tasks that can be completed by
all workers in the subtree with node N as the root. The
basic method for estimating the upper bound is to accu-
mulate the maximum effective task set of all workers in
the subtree with node N as the root, and the maximum
effective task set with the largest number of workers. The
calculation formula is as follows:

UB(N) =

|W |∑
i=1

(|maxRwi |). (4)

Algorithm 3 Heuristic search algorithm

1: Input: the current node serial number N, the unas-
signed task set S, the workers set WN that has not
been searched in the Nth subtree, and the heuristic
function value h used to cut the search space;

2: Output: Optimal task allocation scheme Opt
3: DFSearch(N,S,WN , h)
4: Opt← 0;
5: UB(N)← Calculate upper bound of sub tree rooted

at N ;
6: if UB(N) < h then then
7: return 0;
8: end if
9: if WN ̸= ϕ then then

10: for each worker wi ∈WN do
11: for each MVT set Q ∈MV TS(wi, S) do
12: Opt← max{DFSearch(N,S −Q,WN−w, h−

|Q|) + |Q|, Opt}
13: h← Opt;
14: end for
15: end for
16: else
17: for each child node Ni of N do
18: Opt+ = DFSearch(Ni, S,WN , h);
19: end for
20: end if
21: return Opt;

W in the formula represents all workers of the current
subtree; maxRwi

represents the maximum effective task
set of worker wi, and the set with the largest number of set
elements. For example, when the search algorithm starts
to search in Figure 3, UB(N3) = |maxR6|+ |maxR7| =
1 + 3 = 4, and the value of |maxR| can be obtained by
looking up Table 2.

For all task allocation schemes A (including the op-
timal task allocation scheme), the number of tasks that
each worker can complete will not exceed |maxR|, so the
following inequality is true:

|A.S| = | ∪w∈W Sw| ≤
∑
w∈W

|Sw| ≤
∑
w∈W

|maxRw| = UB(N).

4.3 Heuristic Function

In order to prune the scheme that is not expected to be
the optimal solution as soon as possible, the algorithm
will calculate the heuristic lower bound h and transfer it
to the recursive function as a parameter H indicates the
minimum number of tasks to be completed by the subtree
with node N as the root Only when it is not less than h, it
is possible to produce a more promising solution than the
currently searched optimal case Easy to get: When the
upper bound (the maximum number of tasks that can be
allocated) of a subtree is less than the lower bound, you
can safely exclude this scheme.

The following describes how to estimate the heuristic
function value of the subtree with node N as the root.
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Assuming that node N contains m sub nodes, such as
N1, N2, · · · , Nm, the depth first search algorithm will be
used to search each sub tree in turn to find a better solu-
tion than the currently found optimal solution Opt. The
heuristic function value is updated by the following for-
mula:

h′ = h−
i−1∑
j=1

Opt(Nj)−
m∑

j=i+1

UB(Nj). (5)

In Formula (3), h represents the minimum number
of tasks to be allocated to all sub nodes of node∑i−1

j=1 Opt(Nj) represents the sum of the maximum num-
ber of tasks that can be allocated to the traversed subtree,
and

∑m
j=i+1 Opt(UB(Nj)) represents the sum of the es-

timated upper bounds of the unserved subtree. That is,
the number of tasks that the current subtree Ni needs to
complete at least is equal to the heuristic function value h.
Subtract the subtree (N1−Ni−1) that has been searched
before the current subtree to determine the number of
tasks that can be completed, and then subtract the esti-
mated upper bound UB(N) of the subtree (Ni+1 − Nm)
that has not been searched after the current subtree.

4.4 Optimization Strategy

Three optimization strategies are introduced here to fur-
ther reduce the search cost:

1) UB(V) optimization: before calling the depth first
search algorithm, start from the leaf node of the
search tree, from the bottom to the top, and use
the greedy algorithm to find the upper bound of the
tasks that can be assigned to the subtree with each
node Ni as the root (each worker only takes the max-
imum effective task set, regardless of the task being
assigned), which can limit the heuristic function to a
smaller extent;

2) Single worker search optimization: sort the maxi-
mum effective task set (|MV TS|) of each worker from
large to small, and search the set with large base first.
Because if the search for the larger effective task set
that is more likely to produce the optimal solution is
completed, the smaller effective task set is easier to
prune;

3) Search sub tree order optimization: all sub nodes of a
node are sorted from small to large according to the
number of workers contained in the sub tree whose
sub node is the root. Because small subtrees can be
searched quickly, the heuristic function value h can
be updated quickly, which will become more compact
and have better pruning effect for large subtrees.

5 Experiments and Results

5.1 Experimental Setup

Because of the lack of benchmark experimental data in the
space crowdsourcing field, this paper uses the simulation
data set to generate experimental data. The rules are as
follows:

1) First, use uniform distribution on a two-dimensional
plane of 100× 100, and randomly generate 100 point
coordinates to represent the position of workers;
Then, change the average number of tasks (T/W)
of each worker, randomly generate points represent-
ing tasks around each worker, and the value range
of T/W is [9–12,14] (experimental verification: when
conducting experiments on a larger scale, the depth
of search usually exceeds 20, and the search time in-
creases exponentially, exceeding the allowable range
of the experimental machine configuration);

2) Secondly, given any worker and the tasks around him,
the expiration time of the task is defined as follows:
starting from the current position of the worker, the
greedy algorithm is used to select the tasks closest
to the current position of the worker in turn. For
the task sequence calculated by the greedy algorithm,
the total travel time t is calculated and used as the
upper bound of the task expiration time; Then define
a range [el, eu](0 < el < eu < 1). The expiration time
of tasks is defined as [el.t, eu.t]. This paper uses five
groups of task expiration ranges [0.2, 0.3], [0.3, 0.4],
[0.4, 0.5], [0.5, 0.6] and [0.6, 0.7];

3) Finally, the expected latest working time of workers
is defined as follows: the distance tw between the
last task and the worker’s starting point is obtained
by adding the worker’s traveling time t calculated
by the greedy algorithm as the upper bound of the
expected latest working time of workers; Then define
a range [ds, dt](0 < ds < dt < 1). The expected latest
working time of workers is defined as [ds.tw, d

t.tw].
This paper uses five groups of this range [0.2, 0.3],
[0.3, 0.4], [0.4, 0.5], [0.5, 0.6], and [0.6, 0.7].

Basically, the task expiration time range and the ex-
pected latest working time range of workers determine the
percentage of tasks that workers can complete For the re-
sults of each parameter change, 50 groups of experiments
were carried out The reported results are the average re-
sults of 50 groups of experiments All experiments were
conducted on a machine with Core i5-2400, 3.1G HZ CPU
and 8GB RAM.

5.2 Experimental Result

This paper evaluates the performance of worker partition-
ing stage and the impact of task partitioning results on
search, and compares random tree construction algorithm
(RTA) with balanced tree construction algorithm (BTA)
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proposed in this paper RTA algorithm randomly selects
a worker cluster as the current node of the search tree.
BTA algorithm always selects a better worker cluster as
the current node when constructing the current search
node This section compares two dimensions: (1) Search
depth: search the maximum number of workers enumer-
ated from the root node to the leaf node using depth first;
(2) Search time: CPU time spent searching the optimal
allocation scheme using the constructed search tree.

Figure 3 shows the influence of the average number of
workers’ tasks T/W, the task expiration time coefficient
el, and the worker’s latest working time coefficient ds on
the search depth Figure 4 shows the effect of the above
parameters on search time As shown in Figure 2(a), the
search depth of the two tree construction algorithms in-
creases with the increase of T/W. However, the BTA al-
gorithm can produce a more balanced tree, which makes
it more efficient than RTA, as shown in Figure 4(a).

As shown in Figure 2(b): when the task expiration
time coefficient is small, the number of reachable tasks
for each worker is also small, and the BTA algorithm
and RTA algorithm have no difference in the ability to
construct a search tree; However, with the increase of
[el, eu], the number of accessible tasks for workers also in-
creases rapidly, and the advantages of BTA algorithm be-
come more obvious As shown in Figure 3(b), although the
search time increases exponentially with the increase of
task expiration time coefficient, the performance of BTA
algorithm is an order of magnitude higher than that of
RTA.

Based on the search tree constructed by BTA algo-
rithm, this section compares the performance of three
different search algorithms: (1) depth first search (DFS)
without any optimization; (2) Use sorting based search to
optimize DFS+W (depth first search+worker sort) (the
effective task set of a single worker is in the order of
large to small and the number of workers in the subtree
is in the order of small to large); (3) On the basis of
(2), the algorithm DFS+W&U [8, 12, 16, 19] (depth first
search+worker sort and upper bound estimate) is added
For the final task allocation quantity, this paper compares
the task allocation quantity of the algorithm proposed in
this paper with that of two basic methods, namely, greedy
algorithm (GA for short) and iterative greedy algorithm
(IGA for short) [20] GA calculates the maximum number
of tasks that can be assigned to the worker in the unas-
signed task set for each worker in turn until all workers
have been assigned or the task set to be assigned is empty
IGA performs task allocation and task scheduling itera-
tively until no better solution can be found within 1000
steps, and finally selects the best allocation as the result.

Figure 4 shows the efficiency of different search algo-
rithms It can be seen from the figure that the number of
reachable tasks for each worker is very small, and the task
optimization strategy will not achieve significant effect, no
matter the average number of tasks, the task expiration
time coefficient and the latest working time coefficient
of workers are small However, with the increase of the

above three parameters, the number of reachable tasks
for workers will increase, and the problem will become
more complex.

The sorting based search algorithm DFS+W first
searches for the scheme that can be completed quickly,
and quickly modifies the value of the heuristic function,
so as to prune the later scheme that requires a lot of search
time as early as possible Since the ordinate in Figure 4
increases exponentially, it is known that the performance
of DFS+W algorithm is improved by constant coefficients
compared with DFS algorithm [15, 18]. The DFS+W&U
algorithm has already calculated a static upper bound for
searching each node in advance in the pre calculation pro-
cess, and combined with the search upper bound dynam-
ically calculated in each step, the heuristic function value
is more tightly restricted It can be seen from Figure 4
that DFS+W&U implements more efficient pruning, and
with the problem scale growing, the search performance
is improved by at least one order of magnitude compared
with DFS.

Table 1 shows the search results of GA, IGA and OPT
search algorithms as the number of workers’ tied tasks
increases The OPT algorithm is the optimal case under
the assumption. Compared with GA, the larger the data
size is, the greater the difference between the number of
tasks that can be allocated by OPT and the GA algorithm
is. Table 2 and Table 3 show that IGA algorithm has
less than 20 differences with OPT under the conditions
of el¡0.5 and ds¡0.5, and has obvious advantages over GA
But in more complex cases, even if the local optimization
is achieved, there is still a gap of about 10% between the
OPT algorithm and the global optimization algorithm.

Table 1: Effect of T/W on theTotal Number of Assigned
Tasks, el = ds = 0.6

T/W GA IGA OPT

3 97 106 121
4 125 136 167
5 176 189 223
6 222 243 284
7 255 282 327

Table 2: Effect of el on the Total Number of Assigned
Tasks, T/W=5, ds = 1

el GA IGA OPT

0.2 113 120 124
0.3 145 154 168
0.4 174 194 216
0.5 220 243 279
0.6 263 285 328
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(a) (b)

(c)

Figure 2: Effect of T/W, el and ds on the depth of constructed search trees

(a) (b)

(c)

Figure 3: Effect of T/W, el and ds on the Search Time
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(a) (b)

(c)

Figure 4: Effect of T/W, el and ds on different search strategies

Table 3: Effect of ds on the Total Number of Assigned
Tasks, T/W=5, el = 1

ds GA IGA OPT

0.2 140 143 148
0.3 165 172 183
0.4 218 226 242
0.5 259 273 295
0.6 298 317 342

6 Discussion and Conclusions

Tasks in spatial crowdsourcing have specific location re-
quirements, and only when workers actually travel to the
designated location can they complete the task. This
paper studies the task assignment problem with the lat-
est working time constraint for workers This paper cre-
atively proposes a tree decomposition method, which di-
vides workers without task dependency into mutually in-
dependent worker sets, and uses the best effort search tree
construction algorithm to construct a balanced search tree
as much as possible Finally, this paper designs a depth
first search algorithm, which combines the optimization
strategy to quickly tighten the upper and lower bounds,
and can effectively cut the scheme that is not likely to
be the optimal solution The experimental results show
that the optimal assignment algorithm proposed in this
paper has more advantages in complex task assignment

scenarios.
The next research direction is to mine the parallelizable

part of this algorithm, and use parallel algorithms and
distributed algorithms to achieve more efficient allocation
schemes, so as to facilitate the promotion of this algorithm
to the practical application scenarios with larger and more
complex data.
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Abstract

Collaborative filtering has widely been applied to col-
laborative filtering recommendation systems to filter a
tremendous amount of information and screen the infor-
mation that may be of interest to the target users through
the evaluation and feedback of everyone. In contrast, tra-
ditional collaborative filtering does not consider the im-
pact of project type and time on user interest changes.
A modified time-varying collaborative filtering algorithm
(TVCFA) is presented to address the problem of infor-
mation overload. It is based on a content recommenda-
tion algorithm and reduces the static score error of differ-
ent user features of the similarity expression. It uses the
weight values of time and periods to describe the dynamic
characteristics of the user-item score. The algorithm’s
feasibility is verified by simulation using the public data
set. It can improve its recommendation model by 6.13%
and 2.69%, respectively, compared with the UCF and ICF
models in the global nearest neighbor. The experimental
results show that the improved dynamic, collaborative fil-
tering algorithm can improve the accuracy and track the
dynamic characteristics of users.

Keywords: Collaborative Filtering; Dynamic Characteris-
tics; Information Overload; Similarity Expression

1 Introduction

Recommender system is widely used in social life, its
purpose is to recommend affordable, personalized, high
matching products. Because users sometimes do not know
exactly what they want, the recommendation system will
also consider psychological factors.

It is not just a concept of decision-making theory, but
a typical method of using collective wisdom. Collabora-
tive filtering (CF) generally discovers a small part of the
mass of users that are similar to your taste. In CF, these
users become neighbors, and then organize a sorted direc-

tory based on other things they like to recommend to you.
The recommendation system must develop and maintain
a user model or user profile to store preference informa-
tion, so that personalized recommendations can be made.
CF recommendation algorithm originated from informa-
tion filtering, and is applied to the classification of email
and news. The earliest sales company received a large
number of emails, but could not reasonably classify them
and find out which emails would be of interest to them.
This filtering algorithm is different from simple text fil-
tering. In addition to some keywords, it also makes it
possible to analyze some content manually.For example,
in music appreciation. At the same time, new features
can be summarized from some fixed filtering information.

However, the advantages and disadvantages coexist.
The following disadvantages exist when using CF algo-
rithms to implement information filtering: First, even if
users have special needs and interests in information, they
cannot recommend it or filter it if they have never made
relevant evaluations. Second, the CF algorithm analyzed
from the user group does not have high accuracy for new
users. This is because the latest evaluation or the first
input information may not be the most interesting and
demanding. Generally, it is obtained through explicit and
implicit methods.

“The light bulb is on because you turned on the light”,
“I washed the dishes because my brother washed them last
time”, people often use explanations when communicat-
ing contract reasoning, distinguishing four explanations:
functional, causal, willing and scientific.

The recommendation system provides a set of solutions
(such as products), so users may need to explain why the
proposed solutions are beneficial to them.

This explanation is interpreted as how to explain. The
recommendation system includes CF recommendation,
content-based recommendation, knowledge-based recom-
mendation, and hybrid recommendation methods. The
CF recommendation system is that if users have the same
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preferences in the past, people can predict that they will
have similar preferences in the future. For example, if
user A and user B have similar purchasing experiences,
and user A has purchased an air purifier, but user B does
not know the brand of this air purifier at present, then
user B will be recommended to this brand of air puri-
fier. Because this recommendation logic contains implicit
coordination between two users, it is also called CF (Col-
laborative Filering).

The nearest neighbor recommendation based on items
is widely used. Large e-commerce websites with millions
of users and items are scanning potential neighbors. Due
to the huge amount of computing, it is difficult to achieve
real-time computing.

Item based recommendations can also be calculated in
real time when the scoring matrix is large (sarwar et al.
2001). As the name implies, it is to use the similarity of
items to calculate the predicted value [15].

CF algorithms are divided into two different types due
to the difference in principle: item-based method and
user-based method [11]. There are many recommenda-
tion algorithms, such as content-based recommendation,
model-based real-time recommendation and CF recom-
mendation. This kind of combined application recommen-
dation is called Hybrid Recommendation. The combina-
tion of content recommendation and CF recommendation
is the most studied and applied. The simplest way is to
use the content based method and CF recommendation
method to generate a recommendation prediction result,
and then use some method to combine the results. The
feature of content based recommendation is that it does
not need to know any information about the item, and its
advantage is that the system does not need to pay a huge
price to update the item information. Content based rec-
ommendation directly recommends items to users accord-
ing to their favorite items. Content is the description of
the item. The content representation of the item generally
maintains a detailed list of each item’s features, such as
attribute sets, feature sets, and item records. Knowledge-
based recommendation system is divided into constraint
based recommendation and instance based recommenda-
tion. It requires users to specify requirements, and then
the system tries to provide solutions. Content based rec-
ommendation generally uses the relevant keywords that
appear in the document, and uses different methods to
convert the document content to the keyword list. Knowl-
edge based recommendation is a specific type of recom-
mendation system. It uses domain ontology to express
semantic knowledge and increase the associated informa-
tion between projects; Through the different effects of
junction point, edge, depth and density in domain on-
tology on similarity calculation, the algorithm combines
the concept of mutual information correlation in informa-
tion theory to improve the similarity calculation formula
and improve the calculation accuracy. When people use
some commercial websites, they will pop up an explicit
scoring collection window, because most recommendation
systems use CF algorithms. However, buying a house, a

mobile phone, or a car is not as frequent as buying clothes
or books, so the effect will be poor because of sparse rat-
ings (burke 2000). The CF system is not applicable at
this time. The description of a certain residential area is
still in the period when it was newly built five years ago.
For current house buyers, their description is not appro-
priate, and content based recommendations are therefore
not applicable. Knowledge based recommendations are
specific to users such as cars and houses. For example,
a house with three bedrooms and two living rooms is lo-
cated between the 5-20th floor, the car color is white, and
the budget is no more than 200000 yuan. It does not fil-
ter items based on the ratings of individual users. It is a
conversational system with strong interaction. There are
many recommendation algorithms, such as content-based
recommendation, model-based real-time recommendation
and CF recommendation. This kind of combined appli-
cation recommendation is called combined recommenda-
tion (HR) [11, 17]. The combination of content recom-
mendation and CF recommendation is the most stud-
ied and applied. The simplest way is to use the content
based method and CF recommendation method to gen-
erate a recommendation prediction result, and then use
some method to combine the results. The hybrid rec-
ommendation methods are divided into integrated hybrid
design, parallel hybrid design and pipeline hybrid design:

1) The overall design is to integrate the centralized rec-
ommendation strategy into one algorithm to achieve
hybrid design.

2) The parallel hybrid design runs the parallel hy-
brid recommendation systems independently of each
other, generates recommendation lists respectively,
and then combines them into the final recommenda-
tion set.

3) The pipeline hybrid design connects multiple recom-
mendation systems according to the pipeline archi-
tecture, take the output of the previous recommen-
dation system as the input of the latter recommen-
dation system [3,5].

Many CF algorithms only considers the static behavior
data of ideal users; however, they ignore the characteristic
differences of user and the time-varying characteristics of
item ratings [4, 7, 9], and its accuracy and timeliness can
no longer meet the requirements. To this end, this paper
introduces similarity expressions, combines existing col-
laborative filtering algorithms, constructs improved simi-
larities and weights them with time point and period pa-
rameters, and presents an improved time-varying collab-
orative filtering algorithm that can characterize different
user characteristics. Using the public data set, simulation
results show that the average recommendation error of the
algorithm is significantly lower than that based on items
and users, and has better accuracy and effectiveness.
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2 Construct Similarity Expression

Whether in Information retrieval (IR) or Recommenda-
tion system (RS), the general idea is to conduct reason-
able data processing first, and then calculate the similar-
ity to get the results.

For example, in a recommendation system, it is first
necessary to obtain the data of users or items, and con-
struct the embedding of users or items by isomorphic and
reasonable representation functions, and then calculate
the similarity between users or items. Because the fea-
ture extraction of text information is relatively easy, the
similarity based recommendation method has been widely
used in the field of text recommendation. The user pref-
erence document is constructed based on historical data,
the similarity expression between recommended items and
user preference document is constructed, and the most
similar items are recommended to users.

Word Frequency Inverse Document Frequency (TF-
IDF) is a constant weighting technique for information
retrieval and text mining. This technique is a statistical
method to evaluate the importance of a word to a file set
or a file in a corpus. The importance of a word increases
proportionally with the number of times it appears in
the file, but decreases inversely with the frequency of its
appearance in the corpus. The features of recommended
project documents and user preference documents are rep-
resented by keywords, the weight of each feature value is
determined by using TF-IDF, the more the exact key-
word appears in a single document, the higher the key-
word weight, but the more a single keyword appears in
multiple documents, the weight of the keyword decreases
for any document.

Let N be the number of documents contained in the
document set, and the number of documents containing
the keyword ki in the document set is ni. fi,j is the
number of times the keyword ki appears in the document
di. The word frequent TFi,j of ki in the document dj is
defined as

TFij =
fij

maxzfzj
(1)

where Z is a keyword that appears in the document dj .
Inverse frequency IDFi of ki in the document set is as

IDFi = log
N

ni
(2)

The k-dimensional vectors dj = (w1j , w2j , · · · , wkj) and
dc = (w1c, w2c, · · · , wkc) are used to represent the item
document and the configuration document of user C, re-
spectively, k is the number of keywords, and each vector
component is calculated as

wij = TFij · IDFi =
fij

maxzfzj
· log N

ni
(3)

The cosine distance is often used to calculate the similar-
ity sim (c, dj) between project documents and user con-

figuration documents. It is calculated as

sim (c, dj) = cos (dc, dj) =

∑m
i=1 wicwij√

m∑
i=1

wic
2

√
m∑
i=1

wij
2

(4)

The content recommendation algorithm can use similar-
ity parameters for recommendation. However, the phe-
nomenon of synonyms and polysemous words will still
cause a significant error in the similarity calculation,
which needs further improvement.

3 Adding User Features

Characteristic differences must exist between different
users. However, the interests and hobbies of the same
type of user groups have certain similarity, so the simi-
larity function can be combined with the traditional col-
laborative filtering algorithm to calculate the similarity of
user groups with similar characteristics. Improve the ac-
curacy of recommendations. User characteristics can be
selected from any aspect. Here, four of the most common
descriptions are selected.

Age groups. The user characteristics of different age
groups are obviously different. Using Peng Dewei’s
method of classification [1], the age groups are di-
vided into six stages: less than 6 years, 7 to 11 years,
12 to 15 years, 16 to 22 years, 23 to 30 years, 31 to
40 years, 41 to 50 years, 51 to 60 years, more than
60 years, recorded as 0, 1, 2, 3, 4, 5, 6.

Gender. Gender is an important parameter in distin-
guishing user characteristics. In many choices, gen-
der difference has a great impact on users’ interests
and behaviors. Men and women are recorded as M,
F.

Occupation. According to a large number of litera-
ture research conclusions, users of different occupa-
tions understand the same problem at different lev-
els. Based on this conclusion, it can be considered
that other occupations reflect different life experi-
ences, and people with the same occupation are more
likely to have the same way of understanding things.
Depending on the occupation, the occupational char-
acteristics can be recorded as 0, 1, 2, 3, · · · , n.

Education. People with different educational back-
grounds have experienced different levels of educa-
tion popularization, from primary school, junior high
school, high school (technical secondary school), col-
lege, undergraduate, master’s and doctoral degrees,
recorded as 0, 1, 2, 3, 4, 5, 6.

Establish a feature data table based on the user fea-
ture data. The data table contains the user?s age, gen-
der, occupation, and educational background data. User
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similarity sim 1(u, v) based on user feature data can be
obtained.

sim 1(u, v) =
∑

similar (Uun, Um) /k (5)

Equation (5) reflects the ratio of the number of identical
features of users u, v, Uum is the m-th characteristic at-
tribute of user u, Uun is the n-th characteristic attribute
of user v, and k is the total number of user characteristics.

To reduce the deviation of the scoring scale of different
users, an improved cosine similarity measurement method
is used to subtract the average score of users. Assume that
the item set rated by user u and v is Iuv, Iu and Iv denote
the set of items rated by user u and user v, respectively,
and the similarity between user u and user v is sim 2(u, v)
denoted as

sim 2(u, v) =

∑
c∈Iu

(
Ru,c − R̄u

) (
Rv,c − R̄v

)√∑
c∈Iu

(
Ru,c − R̄u

)2 ·√∑
c∈Iv

(
Rv,c − R̄v

)2
where, Ru,c is the rating of user u on item c, R̄u and
R̄v are the average rating between users u v on item c,
respectively.

The user similarity parameter sim 1(u, v) is introduced
into the modified cosine similarity formula sim 2(u, v) to
obtain the end-user similarity.

4 Collaborative Recommendation
Algorithm

The traditional CF algorithms only consider the static
project rating data and ignore the dynamic characteristics
of the project and the users, and the calculation results
are flawed [2,8,12,19,20]. Therefore, the influence of dif-
ferent times on behavior characteristics should be consid-
ered in traditional algorithms [6]. The hybrid recommen-
dation method combines multiple recommendation tech-
nologies to make up for each other’s shortcomings, so as
to obtain better recommendation results. Different from
traditional hybrid recommendation technologies (such as
weighted fusion, hybrid recommendation, cascading rec-
ommendation), this paper adopts collaborative training
strategy to build a hybrid model of item based collabora-
tive filtering recommendation (algorithm 1) and item con-
tent based recommendation (algorithm 2) when building
a hybrid recommendation system. After the improvement
in similarity based on attributes, the time weight and the
weight of time period weight should be introduced into
the final prediction score. The time weight reflects the
difference in the rating of the user’s item with the drift of
interest. For different items, the earlier ones that appear
on the same day have a smaller weight, and the later ones
that appear on the same day have a larger weight to solve
the phenomenon of score drift in a large time span. The
weight of the time period reflects the change character-
istics of the user’s daily repetitive items, and the weight
of the change of the characteristic parameters of different
items should be different in different time periods.

By above the analysis, a method is adopted to intro-
duce weights for time and time periods to improve the ac-
curacy and timeliness of the recommendation algorithm.

4.1 Time Weight

The weight of time reflects the gradual trend of the past
user ratings of the project. In practice, exponential time
fitting is generally used to highlight the weight of users’
latest project ratings and reduce the proportion of early
projects. The time function is set as:

f (tni) = 1/
(
1 + e−tni

)
(6)

where, tni is the time difference between the time when
user n rated item i and the specific date. From the for-
mula 7, the function f (tni) is a monotonically increasing
function, and its value increases with the increase of time
t, but does not exceed 1. The closer the time is, the
greater the time weight is, which reflects the changing
status of user project ratings. In other words, all data
contribute to the recommended project, and the most re-
cent data contribute the most. The old data reflects the
user’s previous preferences.

4.2 Time Period Weight

According to the periodic characteristics of time, it can be
considered that the changes of the user’s item are cycli-
cal, and the impact on the feature score fluctuates in
different periods. First, construct the time period data
table, record the time period as 0, 1, 2, · · · , 23, and calcu-
late the time period in which all ratings are based on the
time stamp. qavg is the mean value of all feature ratings,
{qtotal0, qtotal1, · · · , qtotal23} is the average rating of each
time period. Set the time period function as follows:

qn = qavg − qtotal (7)

where, qn is the time period rating weight of the time
period of item n, n ∈ {0, 1, 2, · · · , 23}.

In the collaborative recommendation algorithm for fi-
nal prediction ratings, time weight and time period weight
are introduced, user characteristics are added when calcu-
lating user similarity, which reflects the difference between
long-term and daily changes in user interest preferences of
different characteristics. The formula of the CF algorithm
is expressed in Equation (8).

pu,i = Ru +

n∑
a=1

(
Ru,i −Ra

)
sim(u, a)f (tni)

n∑
a=1

|sim (u, a)| f (tni)
+ qn (8)

where, pu,i for the CF ratings of user u for item i.
According to the analysis listed above, the specific im-

plementation steps of the TVCFA algorithm and the flow
diagram (Figure 1) can be concluded as follows:

Step 1. Enter the user rating matrix Rmn, and the num-
ber of elements in the recommendation set is N .
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Figure 1: Algorithm flow chart based on time period
weight.

Step 2. Generate the clustering item set: C =
{c1, c2, · · · , ck}.

Step 3. For any user u and v, the overlap factor is
used to modify the local similarity calculation, and
the formula is used to calculate K local similarities
simj (u, v) (j = 1, · · · , k).

Step 4. Calculate the global similarity according to the
global similarity measurement formula between users
u and V .

Step 5. Update the similarity matrix Rsim, that is
Rsim = Rsim ∪ sim (u, v).

Step 6. For each user u find the nearest neighbor set
Nu = {vi1, vi2, · · · , vik} , u /∈ Nu, and sim (u, vi1) ≥
... ≥ sim (u, vik).

Step 7. Use the prediction score formula of target user
u for item i to calculate the prediction score of un-
graded item i, sort the prediction scores in ascending
order, and take the items corresponding to the first
n values to form a recommendation set Com-N.

5 Simulation

The project uses the MoviesLens dataset and GroupLens,
which stores movie scores, including 1 million pieces of
scoring data from 6k users on 4k movies. User data con-
sists of five parts of user, including ID, gender, age, oc-
cupation ID and zip code. The public data set was used
for simulation verification. The data included basic infor-
mation such as age, gender, occupational characteristics,
area code of 943 users, and their 100,000 rating data for
1682 movie items. During the experiment, the data set
was divided into a training set and a test set according to
the ratio of the 7:3 ratio [14].

The average error is introduced to measure the perfor-
mance of CF algorithm. MAE is a matrix commonly used
in collaborative filtering CF, which is usually used to eval-
uate the deviation between the predicted value and the
actual value [16]. The smaller the deviation, the higher
the prediction accuracy and the higher the recommen-
dation quality. If the user rating set is represented by
{p1, p2, · · · , pn} and the corresponding actual user rating
set is represented by {q1, q2, · · · , qn}, average error MAE
expression is as follows:

MAE =

N∑
i=1

|pi − qi|

N
(9)

The number of the nearest neighbors in the experiment
starts from 5 with an interval of 5 and increases to 40. The
experimental results are shown in table 1. The results of
the algorithm and the traditional algorithm based on the
project-based ICF recommendation algorithm, the user-
based UCF CF recommendation algorithm’s MAE value
are shown in Table 1 and Figure 2.



International Journal of Network Security, Vol.25, No.6, PP.945-952, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).05) 950

Table 1: MAE between improved and traditional algo-
rithms

nearest neighbors
MAE

UCF ICF Improved
5 0.8621 0.8236 0.8015
10 0.8453 0.8143 0.7727
15 0.8356 0.7858 0.7638
20 0.8242 0.7739 0.7339
25 0.8138 0.7615 0.7291
30 0.8025 0.7562 0.7017
35 0.7952 0.7628 0.6907
40 0.7864 0.7536 0.6836

When the number of nearest neighbors is 5, it can be
seen from Table 1 that the algorithm in the article is sig-
nificantly superior to the user based collaborative filter-
ing algorithm. From Table 1, it is seen that the MAE
of the improved algorithm is 10.5% lower than UCF and
5.7% lower than ICF. According to relevant literature, the
smaller the MAE value, the higher the accuracy of the rec-
ommendation. Therefore, the accuracy of the algorithm
recommendation is better than UCF and ICF.

Figure 2: MAE contrast diagram of different algorithms.

In order to verify the recommendation accuracy of the
algorithm proposed in this article, the algorithm pro-
posed in this article (TVCFA), item based (ICF), and
user based (UCF) recommendation algorithms are com-
pared and analyzed under different K-nearest neighbor
numbers. The experimental data are shown below. The
results are shown in Figure 2.

Next, we compare the improved algorithm with the
classical item-based algorithm [10, 18]. The parameters
used are for different users and different project groups.
Obviously, as seen from the results of Figure 3, Figure 4.
Our new algorithm is able to boost the prediction accu-
racy for all configurations. Compared with other models,
TVCFA can more accurately obtain the calculation re-
sults of the learning situation similarity by improving the
time-varying CF algorithm [13], and realize the improve-
ment of the CF algorithm, and, the global nearest neigh-
bor method is introduced, and the improved prediction
scoring formula is used for calculation to provide more

accurate personalized recommendation.

1) We have conducted experimented on the
MovieLens movie recommender dataset
(http://www.grouplens.org/node/73). It collected
by GroupLens research, and was bootstrapped from
the EachMovie data set. It has made three sub-
datasets available: one with 100K timestamped user
ratings of movies, another with 1M ratings, and a
third containing 10M ratings and 100K timestamped
records of users applying tags to movies.

The experimental results on the MovieLens data set
of results are shown in Figure 3.

Figure 3: MAE uses different algorithms to compare re-
sults on MovieLens dataset.

2) We have conducted experimented on the GroupLens
dataset. GroupLens consisted of 1,000,209 ratings
for 3900 movies by 6040 users. Recommender system
(https: // grouplens.org/datasets/movielens/). The
experimental results on the GroupLens data set of
results are shown in Figure 4.

Figure 4: MAE uses different algorithms to compare re-
sults on GroupLens dataset.

The experimental results show that the proposed rec-
ommendation algorithm can effectively improve the sim-
ilarity between users and significantly improve the accu-
racy of recommendation. In the case of massive data,
it can better improve the recommendation quality. The
disadvantages of this algorithm are: in the collaborative
recommendation algorithm of final prediction score, if ap-
propriate, the choice of time weighted and time weighted
weights can obtain closer scores; Otherwise, the effect of
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the recommendation algorithm is not good, and the accu-
racy of the score of the prediction knowledge points needs
to be improved.

6 Conclusion

Compared with the weighted fusion hybrid recommenda-
tion, which needs to constantly adjust the weight of each
recommendation result, the difficulty in sorting hybrid
recommendation, and the staged process of cascade rec-
ommendation, the hybrid recommendation method based
on collaborative training makes full use of the user’s rat-
ing information and item content description information
in each iteration of training, realizes the fusion of the two
recommendation views, and achieves a better hybrid rec-
ommendation effect. A novel time-varying CF algorithm
(TVCFA) is proposed by introducing user characteristic
parameters and time-varying parameters that are not con-
sidered by traditional CF algorithms, the improved time-
varying CF algorithm can characterize the characteristics
of different users and the dynamic characteristics at differ-
ent times. In the conventional algorithm, the time weight
function is deployed to accurately predict the user’s pur-
chase interest. According to the evaluation time sequence,
the user’s recent interest change trend can be judged. It
is verified by simulation using public data, compared with
traditional algorithms based on items and users, this al-
gorithm has a significant improvement in accuracy and
timeliness. The future work will combine CF algorithms
with convolutional neural network. Such as the determi-
nation of better convolution parameters, the calculation
of similarity with other users through CF algorithm, the
”cold start” of the recommendation system.
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Abstract

A Bayesian network security situational awareness tech-
nique based on Bayesian networks is proposed to address
the current problem of the inability to analyze and predict
the security situation of established networks comprehen-
sively and accurately. The security elements affecting the
current network security situation are obtained by using
the log information of the system, the operation infor-
mation of the network devices, and the alert information
and logs of the protection tools. Calculate the vulnerabil-
ity attack probability using factors such as vulnerability
value, attack cost, and attack benefit. Subsequently, the
extracted security elements are inserted into a Bayesian
network model to obtain the current security posture
values, evaluate the current security posture, adapt the
network environment with security countermeasures, and
predict future network security trends by results.

Keywords: Bayesian Network; Network Security; Network
Situational Awareness; Situational Indicators; Situational
Prediction

1 Introduction

With the progress of science and technology, computer
networks have become an indispensable part of people’s
lives. However, they face various cyber attacks while
changing people’s production and lifestyle. To cope with
the increasingly complex and covert network threats, var-
ious detection techniques have emerged, such as vulnera-
bility detection techniques, malicious code detection tech-
niques, and intrusion detection techniques etc. An in-
trusion refers to any malicious activity that violates the
confidentiality, integrity, or availability of data and equip-
ment [1]. These technologies try to detect possible secu-
rity problems in the network from different perspectives
and build a security line of defense for the network. How-
ever, with the continuous development and progress of
the network, many computer networks are now facing a
high level of network threats that are difficult for security

administrators to detect but continue to occur. These
threats present a trend of scale, proceduralization, and
concealment.

In view of the above, the research and application of
Network Security Situation Awareness [16] (NSSA, for
short) has received more attention from researchers. Dif-
ferent from traditional security measures, NSSA can iden-
tify the behavior of various activities in the network, un-
derstand the intent and assess the impact from a macro
perspective, then provide reasonable decision support and
predict the trend of network security.

As a cyber risk analysis-based algorithm, there are
precedents for its use in both industry and government.
For example, Riptide Networks in the US and Toshiba
in Japan are applying the algorithm to monitor security
threats in their networks; Telstar Technologies has devel-
oped its own security situational awareness algorithm to
enable enterprises to monitor and predict cyber risks in
real time and take defensive measures. The UK’s National
Cyber Security Centre (NCSC) uses the algorithm to de-
tect and analyze attack threats nationwide; in addition to
the UN’s growing focus on cyber security, the UN Cyber
Security Working Group uses the algorithm to conduct
nationwide cyber threat alerts.

At present, inadequate assessment functions for net-
work situational awareness [10]. Nikoloudakis et al. [9],
proposed a machine learning-based situational awareness
framework to enable situational awareness. Zhu et al. [18],
changed the existing quantitative assessment technique
of hierarchical threat situations by introducing time pa-
rameters in basic probability assignment. Zhang et al.
[14], constructed an LSTM-DT network security situation
assessment model, focusing on the time series problem
of network security situation assessment. Hu et al. [2]
proposed an attack prediction algorithm for a dynamic
Bayesian attack graph and a security situation quantifi-
cation algorithm based on attack prediction, combined
with CVSS to dynamically predict possible attack paths
and probabilities etc. Tao et al. [12], proposed a new unit
situation awareness method based on autoencoder and
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simple storage to achieve accurate and efficient situation
awareness. Kou et al. [5], proposed a security posture
assessment method based on attack intent identification,
which simplifies the intrusion path based on the intruder
to achieve the status assessment. Zhao et al. [17], for
network security situational awareness in the big data
environment, first, established a network security situ-
ational awareness index system, selected and quantified
index factors, and then calculated the situational values
to construct a network security situational awareness sys-
tem. For the selection and quantification of index factors,
multiple sources of data in the big data environment are
selected, and a parallel imputation algorithm based on
the attribute importance matrix is proposed to reduce
the data source and data attributes. For the calcula-
tion of context, the traditional wavelet neural network
learning method is easy to fall into local minima, the
wavelet neural network parameters are optimized by the
particle swarm algorithm, and then the particle swarm
optimization-based wavelet neural network is applied to
calculate the situation values. Lei et al. [6], in order to
defend against mobile targets in the network and calcu-
late the cost and benefit, used the attack graph to es-
tablish a hierarchical network resource graph. Proposed
a network moving target defense effectiveness evaluation
method based on variable point detection combined with
the variable point detection method, which can effectively
improve the efficiency of the network resource graph con-
struction. Sun et al. [11], proposed a probabilistic ap-
proach and implemented ZePro, a prototype system for
zero-day attack path identification. Bayesian networks
can calculate the probability of an object instance being
infected by taking intrusion evidence as input. Zhang et
al. [15], proposed a hierarchical cybersecurity situational
awareness data fusion method in a cloud computing en-
vironment to establish a hierarchical model. The hier-
archical cybersecurity situational data are collected and
processed in parallel through cloud computing technology.
Husak et al. [4], proposed that many prediction methods
in cybersecurity use models to represent and predict the
future state of an attack or security situation. Although
there is a clear division in the use cases of models (at-
tack prediction more often uses discrete models, while
predicting cybersecurity situations mainly uses continu-
ous models), these two main use cases often complement
each other as well as overlap in many cases. Second,
many new approaches based on data mining and machine
learning have significantly changed the state of research
in cybersecurity prediction. Data mining addresses the
reliance on manually provided predictive models, while
machine learning challenges model-based approaches. Hu
et al. [3], proposed a support vector machine and adaptive
weight-based network security posture assessment model,
training the collected samples using Libsvm and adaptive
weight strategy by designing network data feature terms
and indicator values and collecting some network data
for predictive analysis. López-Cuevas et al. [7], proposed
a new visualization method to track and identify in real

time when a person is in a risk-prone state. The model
can provide decision-makers with a visual description of
individual or group physiological behavior; through it,
decision-makers can infer whether further assistance is
needed if a risky situation exists. Wang et al. [13], calcu-
lated the reachable probability of each node by Bayesian
theory, describes the probability of single-step attack oc-
currence, dynamically predicts the potential risk in the
network, and proposes an improved intrusion prediction
algorithm based on attack graphs, which simplifies the
connection between alert evidence, as well as attack be-
havior and improves the accuracy of prediction.

The above research results are advanced for network
situational awareness. However, attack graphs do not
provide information about the probability of vulnerabil-
ities or information about the severity of vulnerabilities,
and Bayesian attack graphs are not a complete model for
mitigating network risks because they do not inherently
consider the set of security countermeasures to address
vulnerabilities. To quickly and accurately reflect the cur-
rent security posture of the network and adjust the net-
work using security countermeasures, this paper uses a
Bayesian network approach to sense, analyze, and predict
the network posture.

2 Bayesian Network Situational
Awareness Model

2.1 Network Security Situational Aware-
ness

Network situational awareness refers to a holistic situation
in which the internal system state, external behavioral
state, and internal user state of the network are in balance
with each other. The goal is to enable commanders on
both sides of a military game to be informed of the other
side’s military behavior and to make military judgments
in their favor.

In 1988, Endsley proposed that ”situational awareness
is the understanding and perception of factors or events
and the prediction of the future state of development that
affect the environment in a certain time and space.” The
process of achieving this definition is divided into three
levels: acquisition of situational elements, understanding
of the situational situation, and prediction of the situa-
tional situation, as shown in Figure 1.

Figure 1: Endsley situational awareness process
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In 2000, Tim Bass first proposed the concept of net-
work security situational awareness by integrating situa-
tional awareness and network security technologies, while
he also proposed a five-layer framework model for network
security situational awareness based on multi-sensor data
in one of his papers, namely: data collection, security
event object extraction, situational extraction, threat as-
sessment, and resource management, which indicated a
more detailed research direction for later researchers, as
shown in Figure 2.

Figure 2: Tim Bass network security situational aware-
ness model

Situation assessment is the key part of the process. The
so-called security posture assessment refers to the estab-
lishment of a suitable mathematical model based on the
construction of security indicators. The security events
generated by the summary, filtering, and correlation of the
analysis of devices to assess the extent of security threats
to the network system, and the analysis of the stage of
network attacks to achieve a comprehensive grasp of the
overall security posture of the network.

2.2 Bayesian Network Model and Re-
lated Definitions

Definition 1. Bayesian network model (BNM) is a di-
rected acyclic graph that can be expressed as BNM =
(S,A,E, τ, P ), The specific definitions are as follows.

1) S is the set of resource attribute nodes whose state
takes the value of true or false, denoted as S = 1 or
True , as well as S = 0 or False. The nodes are
divided into three categories, Sstart is the initiating
node of the network attack, Stransition is the process
node of the attack, and Starget is the target node of
the attacker.

2) A denotes the set of atomic attacks, representing the
attacker’s attack behavior on the node vulnerability.
The current attack behavior can be either present or
absent, which is respectively represented as ai = 1 or
ai = 0.

3) E is the set of directed edges in a Bayesian network,
and the edges connecting the nodes are represented
by a set of ordered pairs, denoted as τ , which reflect
the causal relationships between attribute nodes in the
attack behavior, where E ∈ (Spre, Spast) denotes the
edges of the attacker.

4) τ represents the conjunction or disjunction relation-
ship between multiple edges pointing to a node, and
its possible values are expressed as {AND,OR}, if
τ = AND, it means that the relationship between the
incoming edge and node sj is AND, the product rule
shown in Equation (1) is used; if the relationship be-
tween the incoming edge and sj is or (τ = OR ),
then Equation (2) is used to calculate.

Pr(sj |Pa[sj])=


0,∃si∈ Pa [sj],si=0
Pr

(⋂
si=1ei

)
=∏

si=1TP (ei) ,otherwise
(1)

Pr(sj |Pa[sj])=


0,∀si ∈ Pa [sj ] , si = 0
Pr

(⋃
si=1 ei

)
=

1−
∏

si=1
[1−TP (ei)], otherwise

(2)

5) P denotes the reachable probability of a node in a
Bayesian network, and there exists a Conditional
Probability Table (CPT) for each state node, which
shows the probability of a node given the state of
its parent node, and P denotes its CPT set. Sup-
pose the set of Si’s parents in the target network
is Sj , then P contains the conditional probability
PSi|Sj

= PB (Si | Sj).

In the directed acyclic graph BNM , there can be N
attribute nodes. During the process of network security
situational awareness, each attribute node can represent a
factor that influences the situational factors, such as net-
work vulnerabilities, external anonymous attacks, alarm
information and so on. In the directed edge (Si, Sj), Si

exists as the parent of Sj , and the set of all parents of Si

can be represented by PB (Si). In the Bayesian network,
there is a conditional independence requirement for each
node, and any node Si is conditionally independent of all
nodes in the non-Sidescendant node set A (Si). As shown
in Equation (3).

P (Si/A (Si)) = P (Si/PB (Si)) (3)

In the Bayesian network model, the conditional proba-
bility table is denoted by P . Given a set of parent nodes,
each attribute is assumed to be conditionally independent
of its non-child descendants, the joint probability distri-
bution among all attributes is shown in Equation (4).

P (S1, . . . , Sn) =

n∏
i=1

P (Si/PB (Si)) (4)
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2.3 Bayesian Network Quantification

2.3.1 Vulnerability Value

Large networks today consist of numerous hosts, each of
which contains several vulnerabilities. As a result, de-
termining the probability of exploiting each vulnerability
by relying solely on expert knowledge can be a tedious,
time-consuming, and error-prone task.

The value of a vulnerability is related to the ease of ex-
ploitation and impact of the vulnerability of the attribute
node, and is generally quantified using the vulnerabil-
ity scoring system (CVSS, common vulnerability scoring
system) provided by the National Vulnerability Database
(NVD). CVSS provides complete scoring parameters and
an open scoring framework that combines dynamic evalu-
ation and dependencies of vulnerabilities among attribute
nodes to quantify the ease of vulnerability exploitation.

CVSS provides a set of metrics, namely: Base, Tempo-
ral and Environmental, to quantitatively assess the sever-
ity of existing security vulnerabilities. Base is used to de-
scribe the intrinsic characteristics of a vulnerability using
two attributes: (1) Exploitability. (2) Impact; Temporal
quantifies the vulnerability characteristics that vary with
events; Environmental captures the vulnerability char-
acteristics associated with a particular IT environment.
Multiple values can be assigned to each CVSS metric. In
this paper, metrics are selected from the Base and Tem-
poral of the CVSS to calculate the probability of attack
vulnerability. As a result, the vulnerability exploitation
probability calculated at the time of evaluation is more
accurate and closer to the actual situation. Equation (5)
gives the equation for calculating the score representing
the value of vulnerability, which is calculated as:

Score =

{
Min(1.08( Exp+Impact), 10), Scope=C
Min( Exp + Impact , 10), Scope = U

(5)

Here, Impact indicates the vulnerability impact degree,
Exp indicates the exploitability of the vulnerability, 10
indicates that the maximum value of score is 10, and other
constant coefficient values are set by CVSS according to
the security policy. Where Exp is calculated as shown in
Equation (6).

Exp = 2×AV ×AC ×AU (6)

Here AV is the access vector, AC is the access complex-
ity, and AU is the authentication instance. Impact is
calculated as shown in Equation (7).

Impact =

 7.52(ISC − 0.029)− 3.25(
(ISC − 0.02)15

)
, Scope = C

6.45ISC, Scope = U
(7)

The ISC represents the intermediate constant and is cal-
culated as in Equation (8).

ISC = 1− ((1− C) ∗ (1− I) ∗ (1−A)) (8)

C,I, and A denote Confidentiality (C), Integrity (I), and
Availability (A) in the CVSS scoring system.

The CVSS metric scoring system is shown in Table 1.

The vulnerability value indicates the possibility of an
attacker exploiting a vulnerability. For vulnerability vi,
the vulnerability value is expressed by V alue(vi), and
the size is related to the scoring process described above.
Since the CVSS standard vulnerability score takes values
in the range of [0,10], the V alue(vi) is calculated as Equa-
tion (9) for the convenience of the post-order calculation.

value (vi) =
Score

10 ∗ 100%
(9)

2.3.2 Attack Benefit

Definition 2. Atomic attack gain (AProfit) is the gain
obtained by implementing an atomic attack, and this paper
quantifies the attack gain in terms of resource loss.

Definition 3. Resource Loss (RL): Indicates the loss suf-
fered by a resource after an atomic attack, which is defined
in this paper to describe the resource loss in three aspects:
Attack threat degree, resource importance, and resource
security attributes.

Definition 4. Attack threat (AT): indicates the damage
caused to the target resource by the attacker’s executed
attack. The attack threat metric is shown in Table 2.

C, I and A are usually used to represent the security at-
tributes of resources, and different attacks cause different
damage to the three indicators in the security attributes.
Using (LC , LI , LA) indicates the bias to the three indica-
tors respectively, and LC + LI + LA = 1, (1,0,0) means
that the attack is implemented against the confidentiality
of the security attributes.

Definition 5. Resource Importance (RI): indicates the
importance of the target node in the network, expressed
in three levels: high, mid and low, and its quantitative
criteria are shown in Table 3.

Resource importance has different biases (RC , RI , RA)
for the three indicators of resource security attributes,
and RC + RI + RA = 1 , whose quantitative criteria are
shown in Table 4.

Combining the above table, it can be concluded that
the calculation formula of attack revenue is Equation (10).

AProfti (ei→j) = RL (ei→j) (10)

2.3.3 Attack Cost

Definition 6. Atomic Attack Cost (ACost): The price
that an attacker needs to pay for an atomic attack. Usu-
ally, the greater the impact on the network after the target
node is compromised, the more critical the position of the
target node in the network is considered, and the greater
the possibility of an attacker launching an attack on the
target node. The more likely it is to be discovered. The
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Table 1: CVSS metrics scoring system
Base Influencing factors Metric value Score

Network (N) 0.85
Exp AV Adjacent (A) 0.62

Local (L) 0.55
Physical (P) 0.20

Exp AC Low(L) 0.77
High(H) 0.44

No authentication required (N) 0.70
Exp AU Single authentication (S) 0.56

Multiple authentication (M) 0.45
High(H) 0.56

Impact C, I, A Low(L) 0.22
None (N) 0.00

Scope S Unchanged (U)
Changed(C)

Table 2: Attack threat metrics
Level Attack classification Threat level
L1 Information leakage 0.3
L2 Remote Login 0.5
L3 Obtain User privileges 0.8
L4 Obtain Root privileges 1.0

Table 3: Quantifying the importance of resources
Importance Value Resource description

high 1/2 Hosts where critical infor-
mation is stored, such as
Database Server

mid 1/3 Mail Server, FTP Server,
Web Server

low 1/6 General hosts

criticality corresponding to the target node is calculated by
Equation (11).

M (vi) =
Impact (vj)∑N
i=1 Impact (vi)

(11)

Among them, N represents the number of target nodes in
the network.

The complexity (δ (ei→j)) of each attack performed by
the attacker is different, which also affects the cost of this
attack. The quantification of the attack complexity is
shown in Table 5.

The more times an attacker attacks a node, the more
attacking experience the attacker has, and when he at-
tacks the node again, the cost will be reduced accordingly.

Combined with the above data, the attack cost formula
is given as Equation (12).

ACost (ei→j) = η (ei→j)× δ (ei→j)×M (ei→f ) (12)

2.3.4 Attack Probability

Combining the above definition, the probability of launch-
ing an attack on its child nodes from the current attribute
node can be calculated when an attack occurs, which is
referred to as the attack probability. It is expressed by
P (Ai), and its calculation formula is Equation (13).

P (Aj) = min

(
value (vi) ∗ Aprofit (Aj)

ACos t (Aj)
, 1

)
(13)

Definition 7. Attack path selection probability P (APi).
To calculate the probability of different attack paths being
compromised by attackers, the product of the state transfer
probabilities of all nodes on a path APi is multiplied and
its product is the attack path APi selection probability, de-
noted as P (APi), which is calculated using Equation (14).

P (APi) =
∏

Pij (14)

3 Bayesian-based Network Situa-
tional Awareness Model

3.1 Bayesian Network Model Generation

Attack graph is a tool for modeling network security vul-
nerabilities and their interactions. It is widely used in var-
ious fields of network security, including risk assessment,
because it can be used to describe the path of attackers ex-
ploiting vulnerabilities to damage network security. Each
path consists of one or more vulnerabilities in a chain,
some of which are prerequisites for others to be exploited.

To generate an attack graph for a given network, infor-
mation about existing vulnerabilities, network topology,
and host connectivity is required. On the basis of previ-
ous research results [8], this paper finds common vulnera-
bilities on hosts according to network vulnerability scan-
ners (such as Nessus, OpenVAS or Retina) or online vul-
nerability repositories (such as the National Vulnerability
Database (NVD) and MITRE’s common vulnerabilities)
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Table 4: Security attribute partial weight quantization
Application
scenarios

Classification Emphasis Value (RC, RI, RA)

General hosts R1 None (1/3, 1/3, 1/3)
Information

system
R2 Integrity (1/4, 1/2, 1/4)

Data storage
systems such as
Database Server

R3 Confidentiality (1/2, 1/4, 1/4)

Mail Server,
Web Server

R4 Availability (1/4, 1/4, 1/2)

Table 5: Attack complexity metrics
Attack complexity description Value Score

Complete 0.10
Code information (SI) Part 0.30

None 0.70
Normal 0.15

Attack code platform (SP) Special 0.35
Particular 0.60

Tools 0.10
Attack operation requirements (OR) Scripts 0.25

Manuals 0.45
Groups 0.70
None 0.00

Information collection requirements (IR) Normal 0.20
Configuration 0.55

Critical 0.80

searching existing loopholes. The host connectivity and
topology of the network can be determined based on the
knowledge of the network security administrator or using
network tools such as Namp. With this information, tools
such as MulVAL can be used to automatically generate
attack graphs.

The proposed algorithm faces the problems of low data
volume and high dimensionality. Bayesian network mod-
els require large data sets, and when the number of nodes
increases, the complexity of the modeling of the node rela-
tionships performed increases, leading to difficulties in the
interpretation and visualization of the model. Researchers
need to synthesize large data sets using data augmenta-
tion techniques, reduce the number of features by feature
selection for large amounts of data, and enhance the vi-
sualization of the graph by reducing the number of nodes
and edges of the attack graph as much as possible through
coefficient shrinkage and feature extraction techniques.

The Bayesian based situational awareness model can
be generated by Algorithm 1.

3.2 Quantification of Security Posture

After generating the BNM according to Algorithm 1, the
network is recalibrated by calculating the posterior prob-
ability.

Traditional network security prediction methods are

Algorithm 1 Bayesian network model BNM generation
algorithm

1: Input: Attack graph AG = (S,A,E, τ), P is the prior
probability of the attribute node;

2: Onput: BNM = (S,A,E, τ, P );
3: Initialize each parameter of BNM to null;
4: Copy the individual parameters S,A,E, τ of AG;
5: for Ei in BNM do
6: Calculate the value of Exp using Equation (6).
7: end for
8: for Each Sj in BNM do
9: if j = 1 then

10: P1(S1 = true) = p
11: P1(S1 = false) = 1− p
12: else
13: Calculate the prior probability Pj of the attribute

node Sj using Equation (4), and fill in the param-
eters P of BNM ;

14: end if
15: end for



International Journal of Network Security, Vol.25, No.6, PP.953-963, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).06) 959

difficult to accurately identify new types of malicious at-
tacks, and the data also has the problem of large scale
and high latitude, which requires the use of more effi-
cient algorithms for analysis and processing. Researchers
establish adaptive network security models based on ef-
ficient algorithms such as random forests to improve the
efficiency and accuracy of processing and analyzing data.

The BNM is a directed acyclic graph, and the data
set D = (d1, d2, . . . , dn) represents the observations of n
variables (x1, x2, . . . , xn) , assuming that θBNM is the pa-
rameter value corresponding to the BNM . P (BNM)
denotes the prior knowledge of the nodes in the Bayesian
network model, and when the model is initially completed,
θBNM is denoted using P (BNMθ). Its correction func-
tion is shown in Equation (15).

P (BNM,D) = loga P (D | BNM) + loga P (BNM) (15)

P (BNM) is generally assumed to be uniformly dis-
tributed. P (D | BNM) is the marginal likelihood func-
tion, which can be expanded as Equation (16).

P (D |BNM)=

∫
P (D |BNM, θBNM)P (θBNM | BNM) dθBNM (16)

After the above processing, the greedy search algorithm is
selected and the search for a network structure that satisfies
the requirements begins.

Each time a directed edge is selected from the model and
added, the evaluation value is calculated using the above for-
mula, and if the evaluation value becomes larger, the directed
edge is added, otherwise it continues to the next step. In cal-
culating the posterior probability, if the variables are not dis-
crete, the probability density function p(x | c) ∼ N

(
µc,i, σ

2
c,i

)
can be used, where µc,i and σ2

c,i are the mean and variance
of the values taken by the class c samples on the attribute i
respectively, the function can be given by Equation (17).

p(x | c) = 1√
2πσc,i

exp

(
− (xi − µc,i)

2

2σ2
c,i

)
(17)

The discreteization of continuous data in the sample makes
multiple continuous intervals of data mapped into different
categories, effectively reducing the difficulty of calculation,
presenting the changing pattern of data more intuitively,
conforming to the computer’s processing method facilitating
funny calculation and storage, better understanding and anal-
ysis of data, and improving the efficiency of security situational
awareness algorithms.

Using Equation (18), the network situational values for each
phase of the current network can be calculated and used for
situational assessment and analysis.

V =

k∑
i=1

Aprofit (ei)−ACost (ei)

k
(18)

Network situational awareness needs to be real-time, requir-
ing the collection, processing, and analysis of large amounts
of real-time data to discover and track events. The data ob-
tained from Algorithm 1 is used to predict network behavior,
make accurate judgments about the network situation, reduce
errors and uncertainties, and monitor the security status of
the system in real time.

Algorithm 2 Security posture quantification algorithm

1: Input: Security data obtained from Bayesian network
security situational awareness model;

2: Onput: Network security posture value;
3: Step1: Combining the current network structure in-

formation and calling Algorithm 1 to obtain the
Bayesian network model BNM ;

4: Step2: For the continuous type data in the sample,
it is discretized using Equation (15), Equation (16),
Equation (17) and formed into a new data set with
the non-discrete type data;

5: Step3: Using Equation (10) and Equation (12) to cal-
culate the cost of attack and the benefit of attack for
the current network;

6: Step4: The cyber security posture values for each
phase can be calculated using Equation (18);

7: End

3.3 Risk Mitigation

Definition 8. Security Countermeasure (SC) is a risk miti-
gation measure that can be implemented on a vulnerability to
further reduce or eliminate residual risk by reducing the ex-
ploitability of the affected vulnerability, and in this way, pre-
vent attackers from reaching their goal of compromising IT
assets.

The status of the SCi defined as A Boolean variable
True, False. True indicates that the security countermeasure
has been implemented, while False indicates that the coun-
termeasure has not been implemented as part of the security
risk link plan.

Security countermeasures can be implemented proactively
to mitigate the impact of known vulnerabilities on the network,
by predicting in advance the set of vulnerabilities in the test
network, the likelihood of attacks on these high-risk vulnera-
bilities and the potential attack paths. Then the network can
be better prepared to prevent or mitigate any damage caused
by these vulnerabilities.

The algorithm can detect network attacks through abnor-
mal changes in network potential, carry out the detection of
packets with abnormal characteristics in real-time to detect
network intrusion and analyze the trend of changes in net-
work potential. The node’s vulnerability utilization and vul-
nerability value are combined with the real-time network state
to conduct a comprehensive analysis of the attacker’s attack
behavior, determine the attack path so as to develop a defense
method to reduce or stop the threat of harm to the network
facilities.

4 Experimental Simulation and
Numerical Analysis

4.1 Experimental Simulation

To explain the validity of the relevant models and algorithms
proposed in this paper further, simulation experiments are
conducted by deploying the experimental scenario shown in
Figure 3. (1) DMZ Zone includes Mail Server, DNS Server
and Web Server and is accessible to the public through fire-
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Table 6: Description of the vulnerability information

Hosts CVE ID
Vulnerability
Information

Resource
status
number

Threat
level

Resource
importance

Security
attribute
categories

Mail Server CVE-2014-7287 Mail Injection S1 L4 mid R4

CVE-2008-3060
Error alert
information
leakage

S2 L1 low R1

DNS Server CVE 2008-1447
DNS cache
poisoning

S3 L3 mid R2

Web Server CVE-2009-1535
IIS vulnerability in
WebDAV service

S4 L3 low R2

Gateway Server CVE-2008-0166
OpenSSL uses

predictable random
numbers

S5 L1 low R1

FTP Server CVE-2014-1443 Buffer overflow S6 L3 mid R4

CVE-2013-4465
Upload dangerous

files
S7 L2 mid R4

Administrative Server CVE-2008-4050
Create and read
arbitrary registry

values
S8 L1 low R2

Local Desktops CVE-2015-8622 Cross-site scripting S9 L2 low R1
SQL Server CVE-2018-12942 SQL Injection S10 L4 high R3

CVE-2012-2592 Cross-site scripting S11 L1 high R3

Figure 3: Experimental network topology

wall; (2) Trusted Zone includes SQL Server, Gateway Server,
Administrative Server and some local computers, all access
from external sources to the trusted zone and all communica-
tion with external parties is restricted. The DMZ tri-homed
firewall has a pre-defined policy installed to ensure that it is
separated from the trusted zone. According to the policy, the
Web server is allowed to send SQL queries to the SQL server.
In addition, remote desktop services for all local computers in-
cluding the Administrative Server enable employees to commu-
nicate with remote sites via wired or wireless media. Remote
connections are monitored by the SSHD protocol installed in
the Gateway server.

For the test network, the Nessus vulnerability scanner was
used to scan into different areas and the vulnerability infor-
mation detected is listed in Table 6. The SQL database server
has a critical role in most networks and can therefore be con-
sidered as a target for attackers.

4.2 Attack Probability Calculation

Figure 4: Schematic diagram of Bayesian network

In order to obtain the attack probability for each vulner-
ability, the attack cost and the attack benefit are calculated
first. The attack cost is calculated according to Equation (12),
the gain per attack is calculated using Equation (10), and then
the probability of atomic attack can be obtained by combin-
ing Equation (13), and the calculation results are shown in
Table 7. Then the network configuration, network connectiv-
ity information, vulnerabilities, and the correlation between
vulnerabilities can be inputted together into the input.p file
of Mulval tool to generate the attack graph model of the test
network. As shown in Figure 4.
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Table 7: Probability table

No. Vulnerability value
Atomic attack

probability (P(Aj))
S0
S1 39% 0.52
S2 33% 0.42
S3 30% 0.39
S4 37% 0.47
S5 26% 0.34
S6 46% 0.66
S7 32% 0.41
S8 28% 0.38
S9 25% 0.30
S10 41% 0.58
S11 36% 0.45

Combining Table 7, we can get the probability of each vul-
nerability attack, and then combining with Equation (14) we
can get the attack path selection probability. The obtained
results are shown in Table 8.

Table 8: Attack path selection probability table

No. Attack Path
Attack path selection
probability / (P(APi))

AP1 S0 → S1 → S8 → S9 → S10 0.0344
AP2 S0 → S1 → S8 → S9 → S11 0.0267
AP3 S0 → S2 → S8 → S9 → S10 0.0421
AP4 S0 → S2 → S8 → S9 → S11 0.0215
AP5 S0 → S6 → S9 → S10 0.1148
AP6 S0 → S6 → S9 → S11 0.0891
AP7 S0 → S6 → S5 → S10 0.1302
AP8 S0 → S6 → S5 → S11 0.1010
AP9 S0 → S3 → S7 → S9 → S10 0.0278
AP10 S0 → S3 → S7 → S9 → S11 0.0216
AP11 S0 → S3 → S7 → S5 → S10 0.0315
AP12 S0 → S3 → S7 → S5 → S11 0.0245
AP13 S0 → S4 → S7 → S9 → S10 0.0335
AP14 S0 → S4 → S7 → S9 → S11 0.0260
AP15 S0 → S4 → S7 → S5 → S10 0.0380
AP16 S0 → S4 → S7 → S5 → S11 0.0295
AP17 S0 → S4 → S5 → S10 0.0927
AP18 S0 → S4 → S5 → S11 0.0719

Security countermeasures can be deployed in advance to
make an impact on the vulnerabilities, reduce the probability
of vulnerability attacks, and play a role in protecting network
security after predicting the vulnerabilities with high attack
probability and their attack paths. The proposed security
countermeasures for the test network are shown in Table 9.

After the processing of security countermeasures, the net-
work is tested again and the network posture values are recal-
culated using Algorithm 2.

4.3 Numerical Analysis

After analyzing Table 8, we found that the attack paths
AP5, AP6, AP6, AP7, AP17, AP18 have higher intrusion proba-
bility, and attackers are more likely to choose these paths to at-
tack the system, especially the probability of attack path AP7

reaches 0.1302. At this time, the attacker can cause extremely

Table 9: Security measures and their coverage
Security

Countermeasures (SC)
Coverage Coverage Ratio

Disable WebDav CVE-2009-1535 0.61
Filtering External

Traffics
CVE-2008-0166 0.55

Query Restriction CVE-2018-12942 0.28
CVE-2012-2592

Add Network IDS CVE-2014-7287 0.37
CVE-2008-3060

Limit Access To DNS Server CVE 2008-1447 0.50

serious damage to the current network, but the network risk
changes when we predict these attacks in advance through
network situational awareness and use preventive measures in
advance then the probability of attack for each path is shown
in Figure 5.

Figure 5: Comparison of attack path probability before
and after situational awareness

It is obvious from the above figure that when we get the
attacker’s attack type in advance and take precautions, the at-
tack probability of each path changes. At the same time, the
attacker’s attack cost per attack will increase and the attack
benefit decreases. At this point, we use Algorithm 2 to calcu-
late the change of network security posture values over time in
both states, and generate the results of the time-series-based
posture index assessment in days and compare them. The
results are shown in Figure 6.

Figure 6: Comparison of cyber security posture values

By comparing the posture values in Figure 6, we can clearly
see that the changes in the network posture on days 5, 6, and 7
are larger, while the rest of the time is more moderate. When
we perceive the current network’s posture in advance and then
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measure the posture value, we can compare and find that the
posture value in the test network has changed and the security
level of the current network has been improved significantly af-
ter the early response. Therefore, we can conclude that not
only does he target of the attacker not eliminate the risk posed
by the attacker, but also can be analyzed the source of network
risk more accurately and be responded when it is clearly iden-
tified, that the network level is always kept in an acceptable
range.

4.4 Comparison of Methods

Different models have different degrees of protection for the
network. In order to verify the superiority of the model in
this paper, for different models, their respective degrees of
protection for the network are compared in the same network
environment, and the specific procedure is as follows.

A comparison of the data obtained by the method proposed
in literature [16] and literature [18] respectively with the ex-
perimental method in this paper is given in the topological
environment shown in Figure 3.

The literature [16] is also a network situational awareness
model that uses Libsvm and adaptive weighting strategy to
train the collected samples by designing the network data
feature terms and indicator values, and collects some net-
work data for prediction analysis; while the literature [18]
uses Bayesian theory to calculate the reachable probability
of each node, describe the probability of single-step attack oc-
currence, and dynamically predict the potential risk in the
network. Combined with the attack graph, an improved at-
tack graph-based intrusion prediction algorithm is proposed
to simplify the connection between alert evidence and attack
behavior and improve the accuracy of prediction. However,
the former does not take into account the cost and benefit of
vulnerability attacks, and the latter has too single vulnerabil-
ity indicators, so both do not truly reflect the real situation
of vulnerabilities exploited in the network. Figure 7 gives a
comparison of the posture values of the three models within a
week in the same network environment. Figure 8 then gives the
overall defense level of the network during these seven days.

Figure 7: Comparison of security posture values

The analysis of Figure 7 shows that for the three models,
the network potential values are higher on the 5th, 6th, and
7th days of the week, but the model in this paper always main-
tains a more stable state during the seven days, compared with
the other two models, although there are still fluctuations, but
the fluctuations are smaller and always lower than the other
two models.

Analysis of Figure 8 shows that the overall defense level of
all three models is relatively high, with the minimum defense

Figure 8: Overall Defense Level Comparison

level above 55%, but the model in this paper is significantly
better than the models in the other two papers. The overall
defense level of this paper is above 70%, and the reason for this
is that this paper has pre-knowledge of the attacker’s target,
and the probability of the attack, and has made deployment
of these attacks in the network in advance, so predicting the
attacker’s target in advance can keep the network defense level
at a more secure level.

5 Conclusion

Bayesian security situational awareness algorithm has a wide
range of applications in network monitoring and management
system, through the analysis of network traffic, protocols, at-
tack methods, etc. to quickly detect intrusions and update the
situational information at any time, quickly check out abnor-
mal situations such as DDos attacks or discover the network
vulnerabilities and other security risks so as to take corre-
sponding measures, can calculate the host device weights to
optimize the network topology and extend the network lifecy-
cle. In the actual network monitoring and management system
to apply the current algorithm, we should first collect the se-
curity elements of the network security posture through the
system log information, equipment protection tools, network
monitoring equipment and routers, etc., process the data and
then make corrections and optimization, and finally pay at-
tention to the maintenance and upgrading of the algorithm to
ensure the accuracy and reliability of the algorithm.

It is a considerable challenge to analyze and predict the
network posture of a given network environment so that the
network security level is always kept in an acceptable range.
In this paper, a Bayesian network-based network security situ-
ational awareness method is proposed to address this problem.
By obtaining the situational indicators affecting the network
environment from system logs and protection tools, calculat-
ing the vulnerability attack probability as well as the attack
path selection probability using indicators such as vulnerabil-
ity value, attack cost, and attack benefit, processing the vul-
nerabilities with higher attack probability as well as the attack
path to reduce the degree of network victimization, and calcu-
lating the security situational values of the network before and
after processing by the security situational quantification algo-
rithm for comparison; finally, the superiority of the method in
this paper is verified by comparing with the methods in other
literature.

The algorithm application scenario is very broad, based on
historical data and real-time data to predict the future net-
work security threats of the current environment, timely de-
tection of network attacks and abnormal activities, and then
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take security strategies. It can be expected that with the de-
velopment of Bayesian network security posture-based algo-
rithms will continue to develop and improve, for example, in
the future will be combined with big data analysis, machine
learning, etc, and continue to innovate algorithms to improve
network security.
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Abstract

Preventing financial statement forgery and fraud is essen-
tial for maintaining the stability of the economic market.
In this paper, financial statements and fraud were intro-
duced briefly. Then, blockchain technology was used to
prevent financial statement forgery and fraud. Further-
more, simulation experiments were carried out within a
laboratory environment to evaluate the efficacy of the
proposed preventive measures. The experimental re-
sults demonstrated that conventional financial statements
could be successfully chained, whereas anomalous finan-
cial statements were effectively identified and prevented
from being chained. As the quantity of financial data
slated for chaining increased after adopting the preven-
tive measures, the average server throughput increased
first and then stabilized. Simultaneously, the average la-
tency initially remained consistent before experiencing a
subsequent increase. Incorporating blockchain technology
within these preventive measures effectively thwarts any
attempts at financial data compromise or tampering.

Keywords: Blockchain; Financial Statement; Forgery and
Fraud; Preventive Measure

1 Introduction

Owing to various interest-driven motives and malprac-
tices, instances of forgery and fraud are recurrent in finan-
cial statements [15]. The presence of deceptive financial
statements not only undermines the credibility and repu-
tation of enterprises but also exerts a profound impact on
the overall market stability. Consequently, the effective
prevention of financial statement forgery and fraud has
emerged as an urgent imperative for both enterprises and
regulatory bodies [19]. Through the practice of recording
financial report data on a blockchain and facilitating real-
time sharing and verification, it is feasible to enhance data

transparency and credibility, thereby diminishing the like-
lihood of data tampering [3, 16].

Liu et al. [14] constructed a heterogeneous graph trans-
formation network designed for detecting anomalies in
smart contracts, aiming to identify financial fraud on the
Ether platform. Hyvarinen et al. [7] devised and assessed
a prototype blockchain-based system, aiming to elimi-
nate instances of double-taxation-related tax fraud and
concurrently enhance dividend flow transparency. Mean-
while, Kabra et al. [8] proposed MudraChain, a frame-
work aimed at automating check clearing operations, in
which a blockchain network orchestrates clearing pro-
cesses. The obtained results were subjected to rigorous
evaluation using state-of-the-art methodologies to high-
light the efficacy of the proposed framework.

This paper briefly introduced financial statements and
financial statement fraud. Then, blockchain technique
was employed to prevent financial statement forgery and
fraud. Finally, the preventive measures were tested using
simulation experiments in a laboratory.

2 Financial Statements and Fraud

Financial statements can help stakeholders comprehen-
sively understand an enterprise’s financial status through
a series of financial data [18]. The balance sheet serves
as a reflection of an enterprise’s assets, liabilities, and
owner’s equity during a specific time frame, which un-
veils the asset composition, liability extent, and net as-
set position of the enterprise and offers stakeholders a
benchmark for assessing solvency and risk tolerance [21].
Meanwhile, the income statement records an enterprise’s
sales revenue, costs, and profits within the corresponding
time frame. It illustrates the operational performance and
profitability of an enterprise, providing a foundation for
evaluating the sustainability of the enterprise’s business
mode. Additionally, the cash flow statement scrutinizes



International Journal of Network Security, Vol.25, No.6, PP.964-969, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).07) 965

the inflow and outflow of cash for an enterprise during the
corresponding period, which unveils an enterprise’s cash
liquidity, along with the cash-related income and expen-
ditures stemming from operational activities [11].

It enables stakeholders to gauge the enterprise’s ca-
pacity for cash management and solvency. Undoubtedly,
financial statements constitute the bedrock for decision-
making among investors, creditors, and regulatory bod-
ies. Furthermore, they serve as a crucial reference point
for an enterprise’s internal business analysis and manage-
ment strategies. Consequently, any incidence of fraudu-
lent financial statements not only impacts the enterprise
directly but also negatively affects stakeholders and the
market [20]. Fraudulent activities within financial report-
ing encompass a spectrum of tactics, including but not
limited to, inflating income, concealing liabilities, and
overstating assets. The reasons for fraudulent behavior
are also diverse, including top executives manipulating fi-
nancial data for personal gain, companies falsifying infor-
mation to enhance their investment appeal due to market
competition pressure, and inadequate regulation or inter-
nal control within the company as well as negligence on
the part of auditing agencies providing opportunities for
fraudulent activities. In the face of the challenge posed
by financial reporting fraud, extant preventive measures
exhibit certain limitations, such as insufficiency in the in-
dependence and professional competence of auditing orga-
nizations, internal control defects, and weak supervision
force [12].

3 Blockchain-based Financial
Statement Fraud Prevention
Measures

Blockchain technology, a decentralized ledger system, in-
terconnects transactional data through blocks and em-
ploys cryptographic algorithms for encryption and verifi-
cation, achieving a decentralized trust mechanism [1,2,4,
13,17]. The inherent attributes of blockchain, notably its
resistance to tampering, transparency, and decentraliza-
tion, neatly align with the requisites for countering fraud-
ulent activities in financial reporting [5]. Its resistance to
tampering ensures the validity of financial data stored
in the blockchain. Simultaneously, the transparency in-
herent to blockchain empowers anyone to peruse and au-
thenticate financial data. Furthermore, the decentralized
nature of blockchain technology facilitates the dispersed
storage of financial data, thereby curbing the likelihood
of manipulation and forgery during auditing processes.

Figure 1 shows the blockchain-based financial state-
ment monitoring process, and the specific steps are shown
below.

1) The business department sends the financial data
generated by the enterprise in conducting business
activities to the supervisory authority in the form of
a digitally signed document.

2) The supervisory authority checks the signed docu-
ments and returns them to the business department
if they do not pass the check [10].

3) If the financial data passes the verification, it will
be broadcasted to all nodes in the blockchain net-
work, and then each node checks the financial data
through the consensus algorithm. When the major-
ity of nodes pass the verification, that is to say, after
the consensus is reached, the financial data will be
deposited into the newly generated block and backed
up in other nodes. The consensus algorithm used in
this paper is the practical byzantine fault tolerance
(PBFT) algorithm [9], which will first select a master
node in the blockchain network when it carries out
consensus, and the rest are slave nodes. The formula
of master node selection is:

p = v mod |n|
θ1 = α · θ

θGC =

{
θ
n − c, node cooperation
θ1
n , node non-cooperation

(1)

where p is the master node number, v is the view
number, |n| is the total number of nodes in the view,
θ is the total service fee paid by the user to the
blockchain network, α is the coefficient used for rev-
enue lure, θ1 is the service fee used for revenue lure,
n is the number of nodes in the blockchain, c is the
cost of cooperation for each node, θGC is the incentive
value that each node can obtain after the consensus
is successful.

After electing the master node, the master node veri-
fies the financial data and broadcasts it to the whole net-
work after passing, and the rest of the nodes also verify
the financial data and feedback the verification results to
the other nodes in the blockchain. When more than two
thirds of the nodes pass the verification, then the con-
sensus is successful, and each node deposits the uploaded
financial data into the local blockchain ledger, complet-
ing the safe chaining of the financial data; otherwise, it
returns to the business department to re-upload.

4 Experimental Analysis

4.1 Experimental Environment

Simulation experiments were carried out using servers
in a laboratory environment to evaluate the efficacy
of blockchain-based monitoring mechanisms for finan-
cial statements. The requisite blockchain network was
provided by the virtual machines on the Ethernet plat-
form [6]. For the sake of simulation, parameter settings
were unified, specifically employing a single-core i5 CPU,
an operating frequency of 2.5 GHz, and 4 G of memory.
Ten nodes were provided by the virtual machines. The
servers deployed within the laboratory to serve as both
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Figure 1: Blockchain-based financial statement monitoring process

the business and regulatory departments were equipped
with quad-core i7 CPU, 16 G of memory, and 1,024 G
hard disks.

4.2 Experimental Projects

1) Functional testing of the uplinking of financial state-
ments
Two financial reports were entered into the server
that acts as the business department, one being a
normal financial report and the other an abnormal
financial report. Some of the content of the two fi-
nancial reports are shown in Table 1, in which the
abnormal financial report was changed from the nor-
mal financial report. Except for the order number,
only the amount of the order was changed. The two
financial reports were uploaded to the server of the
business department and applied for chaining, after
which the two financial reports were queried by the
order number.

2) Chaining efficiency test of financial statements
The financial data size was set to 500 MB, 1,000 MB,
1,500 MB, 2,000 MB, and 2,500 MB, respectively, to
test the average throughput and delay of the finan-
cial statement chaining under different financial data
sizes.

3) Security testing of financial statements after chain-
ing
Two aspects were considered when testing the se-
curity. On the one hand, a third-party server was
used to play the role of an unfamiliar user to crack
the encrypted summary information of the chained
financial data with brute force, and the size of the
financial data corresponding to the summary infor-
mation to cracked was 5 MB, 10 MB, 15 MB, 20 MB,
and 25 MB. The time spent in cracking was set to 30
minutes. On the other hand, the chained financial
data was modified in the business department server
to simulate the situation of tampering with the fi-
nancial data after the server is successfully attacked,
and then the modified financial report was queried.

4.3 Experimental Results

After the normal and abnormal financial reports were up-
loaded in the server of the business department and ap-

plied for chaining, they were queried according to their
numbers, and the query results are shown in Figure 2.
For normal financial reports, the detailed content of the
order can be queried, while for abnormal financial reports,
the detailed content cannot be queried, and only a feed-
back of ”no information of this number” can be obtained,
which indicates that the abnormal financial reports have
not been successfully chained.

Figure 2: Query results of normal and abnormal financial
reports after chaining operation

The chaining efficiency of financial reports under dif-
ferent financial data sizes is shown in Figure 3. The av-
erage throughput of the whole chaining process gradually
rose with the increase of financial data and then remained
stable, while the average delay first remained stable and
then rose. The reason for such changes is as follows. The
increase in the amount of financial data made the av-
erage throughput to increase before reaching the upper
limit of the broadband, and the average delay remained
unchanged. After the upper limit was reached, the accu-
mulation of financial data occurred in the transmission,
leading to an increase in the average delay.

The extent of the third-party server’s cracking of sum-
mary information under different financial data sizes is
shown in Figure 4. It can be seen that the complete-
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Table 1: Selected elements of normal and abnormal financial reporting

Normal financial reporting Abnormal financial reporting

Order number 20220630211 20220630210
Order address No. xx, xx District, Nanjing, Jiangsu

Province, China
No. xx, xx District, Nanjing, Jiangsu
Province, China

Order content 100 bags of wheat flour 100 bags of wheat flour
Order amount 4,290 yuan 4,310 yuan

Figure 3: Chaining efficiency of financial statements un-
der different financial data sizes

ness of even 5 MB summary information after brute-force
cracking was only 15.3%, and the completeness of brute-
force cracking decreased with the increase of the financial
data size.

Figure 4: Extent to which the third-party servers cracks
summary information under different financial data sizes

Taking the normal financial report in Table 1 as an
example, the amount in the report was modified in the
server of the business department, after which this finan-
cial report was queried in the blockchain platform. The
modified financial data and the query results are shown in
Figure 5. As can be seen from Figure 5, the order amount
was changed from the original ”4290” to ”4112”, but the
query result from the blockchain platform was consistent
with the original financial data.

5 Conclusion

The article provides a brief introduction to financial
statements and fraudulent activities, proposes the use of
blockchain technology for preventing financial statement
fraud, and concludes with simulation experiments con-
ducted in the laboratory to test the proposed preventive
measures. The outcomes of these experiments are as fol-
lows.

1) Normal financial statements could be chained and
queried normally, whereas abnormal financial state-
ments could not be queried, indicating their inability
to be chained.

2) In terms of the preventive measures, as the volume
of financial data to be chained increased, the average
server throughput demonstrated an initial increase
followed by stability, and the average delay remained
stable initially and subsequently increased.

3) The level of brute-force decryption attempts on fi-
nancial data summary information by the third-party
server diminished with the increase of the data size.

4) The financial statements could be queried in the
blockchain platform even after financial data modifi-
cations were made within the business department’s
server.
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Abstract

Numerous smart home cloud management platforms use
the role-based access control model to manage users’ per-
missions, which leads to the problem of coarse granularity
and insufficient dynamics of permission assignment. To
this end, an attribute-based fine-grained dynamic access
control model is proposed in this paper, which focuses on
the scenario in which users use smart terminals to con-
trol smart home devices remotely through the ”cloud.”
Considering that the user’s identity, role, historical be-
havior, and request environment are constantly changing,
and users face different risks when controlling different
devices, the corresponding trust and risk value calcula-
tion methods are proposed in this paper, which are used
for real-time evaluation of user control requests. Based
on the evaluation results, the request credibility is calcu-
lated, and the user is dynamically authorized to control
the device with the corresponding security level based on
the request credibility. Further, attribute-based encryp-
tion is used to implement fine-grained permission assign-
ment. The simulation results show that the proposed
model achieves fine-grained and dynamic access control
with high efficiency and security.

Keywords:Access Control; Cloud Computing; Dynamicity;
Fine-Grained; Smart Home

1 Introduction

The rapid and continuous innovation in information tech-
nology has accelerated the development of the Internet of
Things (IoT) and cloud computing. A significant volume
of data produced by IoT is stored and processed via cloud
computing. Smart homes are among the most prevalent
IoT areas, with more and more smart home devices con-
necting to the Internet through the cloud [10]. Users can
use smartphones, tablets, or smart speakers to remotely
control home devices through the cloud platform, which
increases the flexibility and convenience of how users con-
trol devices but also raises a series of security issues [2,20].

Such as the problem of secure sharing of device data in the
cloud, the problem of fine-grained assignment of device
permissions among different home users, and the security
problem caused by the increasing number of cyberattacks
against smart home devices. Access control is a secu-
rity mechanism that determines whether users can access
resources or services within the system.It can effectively
address the issues mentioned above [14].

However, the access control problem in smart homes is
significantly different from the traditional domain. First,
the same device may be used by different users, e.g., smart
locks. Second, there are often complex social relation-
ships between occupants, which introduces a new pattern
of threats, such as an annoying child trying to control
the smart light in a sibling’s room or a current or former
partner trying to abuse one or all occupants. Another key
feature of smart home devices is that most lack screens
and keypads, making it easy for users to control the de-
vices using their hands and making access control more
challenging. These features suggest that, with restricted
users and resources, traditional access control mechanisms
are unsuitable for developing IoT. A fine-grained dynamic
access control model is urgently required for smart home
systems in cloud environments [6].

To this end, a fine-grained dynamic access control
model for smart homes is proposed in this paper, which fo-
cuses on the security problems that exist in the scenario
where users use smart terminals such as cell phones to
control smart home devices remotely through the smart
home cloud platform. The proposed model is based on
the attribute-based access control (ABAC) model, which
dynamically authorizes permissions for users by calculat-
ing the request credibility and achieves fine-grained per-
mission assignment by using ciphertext policy attribute-
based encryption technology.

This paper is organized as follows: in Section 2, the
related work of other researchers is presented. In Section
3, the details of how the fine-grained and dynamic access
control is implemented in this paper are described. In
Section 4, the experimental scheme and the analysis of
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the results are given. Section 5 concludes the paper.

2 Related Works

A smart home system in a cloud environment includes
physical devices and Internet connections; these physical
devices connected to the cloud connect and communicate
with each other through the Internet and provide intelli-
gent services to users based on predefined policies or user
control commands [17]. With the help of various smart
terminals and mobile communication technologies, users
can easily control and monitor these home devices, such
as controlling lighting, checking indoor temperature or
air quality, and controlling the closing of doors and win-
dows. However, due to the complexity and variability
of the smart home environment and the uncertainty of
the environment in which users send control commands,
smart home systems in the cloud environment also face
many security issues. For example, illegal users imper-
sonate users to control smart home devices or view pri-
vate data stored in the cloud through users’ missing smart
terminals. Since smart home devices are closely related
to users’ lives, these security issues may threaten users’
life and property safety [11]. For this reason, many re-
searchers have studied the problem of smart home access
control.

In literature [8], Dutta et al. proposed an access con-
trol model to capture the physical context of a device
through intrusion detection techniques to change the de-
vice policy and implement access decisions dynamically.
In [19], Sikder et al. address the problem of conflicting
user requirements in a shared smart home system with
multiple users and devices in an automated and config-
urable approach based on the different priorities of the
real user requirements.

In [23], Zhang et al. integrate social attributes into
game theory and dynamically adjust access control poli-
cies to achieve adaptive fine-grained division of access con-
trol under the social Internet of Things. In [7], Dong et
al. propose a multi-attribute decision-based access con-
trol model. This model starts with a risk assessment of
multi-attribute factors such as environment, resources,
and tasks in access control so that the access rights of
users can be dynamically adjusted.

In literature [21], Wang et al. proposed an access con-
trol scheme for attribute-based encryption based on ac-
cess structure tree pruning, and the scheme reduces the
computational overhead in the encryption and decryption
process of the attribute authorization center.

In literature [22], Xie et al. proposed an adaptive ac-
cess control model based on XACML, which can satisfy
various access control conditions and dynamically and
adaptively adjust the access control policy, but the model
is only suitable for the Internet of Vehicles environment.

In [5], Ameer et al. proposed two hybrid models
HyBACRC and HyBACAC with a role-centric approach
and an attribute-centric approach, respectively. The

HyBACRC model is based on their previously proposed
EGRBAC model [3], which encapsulates relatively static
attributes in access decisions in user roles and device roles,
using the user HyBACAC is based on their previously
proposed HABAC model [4], where, HyBACAC has the
ability to capture rapidly changing attributes and further
restrict the privileges available to each user. Among them,
HyBACAC has the point that the authorization process
is simple and HyBACAC model has finer granularity in
privilege assignment. However, the access evaluation and
authorization process is more complex.

In addition, many researchers have proposed
blockchain-based access control schemes [1, 13, 16].
Nakamura et al. [15] proposed a decentralized capability-
based access control scheme, which utilizes Ethernet
smart contract technology to achieve finer-grained and
more flexible capability delegation and also ensures the
consistency of the delegation information with the infor-
mation stored in the token. In [12], Liao et al. extend
the attribute-based access control model by applying
blockchain technology to the smart home ABAC model,
and the proposed scheme solves the risk of unauthorized
access due to third-party centralized management.

In summary, much research has been conducted by re-
searchers on the access control problem for smart homes.
The proposed access control schemes can be divided into
two types based on the traditional access control model
and blockchain technology. The traditional access model-
based scheme has the advantages of low computational
overhead and simple deployment but coarse granularity
of permission assignment; the blockchain-based scheme
achieves fine-grained access control but with high compu-
tational and storage overhead. The existing research does
not consider the issue of device hazard level, which makes
the proposed model not applicable to the smart home sce-
nario. Therefore, it is necessary to investigate the access
control problem related to smart homes.

3 The Fine-grained and Dynamic
Access Control Model

In this section, the basic architecture of the proposed
model is presented first, and the definition of the rele-
vant attributes is elaborated later, followed by a detailed
implementation of fine-grained and dynamic access con-
trol. Finally, the process of executing access decisions by
the proposed model is elaborated.

3.1 The Basic Architecture of The Access
Control Model

The proposed model in this paper is divided into four
modules, which are the attribute resolution module, trust
and risk value calculation module, policy matching mod-
ule, and access decision module. The basic architecture
of the model is shown in Figure 1.



International Journal of Network Security, Vol.25, No.6, PP.970-982, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).08) 972

Request Credibility 

Calculation
Trust And Risk 

Level Mapping

Identity 

Attributes

Environmental 

Attributes

Device 

Attributes

Policy Matching

Device Access Policy

Trust Level Attributes

Risk Level Attributes

Request Credibility

Access Decision 

Policy Matching Results

Trust And Risk

 Value Calculation

Operational 

Risk Value

Environmental 

Risk value

Historical 

Risk Value

Identity 

Trust Value

Behavioral 

Trust Value

Recommended 

Trust Value

Operation 

Attributes

Attribute Resolution

Figure 1: The basic architecture of a fine-grained dynamic
access control model

The main function of the attribute parsing module is
to parse the attributes of the user request to generate the
set of attributes corresponding to the user’s manipulation
request. The trust and risk value calculation module cal-
culates the trust and risk values of the user request based
on the parsing results of the attribute parsing module and
the predefined recommended trust values and risk factors
of the user in the database. The policy matching mod-
ule matches the trust and risk level attributes of the user
with the access policy of the device. The trust and risk
level attributes are implemented through predefined level
mapping relationships. The main function of the access
decision module is to perform access decisions on user re-
quests based on the results of request trust calculation
and policy matching to decide whether to allow the user
to make the request.

3.2 Related Definitions

The access control model proposed in this paper is based
on the ABAC model, so this paper uses attributes to de-
scribe the user’s manipulation requests. The relevant def-
initions of the model are as follows:

Definition 1. User Request(UR)

UR�(U,D,E,A)

A user’s request UR is represented by a quaternion, which
is the user U of the smart home device, the device D re-
quested to be operated, and the context environment E
when the operation request is initiated. The action A for
the smart home device.

Definition 2. Attributes

Attributes�UA,DA,EA,AA

UA: A set of attributes owned by the user. Used to de-
scribe the identity of the user, such as family role,
age, occupation, etc.

DA: The set of attributes owned by the device, is used to
identify the main characteristics of the device. At-
tributes such as the name of the device, the location
of the device, etc.

EA: The set of environment attributes that the user has
when initiating an operation request. Used to iden-
tify relevant risks and provide a basis for subsequent
access decisions.

AA: The set of operations that can be performed on the
device, such as opening, closing, or performing a
function on the device, or modifying or deleting data
on the device.

Definition 3. Attributes of Request(AR)

AR �ATTR(U),ATTR(D),ATTR(E),ATTR(A)

Among them:
ATTR(U) = UA1 ∩ UA2 ∩ UA3 ∩ . . . ∩ UAn

ATTR(D) = DA1 ∩DA2 ∩DA3 ∩ . . . ∩DAn

ATTR(E) = EA1 ∩ EA2 ∩ EA3 ∩ . . . ∩ EAn

ATTR(A) = AA1 ∩AA2 ∩AA3 ∩ . . . ∩AAn

For each attribute corresponding to a request, it is a
triple <attribute, value, association>, value is the specific
value of the attribute, and the association is the relation-
ship between the attribute and the value.

For example, for a user request UR (U1, D1, E1, A1).
It may have the following attributes:

ATT (U1) = { ”role ” = ”father” , ”age” = ”31” }
ATT(D1) = { ”type” = ”door”, ”danger” = ”5” }
ATT(E1) = { ”location”=”school” , ”net”= ”5G” }
ATT(A1) = { ”action = ”open” }

In addition, different smart home devices have differ-
ent danger levels, which are shown in the attribute set
ATT (D) of smart home devices by defining the ”danger”
attribute. However, even for the same home device, the
danger level is different when different users use some of
its functions. For example, a child operating a gas stove
and his parents operating a gas stove have different dan-
ger levels.

For this reason, this paper proposes the concept of the
danger matrix, which specifies the danger factor when
different users operate the device. The higher the danger
factor, the greater the impact on the user’s life safety,
which makes the proposed scheme more suitable for the
complex and changing environment of the smart home
system. For example, the danger level of three people,
grandfather, mother, and son, operating the gas stove and
sweeping robot can be defined as the danger factor matrix
shown in Table 1. The danger factor is used to calculate
the risk value of the user’s operation.

3.3 Trust And Risk Calculation

The trust and risk value calculation is the basis of the
access control model proposed in this paper to achieve
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Table 1: Examples of danger factors for different users
operating different devices

gas stove sweeping robot
grandfather 0.7 0.5
mother 0.3 0.2
son 0.9 0.6

dynamic and fine-grained access control. In this section,
the method of trust value calculation is first described. In
detail, the user trust value consists of three components:
identity trust value, behavior trust value, and recommen-
dation trust value.

3.3.1 Identity Trust Value Calculation

The identity trust value is determined by the user’s iden-
tity information when initiating the operation request,
which mainly includes user ID, password, credentials, and
role attributes. In the scheme of this paper, the base trust
value is defined as TA. The calculation process is as fol-
lows:

Firstly, ATTR(U)from the set of user request at-
tributes AR in which the basic identity attributes for trust
evaluation are selected. Since the basic identity attributes
here are represented as key-value pairs that cannot be
computed mathematically, it is necessary to quantify each
basic identity. In this paper, the attributes of the user’s
current request are compared with the attributes of the
user’s. The matching result is that the attribute is as-
signed a value of 1 if true. Otherwise, it is assigned a
value of 0, as shown in Equation (1).

UAi =

{
1, UAi&& history (UAi) = TRUE
0, UAi&& history (UAi) = FALSE

(1)

Finally, considering that different attributes have dif-
ferent weights, the user’s identity trust value TA is calcu-
lated by Equation (2).

TA = UA1 · w1 + UA2 · w2 + · · ·+ UAm · wm (2)

In Equation (2), this paper assigns different weight pro-
portions to the identity attributes of users, which are pre-
defined by the system. The significance of this is that for a
particularly complex IoT system like a smart home, defin-
ing different weight ratios for different device permissions
can improve the flexibility and security of the system. The
sum of the weight proportions w is 1.

3.3.2 Behavioral Trust Value Calculation

In the model proposed in this paper, the behavioral trust
value of a user is defined by the number of normal and
abnormal behaviors of the user, which is defined by TB ,
and a slow-increasing and fast-decreasing strategy is used

to make the model proposed in this paper have better dy-
namics. The behavioral trust value of users is calculated
as shown in Equation (3).

TB =

∑n
x=1 bx∑n
x=1 |bx|

, bx =

{
1, bx is normal
−2, bx is abnormal

}
(3)

In Equation (3), the user’s xth access behavior is de-
fined by bx.

3.3.3 Recommended Trust Value Calculation

A user’s recommended trust value TR is equal to the aver-
age of all other users’ recommended trust values for that
user. For example, the recommended trust value of user
i can be calculated by equation (4).

TR =

∑n
j=1,j ̸=i rj,i

n− 1
(4)

In Equation (4), the recommended trust value of the
user j to the user i is defined by rj,i.

3.3.4 Risk Value Calculation

In a smart home environment, there are various device
types, each with different danger levels. Correspondingly,
different users have different risk factors when controlling
different devices. Therefore, the user’s risk value when
operating the device should be calculated to better pro-
tect the user’s life and properties.

In this paper, the user’s risk value consists of three
parts, which are Environment risk RE , operation risk RO,
and history risk RH . Specifically, the risk of the user Ui

request to operate device Dj can be defined by Equa-
tion (5).

Ri,j = RE ∗ k1 +Ro ∗ k2 +RH ∗ k3 (5)

In Equation (5), k1, k2, and k3 are the relevant weight
proportions, and their sum is 1.

The environment risk value RE is calculated from the
user request with the environmental related attributes as
defined in Equation (6).

RE = EA1 · α1 + EA2 · α2 + · · ·+ EAn · αn (6)

In Equation (6), α1, α2 ......αn are the relevant weight
proportions and their sum is 1. The calculation of EAn

is similar to Equation (1).
The operational risk value Cr is defined by the user’s

danger factor when operating the device.
Let µi,j be the danger factor when the user Ui operat-

ing the device Dj , then Ro = µi,j .
RH is the history risk value of the user. In particu-

lar, according to the distance between the time when the
history risk was generated and the time when the current
user request was generated. Different weights are assigned
to history risk values for different periods, meaning a ”far
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small, near big” strategy is used. The detailed calculation
method is shown in Equation (7).

RH = R1
1,1 · β1 +R2

1,1 · β2 + · · ·+Rm
1,1 · βm (7)

In Equation (7), the formula for calculating the history
risk value when user 1 operates device 1 is given, where
m is the distance from the time when the user’s history
risk value was generated. The larger m is, the further
it is from the present, the corresponding value of βm is
smaller. βm is the weight, which sums to 1.

3.4 Dual Access Control

In subsection 3.3 of this paper, the calculation of the rel-
evant trust and risk values when a user initiates a con-
trol request is described, and they are the basis for im-
plementing access control in the model proposed in this
paper. There are two decision processes for user control
requests: dynamic access control and fine-grained access
control, respectively. The steps for implementing these
two access controls are described in detail in this subsec-
tion.

3.4.1 Dynamic Access Control Based on Request
Credibility Calculation

Dynamic access control is implemented by calculating the
request credibility, which is also the first access control of
user requests in the model proposed in this paper.

In Section 3.3, the procedure for calculating the trust
and risk values of a user’s request is given, but in the
model proposed in this paper, whether a user is allowed
this access request does not rely on either of these two
alone, but rather combines them to achieve accurate iden-
tification of the credibility of each user’s access request.
In Equation (8), the specific method for calculating the
request credibility Treq is given.

T (reqx) = TA ∗ (TA ∗ t1 + TB ∗ t2 + TR ∗ t3 −Ri,j) (8)

The credibility calculation of user i at the xth access
request, requesting control of device j, is given in Equa-
tion (8), where t1, t2, and t3 are the weight, and their
sum is 1.

It is worth noting that in this paper, the user’s identity
trust value is multiplied by the results of the operation of
other trust and risk values. The reason for doing so is that
when the user’s identity trust is 0, it is possible that the
user is not operating the device himself. The user request
should be rejected immediately. It is easy to analyze that
taking this calculation method can improve the security
of the model in this paper.

Once the user’s request credibility is calculated, the
user can be initially granted access to the device with
the corresponding security level according to the request
credibility. Specifically, in this paper, there are five differ-
ent security levels for the device, and the correspondence
between them and the request credibility size is shown in
Table 2.

Table 2: Correspondence between device security level
and request credibility

Treq Device Security Level
[0.9,1) 1
[0.7,0.9) 2
[0.5,0.7) 3
[0.3,0.5) 4
(0,0.3) 5
(- ∝ ,0] —

In Table 2, ”—” indicates rejection of the user request.
Table 2 indicates that the security level of the devices

that a user can access varies with the user request cred-
ibility, thus enabling a dynamic decision on user access
requests. However, whether a user can access a specific
device or not is determined by the results of fine-grained
access control.

3.4.2 Fine-grained Access Control Based On At-
tribute Based Encryption

Fine-grained access control is achieved through access pol-
icy matching, which is also the second access control of
user requests.

By matching the set of attributes corresponding to
the user operation request with the device access policy
stored in the cloud. In the model proposed in this pa-
per, attribute-based encryption is used to implement this
process. However, the traditional attribute-based encryp-
tion scheme has the following problem: as the attributes
increase, the encryption and decryption time overhead be-
comes larger and larger. For this reason, in the proposed
scheme, the trust and risk values calculated from each
user’s attributes in Section 3.3 are preprocessed.

Specifically, in this paper, each trust and risk value of
the user is divided into five different risk levels, as shown
in Table 3 and Table 4. Thus, the number of attributes
included in the access policy of the device is controlled to
be less than 6.

Table 3: Trust Level Mapping

TrustValue TA level TB level TR level

[0.9,1] 5 5 5
[0.7,0.9) 4 4 4
[0.5,0.7) 3 3 3
[0.3,0.5) 2 2 2
[0,0.3) 1 1 1

Through the above trust and risk level classification
process, the trust and risk value levels are obtained and
then used as attributes for policy matching, significantly
reducing the number of attributes in the access policy
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Table 4: Risk Level Mapping

RiskValue RE level RO level RH level

[0.9,1] 5 5 5
[0.7,0.9) 4 4 4
[0.5,0.7) 3 3 3
[0.3,0.5) 2 2 2
[0,0.3) 1 1 1

and reducing the time overhead of the policy matching
process.

The specific process of strategy matching is divided
into the following two steps:

1) Device Access Policy Formulation
First is the Formulation of device access policies.
This paper formulates different access policies for dif-
ferent devices to achieve fine-grained permission con-
trol and improve the model’s security.

Specifically, this paper uses an access structure tree
as the access policy implementation scheme. The ba-
sic structure of an access structure tree is shown in
Figure 2.

���

��� ���

�

�

�

���������

� 	

�	
����	
�

Figure 2: Access Structure Tree

In Figure 2, each non-leaf node represents a threshold
gate. Each threshold gate has some child nodes and
a threshold value, denoted by (t, n), where t is the
threshold value and n is the number of child nodes.
When t = 2,n = 2, it means ”and” gate, and when
t=1,n=2, it means ”or” gate. The children of each
node have a number i ,i=1,2,3..., in the order from
left to right. Let parent(z) denote the father node
of node z; if z is a leaf node, let att(z) denote the
attribute linked to node z; let index(z) denote the
number of the node. The access structure tree as
shown in Figure 2 represents the access policy as (A
and B) and C and (D OR E).

The root node corresponds to a polynomial f(x) and
the constant term is the secret value s , q(x) is a
random polynomial of order t−1 and t is the thresh-
old value. Then according to Shamir’s secret sharing
method, a random polynomial is generated for each
non-leaf node, and its constant term is the value after
substituting the node number i into the polynomial

f(x) of the parent node. And so on until the secret
value is shared to the leaf node.

When a user requests to operate the device, if the
user’s various trust and risk level attributes can de-
crypt the secret value s of the root node, the plain-
text M ,can be recovered, and the subsequent access
decision process can be continued.

Specifically, the access policy (AP , Access Policy)
can be defined by Equation (9), where T represents
an access control tree, and s is the secret value bound
to the root node.

result← T
(

s, TA level , TB−level , TR−level ,
RE−levle , RO−leve , RH−level

)
(9)

In Equation (9), result denotes the decision result,
and its value has two cases of 1 and 0, which denote
permission and rejection, respectively.

2) Access Policy Matching
The process of access policy matching is the pro-
cess of performing attribute encryption and decryp-
tion.The main steps can be divided into the following
steps:

Step 1: Initialization, Setup(1λ)→ (PP,MK).

Firstly, α, β ∈ Zp is randomly selected by
the attribute authorization center to generate
the system common parameter PP=(G0, g, h =
gβ , e(g, g)α), where g is the generating element
of G0 and e is the bilinear pair mapping of the
group G0 to G1. The system master private key
MK=(β, gα) is also generated.

Step 2: Encryption, Encrypt(PP,M, T )→ CT.

The system randomly selects the secret value
s ∈ Zp and uses the public key PP to encrypt
the plaintext M , and embedding the access pol-
icy T in the ciphertext. Then, the ciphertext
CT is generated as follows: CT = (CT1 =
T , CT2 = Me(g, g)αs, CT3 = hs, ∀y ∈ Y :
CT 1

y = gqy(0), CT 2
y = H(att(y)qy(0))). Y is the

set of leaf nodes in the access structure tree. It
is worth noting that in this paper, the plain-
text M here is an element randomly selected
on the group G0. When a user’s operation re-
quest arrives , if the attributes corresponding
with the request can successfully decrypt the
element. The user can obtain the device opera-
tion privilege.

Step 3: Private key generation, KeyGen(MK,S)
→ SK.

The private key generation algorithm will ac-
cept the attribute set S as input and output
with the key identified with that set. The al-
gorithm firstly selects a random r ∈ Zp .Then,
for each attribute j ∈ S , a random rj ∈ Zp

is selected. The secret key is then computed
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as SK=(SK1 = gα+β ,∀j ∈ S : SK1
j = gr •

H(j)rj , SK2
j = grj ), where the hash function H

maps the attribute j to an element of group G0.

Step 4: Decrypt, Decrypt(PP,CT, SK) → M .
The decryption algorithm is a recursive process,
when the decryption node x is a leaf node, let
i = att(x), and suppose i ∈ S , execute the fol-
lowing algorithm:

DecryptNode(CT, SK, x)

=
e
(
SK1

i , CT 1
x

)
e (SK2

i , CT 2
x )

=
e
(
gr ·H(i)ri , hqx(0)

)
e
(
gri , H(i)qx(0)

)
= e(g, g)r·qx(0)

If i /∈ S , then the algorithm outputs ⊥ .

When x is a non-leaf node, the algorithm is com-
puted as follows:

For all child nodes z of node x, invoke the func-
tion DecryptNode(CT, SK, z) , and store the
result as Fz . Let Sx be an arbitrary set of child
nodes z of size kx and satisfy Fz ̸=⊥ . If no such
set exists, the function returns ⊥ . Otherwise,
the following algorithm is executed:

Fx =
∏
z∈Sx

F
Ai,S′

x
(0)

z

=
∏
z∈Sx

(
e(g, g)r·qparent(z)( index (z))

)Ai,S′
x
(0)

=
∏
z∈Sx

e(g, g)r·qx(i)·Ai,S′
x
(0)

= e(g, g)r·qx(0)

Among them, i = index(z), S′
x =

{index(z) : z ∈ Sx} Ai,S(x) =
∏

j∈S,j ̸=i
x−j
i−j is

the Lagrange coefficient.

Finally, If the tree is satisfied by S, we set A
= DecryptNode(CT, SK, r) = e(g, g)rqR(0) =
e(g, g)rs, the plaintext M can be calculated by
performing the following algorithm:

CT2

(e(CT3, SK1)/A)

=
CT2(

e
(
hs, g(α+r)/β

)
/e(g, g)rs

)
= M.

3.4.3 Definition of Multi-access Policy

Considering that a device may correspond to more than
one access policy. At this point, the final access policy
can be expressed as shown in Equation (10):

AP (APj) = AP1 ∩AP2 ∩AP3 · · · (10)

For example, Table 5 gives a set of access policy ex-
amples, and the final access policy can be represented by
Equation (10).

Table 5: Example of Access Policy

AP1 AP2 AP3 . . .
TA level 5 4 4 . . .
TB level 2 3 2 . . .
TR level 1 3 2 . . .
RE level 3 3 1 . . .
RO level 2 2 1 . . .
RH level 5 4 4 . . .

3.5 Access Decision Process

Finally, this paper gives a figure of the whole process from
the user initiating the operation request to the model ex-
ecuting the access decision. This is shown in Figure 3.
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Figure 3: The Access Decision Process

In Figure 3, when the access subject, i.e., the user,
initiates an operation request, the model first performs
the trust and risk value calculation process based on the
set of attributes corresponding to the user’s request, and
then implements access control based on the calculation
results. Among them, the request trust calculation pro-
cess is the first access control of the user request, and the
access policy matching is the second access control. By
implementing dual access control on user requests, the
overall security of the smart home system is improved.

4 Experiments and Analysis

The experiments in this paper were accomplished under
Windows 10 environment, using JetBrains IDEA as the
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programming tool, Java as the programming language,
JDK version 1.8, JPBC library to implement attribute
encryption, and Cisco Packet Tracer network simulator to
simulate smart home devices. The specific configuration
of the computer is Intel CPU i5-8250U with 8GB RAM.

4.1 The Design of Experiments

The model proposed in this paper is for smart home
devices in the cloud computing environment. The ex-
periments simulate relevant smart home devices through
Cisco Packet Tracer network simulator and then realize
the one-to-one mapping of devices to device images in the
OneNet cloud platform through programming.

In the experiments, three users are simulated in this
paper: the smart home system administrator: mother,
denoted as user 1; the 6-year-old son, denoted as user
2; and the home guest, denoted as user 3. Then, 20
smart home devices were simulated with different secu-
rity levels, as shown in Table 6. They were mapped to the
cloud platform via Transmission Control Protocol (TCP)
passthrough, and a series of application programming in-
terfaces (API) for operating the devices were generated
for these devices.

Table 6: Number of devices with different security levels
in the experiment

Device Security Level 1 2 3 4 5
Number of devices 5 5 5 3 2

Finally, the access control model proposed in this pa-
per is programmatically implemented, including trust and
risk value calculation algorithms, policy matching algo-
rithms, and the definition of relevant device access poli-
cies. The experiments simulate the process of user op-
eration of the device by controlling the API invocation,
and whether the user can successfully invoke the API de-
pends on the decision result of the model on its operation
request.

4.2 Analysis of Results

1) Dynamicity Verification
In the experiment, to verify the dynamics of the model,

30 access operations were performed by simulated users
1, 2, and 3, respectively.

The first ten times simulated users perform abnormal
operations, i.e., the users try to access devices they cannot
operate. The middle ten times simulate users perform-
ing normal operations. Finally, after changing the user
request attributes, the user is simulated to perform ten
operations. The change in the request credibility of each
user is recorded, which leads to the change in the number
of devices that the user can operate, and the experiment
results are shown in Figure 4 and Figure 5.
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Figure 4: Changes in request credibility
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Figure 5: Changes in the number of controllable devices

Figure 5 shows that the initial number of manipulable
devices for users 1, 2, and 3 differs because the model pro-
posed in this paper considers the operational risk of users
when operating different devices as well as their identity
trust value and recommended trust value. User 1, as a
system administrator, can access all devices. User 2, as
a minor, cannot access some devices with higher risk fac-
tors, so the initial number of controllable devices is less
than that of the system administrator. User 3, as a home
guest, has a lower identity trust value and recommended
trust value so that it can access the least number of de-
vices.

In the first ten access operations, the number of ac-
cessible devices does not change because the behavioral
trust value of user 1 does not decrease. After all, it can
access all devices. User 2 generates abnormal behavior
records when accessing devices it cannot manipulate. As
the number of abnormal behaviors increases, its behavior
trust value decreases rapidly. Thus, the request credibility
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decreases, and thus, the number of manipulable devices
decreases. In addition, it also cannot pass the access pol-
icy for devices with high requirements of behavior trust
value level, so it also makes the number of accessible de-
vices gradually decrease; the same for user 3.

The experiment simulates users performing normal op-
erations in the middle ten access operations. User 1
can control all devices, so the number of controllable de-
vices does not change. User 2 and user 3 gradually in-
crease the number of normal behaviors due to their nor-
mal operations, so the behavioral trust value gradually in-
creases, and the number of controllable devices gradually
increases. It is worth noting that the number of devices
accessible to the user during normal operation increases
relatively slowly compared to the user during abnormal
operation due to the different rates of decrease and in-
crease in the behavioral trust calculation due to the ”fast
increase and slow decrease” strategy. The advantage of
this strategy is that it can motivate users to perform nor-
mal operations and reduce the possibility of illegal access
to devices.

In the last ten access operations, the number of manip-
ulable devices for users 1, 2, and 3 is firstly reduced to zero
and then increased, which is because, in the first five ac-
cess operations in this paper, the environmental attributes
of the user’s request are changed so that their environ-
mental risk value increases, which makes their request
credibility decrease, which makes the number of manipu-
lable devices decrease. Then, the user’s identity attribute
is changed so that the user’s identity trust value is zero,
which makes the request credibility zero. Thus, the num-
ber of controllable devices for users 1, 2, and 3 is zero. In
the last five operations, the environment and identity at-
tributes of the user’s request are restored, which increases
the request credibility so that the number of controllable
devices increases again.

In Figure 5, the number of devices that can be con-
trolled by the user under the role-based access control
(RBAC) model remains constant, compared with the
number of devices that can be controlled by the user in the
proposed model in this paper, which is constantly chang-
ing, i.e., the user’s control authority over the devices is
constantly changing. The devices that can be controlled
originally may not be controlled now, thus verifying the
dynamic nature of the proposed model in this paper.

In summary, in this paper, because the device is di-
vided into different security level devices, the proposed
scheme can better protect the user’s privacy and home
security and prevent illegal users from accessing devices
with higher security levels to protect the user’s life and
property security.

2) Fine-grained verification

To test whether the proposed access control model in
this paper can provide fine-grained access control for dif-
ferent users. In the experiment, users 1, 2, and 3 are sim-
ulated to access devices with different risk levels at differ-
ent times and locations to verify the fine-grained nature

of the proposed model.

Specifically, the access policies of each device in this
experiment are shown in Table 8, where AP1 is repre-
sented as the access policy of device 1, and AP2 and AP3

are similar. The model proposed in this paper is verified
by simulating the user requests shown in Table 7. The
experimental results are shown in Table 9.

Table 7 indicates that nine relevant requests were sim-
ulated experimentally to verify the fine-grained nature of
the model. These requests were initiated by users with
different roles and ages under different environmental at-
tributes. They attempt to control three smart home de-
vices, namely, door1, door2, and water heater.

In Table 9, ”✓” means the request is allowed, ”×”
means the request is rejected, and ”—” means not appli-
cable.

Tables 7 and 9 show that when the location of user
1 initiates an access request changes, its permission to
operate device 1 also changes. User 1 and User 2 also have
different control rights to device 2 due to their different
ages, which correspond to different control risks. The
location where User 3 initiates a request, even if it is in
the user’s house, does not allow him to control the opening
of device 3 because his role is that of a guest. Therefore,
it cannot enter a more private space, such as a bedroom,
and when its location is changed, it cannot successfully
operate device 1.

The results of this experiment indicate that by using
attribute encryption and setting different access policies
for different devices, the access control model proposed in
this paper successfully achieves fine-grained access control
for users in terms of role, age, location, and operation risk.

3) Efficiency verification

In order to verify the efficiency of the access control
model proposed in this paper, the experiments simulate
users initiating relevant access requests and assume that
the relevant attributes contained in the user requests can
be verified by the access policies of the devices. By gradu-
ally increasing the number of attributes in the user access
requests, the encryption and decryption time overhead of
the relevant policy matching process is recorded and com-
pared with the time overhead of the traditional ciphertext
policy attribute-based encryption(CP-ABE) scheme. The
experimental results are shown in Figure 6 and Figure 7.

Figures 6 and 7 show that the encryption and decryp-
tion time overheads of the proposed scheme and the orig-
inal CP-ABE scheme are the same when the number of
attributes included in the user request is six or less. In
contrast, the encryption and decryption time of the pro-
posed scheme remains the same after the number of at-
tributes increases to 6 or more. At the same time, the
time overhead of the original attribute encryption and
decryption scheme gradually increases. This is because
in the proposed scheme, instead of using the attributes
included in the user access request, we first perform trust
and risk assessment on them to obtain the trust and risk
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Table 7: The User Request

Requests user id role age req location device id device name device type req operation
Req1 1 families 35 home 1 door1 Anti-theft door open
Req2 1 families 35 others 1 door1 Anti-theft door open
Req3 1 families 35 home 2 water heater water heater open
Req4 2 families 8 home 1 door1 Anti-theft door open
Req5 2 families 8 home 2 water heater water heater open
Req6 2 families 8 others 1 door1 Anti-theft door open
Req7 3 resident 25 home 1 door1 Anti-theft door open
Req8 3 resident 25 home 3 door2 bedroom door open
Req9 3 resident 25 others 1 door1 Anti-theft door open

Table 8: The Device Access Policy

AP1 AP2 AP3

TA level 5 2 5
TB level 4 3 3
TR level 4 2 4
RE level 1 3 2
RO level 4 1 4
RH level 2 2 2

Table 9: The Access Policy Matching Results

Requests AP1 AP2 AP3
Req1 ✓ — —
Req2 × — —
Req3 — ✓ —
Req4 ✓ — —
Req5 — × —
Req6 × — —
Req7 ✓ — —
Req8 — — ×
Req9 × — —

assessment values corresponding to the user request and
then map them to the corresponding trust and risk levels
according to the interval in which these trust and risk val-
ues are located. The policy matching is performed based
on these trust and risk level attributes. Specifically, in
the scheme proposed herein, the access policy for a de-
vice includes up to six attributes. Therefore, after the
number of attributes in user requests increases to 6, the
proposed scheme’s variation of encryption and decryption
time overhead tends to be flat.

It is worth noting that there is a request credibility
calculation step in the decision process of the proposed
model. When the user’s requested attribute changes, the
corresponding request confidence value will also change,
and when the request credibility is lower than or equal
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Figure 6: Comparison of encryption time
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Figure 7: Comparison of decryption time

to 0, the user’s request will be rejected directly and the
subsequent policy matching process based on attribute
encryption will not be executed. In this paper, the cal-
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culation process of request credibility is based on addi-
tion, subtraction, and multiplication, and its computation
overhead is much lower than that of attribute encryption
based on bilinear pairs. This approach can significantly
reduce the overall overhead of the model if a large number
of access requests are initiated by illegal users in a short
period. This demonstrates the robustness of the proposed
model in this paper. Based on the above analysis, it can
be seen that the computation of request credibility can
further reduce the computational overhead of the model,
which shows the efficiency of the proposed access control
model from another perspective.

The above analysis and experimental results indicate
that by reducing the number of policy attributes, the pro-
posed scheme reduces the time overhead of encryption
and decryption compared with the traditional CP-ABE
scheme, so the proposed model is efficient.

4) Comparison with existing schemes

Table 10 shows the advantages of the proposed scheme
compared to existing smart home access control schemes.

In Table 10, DM is dynamic, and FG is fine-grained.
The abbreviation DDAC refers to Dangerous Device Ac-
cess Control. CA represents context awareness, MUM
represents multi-user management, PM stands for Policy
Management, and TA stands for Temporary Access.

As demonstrated in Table 10, the access control scheme
proposed in this paper meets all the requirements of a
smart home access control system as described in the lit-
erature [14]. Compared to the access control schemes pre-
sented in Ref. [8], Ref. [9], and Ref. [18], the proposed
method introduces dynamic access control by calculat-
ing trust and risk values and separating the classifica-
tion of devices into different risk levels. It accomplishes
fine-grained access control for attribute levels through
attribute-based encryption while reducing time overhead
by mapping risk and trust levels.

Table 10: Comparison with existing schemes

Ref. [8] Ref. [9] Ref. [18] Proposed
DM × ✓ ✓ ✓
FG ✓ ✓ ✓ ✓

DDAC × × × ✓
CA ✓ ✓ ✓ ✓

MUM × × ✓ ✓
PM × ✓ × ✓
TA × × × ✓

Further, the proposed scheme enables access control
to dangerous devices by using a pre-set operation risk
matrix. Temporary access and multi-user management
through the computation of identity trust and environ-
mental risk values. The classification of device risk lev-
els allows users to participate in formulating access poli-
cies. Thus, our scheme offers superior flexibility and bet-

ter suits for the intricate and ever-changing smart home
environment.

5 Conclusions

In this paper, a fine-grained dynamic access control model
is proposed, which applies to smart home devices in a
cloud environment. The architecture of the proposed
model, the definition of relevant attributes, the calcula-
tion methods of trust and risk values, and the specific
process of access decision implementation by the model
are elaborated in this paper. By simulating users to initi-
ate relevant access requests, the proposed scheme is vali-
dated in terms of dynamism, fine-grained, and efficiency.
The experimental results show that the proposed scheme
achieves real-time awareness of user access requests by cal-
culating the relevant trust and risk values and dynamic
changes of user control authority by calculating the re-
quest credibility. Fine-grained access control of users in
terms of role, age, location, etc., is achieved by using
attribute-based encryption. The number of attributes in
the device access policy is reduced by trust and risk level
mapping, thus reducing the computational overhead of
the scheme. In particular, by defining the risk factor ma-
trix, the proposed model solves the risk problem when
different users operate different devices. By performing
request trust calculation and policy matching on user op-
eration requests, it achieves dual access control on user
requests, thus improving the security of the model. The
comparison with existing schemes shows the advantages
of our proposed model. In future research, we will focus
on the dynamic update method of device access policy to
further improve the dynamics of the model.

Acknowledgments

This research is supported by the National Natural Sci-
ence Foundations of China under Grants No.61862040
and No.62162039. The authors gratefully acknowledge
the anonymous reviewers for their helpful comments and
suggestions.

References

[1] A. I. Abdi, F. E. Eassa, K. Jambi, K. Almarhabi,
M. Khemakhem, A. Basuhail, and M. Yamin, “Hi-
erarchical Blockchain-Based Multi-Chaincode Ac-
cess Control for Securing IoT Systems,” Electronics,
vol. 11, p. 711, February 2022.

[2] N. Almolhis, A. M. Alashjaee, S. Duraibi, F. Alqah-
tani, and A. N. Moussa, “The security issues in iot -
cloud: A review,” in 2020 16th IEEE International
Colloquium on Signal Processing and Its Applications
(CSPA), pp. 191–196, 2020.

[3] S. Ameer, J. Benson, and R. Sandhu, “The EGR-
BAC Model for Smart Home IoT,” in 2020 IEEE



International Journal of Network Security, Vol.25, No.6, PP.970-982, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).08) 981

21st International Conference on Information Reuse
and Integration for Data Science (IRI), pp. 457–462,
Las Vegas, NV, USA, August 2020. IEEE.

[4] S. Ameer, J. Benson, and R. Sandhu, “An Attribute-
Based Approach toward a Secured Smart-Home IoT
Access Control and a Comparison with a Role-Based
Approach,” Information, vol. 13, p. 60, January
2022.

[5] S. Ameer, J. Benson, and R. Sandhu, “Hybrid Ap-
proaches (ABAC and RBAC) Toward Secure Access
Control in Smart Home IoT,” IEEE Transactions on
Dependable and Secure Computing, pp. 1–18, 2022.

[6] S. Bhatt, T. K. Pham, M. Gupta, J. Benson, J. Park,
and R. Sandhu, “Attribute-Based Access Control for
AWS Internet of Things and Secure Industries of the
Future,” IEEE Access, vol. 9, pp. 107200–107223,
2021.

[7] R. H. Dong, T. T. Xu, and Q. Y. Zhang, “Ac-
cess control model of industrial control system based
on multi-attribute decision making,” International
Journal of Network Security, vol. 23, no. 6, pp. 1037–
1048, 2021.

[8] S. Dutta, S. Chukkapalli, M. Sulgekar,
S. Krithivasan, and A. Joshi, “Context Sensi-
tive Access Control in Smart Home Environments,”
in 2020 IEEE 6th Intl Conference on Big Data
Security on Cloud (BigDataSecurity), IEEE Intl
Conference on High Performance and Smart Com-
puting, (HPSC) and IEEE Intl Conference on
Intelligent Data and Security (IDS), pp. 35–41,
Baltimore, MD, USA, May 2020. IEEE.

[9] G. Goyal, P. Liu, and S. Sural, “Securing smart home
iot systems with attribute-based access control,” in
Proceedings of the 2022 ACM Workshop on Secure
and Trustworthy Cyber-Physical Systems, Sat-CPS
’22, p. 37–46, New York, NY, USA, 2022. Association
for Computing Machinery.

[10] Y. B. Hamdan, “Smart home environment future
challenges and issues-a survey,” Journal of Electron-
ics and Informatics, vol. 3, no. 01, pp. 239–246, 2021.

[11] A. Haque, B. Bhushan, and G. Dhiman, “Conceptu-
alizing smart city applications: Requirements, archi-
tecture, security issues, and emerging trends,” Expert
Systems, vol. 39, June 2022.

[12] K. Liao, “Design of the Secure Smart Home Sys-
tem Based on the Blockchain and Cloud Service,”
Wireless Communications and Mobile Computing,
vol. 2022, pp. 1–12, January 2022.

[13] H. Liu, D. Z. Han, and D. Li, “Fabric-IoT: A
blockchain-based access control system in IoT,”
IEEE Access, vol. 8, 2020. Publisher: IEEE.

[14] Z. N. Mohammad, F. Farha, Aom Abuassba,
S. Yang, and F. Zhou, “Access control and authoriza-
tion in smart homes: A survey,” Tsinghua Science
and Technology, vol. 26, no. 6, pp. 906–917, 2021.

[15] Y. Nakamura, Y. Zhang, M. Sasabe, and S. Kasa-
hara, “Exploiting Smart Contracts for Capability-
Based Access Control in the Internet of Things,”
Sensors, vol. 20, p. 1793, March 2020.

[16] A. Qashlan, P. Nanda, and X. He, “Security and
privacy implementation in smart home: Attributes
based access control and smart contracts,” in 2020
IEEE 19th International Conference on Trust, Secu-
rity and Privacy in Computing and Communications
(TrustCom), pp. 951–958. IEEE, 2020.

[17] Y. Ren, Y. Leng, J. Qi, P. K. Sharma, J. Wang, Z. Al-
makhadmeh, and A. Tolba, “Multiple cloud storage
mechanism based on blockchain in smart homes,”
Future Generation Computer Systems, vol. 115,
pp. 304–313, February 2021.

[18] A. K. Sikder, L. Babun, Z. B. Celik, A. Acar,
H. Aksu, P. McDaniel, E. Kirda, and A. S. Ulua-
gac, “Kratos: Multi-user multi-device-aware access
control system for the smart home,” in Proceedings
of the 13th ACM Conference on Security and Pri-
vacy in Wireless and Mobile Networks, WiSec ’20,
p. 1–12, New York, NY, USA, 2020. Association for
Computing Machinery.

[19] A. K. Sikder, L. Babun, Z. B. Celik, H. Aksu, P. Mc-
Daniel, E. Kirda, and A. S. Uluagac, “Who’s Con-
trolling My Device? Multi-User Multi-Device-Aware
Access Control System for Shared Smart Home Envi-
ronment,” ACM Transactions on Internet of Things,
vol. 3, pp. 1–39, November 2022.

[20] H. Touqeer, S. Zaman, R. Amin, M. Hussain, and
M. Bilal, “Smart home security: challenges, issues
and solutions at different iot layers,” The Journal
of Supercomputing, vol. 77, no. 12, pp. 14053–14089,
2021.

[21] Z. Wang, M. H. Gao, L. Chen, and S. Sun, “An access
control scheme based on access tree structure prun-
ing for cloud computing,” International Journal of
Network Security, vol. 23, no. 1, pp. 143–156, 2021.

[22] P. S. Xie, H. J. Fan, T. Feng, Y. Yan, G. Q. Ma,
and X. M. Han, “Adaptive access control model of
vehicular network big data based on xacml and se-
curity risk.,” International Journal of Network Secu-
rity, vol. 22, no. 2, pp. 347–357, 2020.

[23] H. B. Zhang, P. C. Ma, and B. Liu, “Adaptive fine-
grained access control method in social internet of
things,” International Journal of Network Security,
vol. 23, no. 1, pp. 42–48, 2021.

Biography

Pengshou Xie was born in Jan. 1972. He is a professor
and a supervisor of master student at Lanzhou Univer-
sity of Technology. His major research field is Privacy
Protection, Security on Internet of Vehicles, Security on
Industrial Internet. E-mail: xiepsh lut@163.com.

Pengyun Zhang was born in Dec. 1999. He is a master
student at Lanzhou University of Technology. His major
research field is network and information security and
access control. E-mail: 2324327226@qq.com

Tao Feng was born in Dec. 1970. He is a professor and
a supervisor of Doctoral student at Lanzhou University



International Journal of Network Security, Vol.25, No.6, PP.970-982, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).08) 982

of Technology. His major research field is modern
cryptography theory, network and information security
technology. E-mail: fengt@lut.edu.cn.

Minghu Zhang was born in Dec. 1986. He is an
associate professor and a supervisor of Master stu-
dent at Lanzhou University of Technology. His major
research field is computer vision, Internet of things,
network and information security technology. E-mail:
zhangmh@lut.edu.cn.

Xiaoye Li was born in Oct. 1995. She is a master stu-
dent at Lanzhou University of Technology. Her major re-
search field is network and information security. E-mail:
976339400@qq.com

Linge Qi was born in Oct. 1998. He is a master stu-
dent at Lanzhou University of Technology. His major re-
search field is network and information security. E-mail:
15690755751@163.com



International Journal of Network Security, Vol.25, No.6, PP.983-991, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).09) 983

Improving the Transferability of Adversarial
Samples through Automatically Learning

Augmentation Strategies from Data

Ru-Zhi Xu and Chang-Ran Lyu
(Corresponding author: Chang-Ran Lyu)

School of Control and Computer Engineering, North China Electric Power University, Beijing 102206, China

Email: 120212227100@ncepu.edu.cn

(Received Jan. 10, 2023; Revised and Accepted Aug. 5, 2023; First Online Oct. 8, 2023)

Abstract

The attackers cause the deep neural network (DNN) to
misclassify the original image by adding perceptible per-
turbations, which brings security risks to deploying deep
neural networks. Since the existing transfer-based at-
tack algorithms overfit to the source model resulting in
poor transferability of black-box attacks and data aug-
mentation is one of the main methods to avoid overfitting
the source model. We propose an auto-augmented trans-
ferable black-box attack method. Firstly, we set up a
search space for data augmentation strategies, and then
we use reinforcement learning to search for the best aug-
mentation strategy automatically. We use the strategies
to augment images that are used to compute gradients.
Finally, we employ the fast gradient sign algorithm to
generate adversarial examples. Extensive experiments on
ImageNet show the superiority of our method to state-
of-the-art baselines in attacking different undefended and
defended models.

Keywords: Adversarial Samples; Black Box Attack; Data
Augmentation; Deep Neural Network; Transferability

1 Introduction

In recent years, with the continuous development of deep
learning theory and the improvement of computing power
caused by graphics processing unit (GPU) technology,
deep learning technology has achieved outstanding per-
formance in various visual tasks such as image classifi-
cation, speech recognition, and target detection. Deep
neural networks play a vital role in industrial produc-
tion and life such as face recognition, anomaly detection,
and voice recognition. At the same time, more and more
experts pay attention to the security of deep neural net-
works. Szegedy et al. [21] found that deep neural networks
are vulnerable to adversarial sample attack, which is that
the attacker adds adversarial perturbation information on
the original image that is imperceptible to the human eyes

and makes the neural network misjudge. Therefore, the
security problem of deep neural network hinders its devel-
opment in specific application fields, such as automatic
driving [22], face recognition system [18], etc. A large
number of studies have shown that research on adversar-
ial samples can further improve the robustness of deep
neural networks and reduce security risks for specific ap-
plication areas.

According to the attacker’s understanding of the
model, adversarial attacks can be divided into two types:
white-box attack and black-box attack. The former at-
tacker owns specific information such as the parameters
and structure of the target model, while the latter at-
tacker doesn’t have access to specific information about
the model. Compared with white-box attacks, black-box
attacks are more in line with real attack situations. There
are usually two kinds of black-box adversarial attacks:
query-based and transfer-based attacks. The query-based
attack method needs to query the model multiple times to
generate adversarial samples, which results in high query
cost and poor concealment. In contrast, the transfer-
based attack method uses the source model as the vic-
tim to launch an attack to generate adversarial samples,
and directly uses the adversarial samples to attack the
target model. This method has lower cost and higher
concealment. Due to the difference between the source
model and the target model,the existing transfer-based
attack methods overfit the source model, resulting in lim-
ited attack transferability. Data augmentation is one of
the main ways to avoid overfitting the source model. To
improve the transferability of adversarial samples, Xie et
al. [24] proposed to apply image transformations (ran-
dom image resizing and random padding) to images with
a fixed probability and a fixed magnitude. But its dis-
advantage is that the transformation used is relatively
simple, which limits the diversity of the input samples.
It is not significant on alleviating the overfitting problem
of the source model. Russakovsky et al. [17] proposed
to train an adversarial transformation network, and con-
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structed a more aggressive adversarial sample that can
resist adversarial transformation. Because the adversar-
ial transformation network is composed of two layers of
CNN, it can only simulate simple image transformations
such as blurring and sharpening. The above studies have
confirmed that data augmentation methods can alleviate
the overfitting problem of the source model and improve
the transferability of attacks. Our method optimizes the
generation process of adversarial samples from the per-
spective of data augmentation.

In this paper, We use data augmentation and gradient
attack algorithm to generate adversarial samples in order
to improve the transferability of our attack method. The
main contributions are as follows:

1) We use reinforcement learning algorithm to search
for the most effective image augmentation strategy,
which can effectively alleviate the overfitting phe-
nomenon of adversarial sample to the source model
and improve the transferability of the attack.

2) Unlike the classical Gradient attack algorithms, our
method(Automatic data augmentation Fast Gradient
Sign Method, AutoAugment-FGSM) does not max-
imize the loss function from the original input im-
age. Instead, the image is augmented according to
the augmentation strategy, then we feed the image
into the source model to generate adversarial sam-
ples by maximizing the loss function.

3) Extensive experiments on the ImageNet dataset show
that compared with the existing attack algorithms
that used data augmentation to mitigate overfitting
to source models, our method had a higher black-box
attack success rate.

2 Related Work

Szegedy et al. [21] found that a clean sample which was
added small perturbations will be misclassified by a CNN
with high classification accuracy. The images on which
the attacker adds carefully calculated perturbations are
called adversarial samples, and the attack is called adver-
sarial attack. In an image classification task, consider a
deep learning model f(x) = ytrue, x ∈ Rm as input to
the model, ytrue ∈ Y is the correct output of the model
for the current input. The adversarial attack is that the
attacker adds a carefully calculated perturbation r to the
original input image x. In the untargeted attack, the at-
tacker intends to makef(x + r) ̸= ytrue. In the targeted
attack, the attacker intends to make f(x + r)=yt. yt is
the target class for the attacker, (x + r) represents an
adversarial sample. The added perturbation is a small
value, which is imperceptible to the human eyes. It is
usually limited by l0, l2 and l∞. In targeted attacks, the
optimization problem for generating adversarial samples

is given by the Equation (1).

min ∥r∥2
s.t. 1.f(x+ r) = yt

2.x+ r ∈ Rm
(1)

2.1 Adversarial Attack

Szegedy et al. [21] first proposed the L-BFGS method to
generate adversarial samples, but it has the problem of
large amount of calculation. Goodfellow et al. [7] pro-
posed the Fast Gradient Sign Method (FGSM), which
makes the deep learning model misclassify by adding a
certain size of perturbation to the input sample in the di-
rection of the gradient of the model loss function. Later, a
series of attack methods based on gradient optimization
are derived, which are all variants of FGSM algorithm.
We first introduce the following three gradient-based ad-
versarial attack methods.

The FGSM algorithm generates an adversarial pertur-
bation in the gradient direction of the loss function, and
adds the perturbation to the image to achieve the pur-
pose of making the model misclassify. θ represents the
parameters of the model, L(x, ytrue; θ) represents the loss
function of the model. x, ytrue represent the original in-
put image and the ground truth label. The process of
FGSM generating adversarial samples is shown in Equa-
tion (2), where ∇xL(x, ytrue; θ) represents the direction
of the gradient of the model loss function, and ϵ repre-
sents the maximum value of the adversarial perturbation.
Since FGSM is a single-step attack, the attack success
rate is low.

xadv = x+ ϵ · sign(∇xL(x, ytrue; θ)) (2)

Kurakin et al. [11] proposed the iterative FGSM al-
gorithm (Iterative Fast Gradient Sign Method, I-FGSM)
, which reduces the optimization range and divides the
perturbation into multi-step calculations. The calcula-
tion method of I-FGSM is shown by Equation (3) and
Equation (4), where the Clip(·) operation clips the image
within the legal range. The disadvantage of I-FGSM is
that it is easy to fall into local extrema.

xadv
0 = x (3)

xadv
t+1 = Clipϵx{xadv

t + α · sign(∇xL(x, ytrue; θ))}(4)

Dong et al. [4] proposed the (Momentum Iterative Fast
Gradient Sign Method, MI-FGSM) algorithm , which in-
troduced momentum technology into the process of gen-
erating adversarial samples. This method stabilizes the
direction of the updated gradient, avoids local extreme
value in the direction of loss function gradient. MI-FGSM
has great transferability. The MI-FGSM algorithm is
shown in Equation (5) and Equation( 6), where µ rep-
resents the decay factor of the momentum item, and gt+1

is the accumulated gradient at iteration t+ 1.

gt+1 = µ · gt +
∇xL(xadv

t , ytrue; θ)∣∣∣∣∇xL(xadv
t , ytrue; θ)

∣∣∣∣
1

(5)
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xadv
t+1 = Clipϵx{xadv

t + α · sign(gt+1)} (6)

The existing transfer-based attack methods over-fit the
source model, resulting in limited attack transferability.
Data augmentation is one of the main methods to avoid
over-fitting the source model.From the perspective of data
augmentation, our method uses reinforcement learning to
search for the most effective augmentation strategy. The
image is transformed using this strategy, and then input
to the source model to generate adversarial examples ac-
cording to the gradient of the loss function.

2.2 Defending against Adversarial Sam-
ples

Adversarial samples seriously threaten the security of
deep learning models, causing people to question the re-
liability of deep learning models in some specific applica-
tion fields. With the development of adversarial attack
research, some effective adversarial attack defense meth-
ods are continuously proposed. Effective defense methods
can be roughly divided into two types: adversarial train-
ing and data preprocessing.

In order to make the adversarial attack fail, the ba-
sic idea of data preprocessing is to reduce the impact
of adversarial perturbation on the image, resulting in
the failure of adversarial perturbation. Dziugaite et al.
[6] found that JPEG compressed input images can ef-
fectively reduce the threat of adversarial perturbation.
Since CNN is a high-dimensional network structure, even
very small noises will be amplified after passing through
CNN, which will have a greater impact on the output
of CNN. Therefore, even the residual perturbation after
denoising processing will have an impact on the classi-
fication accuracy of the deep learning model. Liao et
al. [13] proposed a High Level Representation Guided De-
noiser (HGD)defense method, which is effective in reduc-
ing the impact of residual noise. Jia et al. [10] proposed
a defense model based on image compression (ComDe-
fend), which successfully ”purifies” the adversarial sam-
ples through compression and reconstruction. ComDe-
fend processes the image block by block instead of the
entire image, which makes processing the input image less
time-consuming. Data preprocessing methods can effec-
tively reduce the impact of adversarial perturbation, but
cannot completely remove the impact of adversarial per-
turbation. Therefore, the model may still misclassify the
preprocessed image.

The basic idea of adversarial training is to use the ad-
versarial samples as part of the training set to train the
model, so that the model acquires defended capabilities.
Adversarial training can be regarded as an optimization
problem of internal maximization and external minimiza-
tion, as shown in Equation (7), where θ represents the
neural network parameters, r represents the added ad-
versarial perturbation, x represents the input image, and
ytrue represents the true label of the input image x, L

represents the loss function.

min
θ

ρ(θ)

ρ(θ) = E(x,y)∼D[max
θ

L(θ, x+ r, ytrue)] (7)

The internal max process is to maximize the loss func-
tion of the current model and find the most suitable per-
turbation to generate adversarial samples. The process of
external min process is to train the deep learning model to
find the appropriate network parameters θ. In this way,
the model has a certain ability to resist interference and
defend against attacks. Adversarial training is effective in
defending against known attacks, but the defense against
unknown attacks is poor or even impossible.

Cihang Xie et al. [23] proposed a randomization
method (R&P) for adversarial training. This method in-
cludes two random operations: random transformation
size and random filling. This method can adapt to differ-
ent network structure models, and it is easy to combine
with other defense methods. Jeremy Cohen et al. [2] pro-
posed a new random smoothing method (RS) to perform
adversarial training to improve the performance of deep
learning models. This method enables the model to clas-
sify data correctly within a certain random smoothing
radius, which is locally robust. In this paper, we exploit
these state-of-the-art defenses to evaluate the effective-
ness of our attack against defended models.

2.3 Data augmentation

Data augmentation is a technology that generates new
samples from existing samples under a constraint. The
data is processed by using preset data transformation
rules. Data augmentation generates more data by adding
prior knowledge to the original data without drastically
increasing the amount of data. It improves the diversity
of the data and reduces the overfitting of the model.

The transfer-based attack method uses the source
model as the victim to launch an attack to generate an ad-
versarial sample, and uses the generated adversarial sam-
ple to attack the target model. The existing transfer-
based attack methods overfit the source model , result-
ing in limited attack transferability. Data augmentation
is one of the main ways to avoid overfitting the source
model. Our method optimizes the generation process of
adversarial samples from the perspective of data augmen-
tation. We use reinforcement learning to search for a set of
effective data augmentation strategies, and combine gra-
dient attack algorithms to generate adversarial samples.

3 Method

The problem of existing transfer-based attack methods is
overfitting the source model, resulting in limited attack
transferability. Data augmentation is one of the main
ways to avoid overfitting the source model. Firstly, we
propose an automatic augmentation method combined
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with the gradient algorithm to find the most effective data
augmentation strategy. Then, we apply the augmenta-
tion strategies to transform the image and finally use the
FGSM gradient algorithm to generate adversarial sam-
ple. Our method can effectively alleviate the overfitting
of adversarial samples to the source model.

3.1 Search Augmentation Strategies

Our search method consists of two parts: the search algo-
rithm and the search space. We use reinforcement learn-
ing as the search algorithm to find the most effective data
augmentation strategy. The controller of reinforcement
learning is RNN, which samples the augmentation strate-
gies S. The source model uses the strategies to transform
the image. Then we use the gradient algorithm to gen-
erate adversarial samples. The white-box attack success
rate of the adversarial sample attack source model as the
reward, which is fed back to the controller. The controller
is updated through back propagation.

A strategy in the search space includes two sub-
strategy. Each sub-strategy consists of two sequential im-
age transformations. Each image transformation is associ-
ated with two hyperparameters: 1) the probability of the
transformation, and 2) the magnitude of the transforma-
tion. In each mini-batch, each image randomly selects a
sub-strategy for image transformation. The 14 image aug-
mentation operations [3] we used are Shear X/Y, Trans-
late X/Y, Rotate, AutoContrast, Equalize, Solarize, Pos-
terize, Contrast, Color, Brightness, Sharpness, Cutout.
Each operation has a default magnitude range, as shown
in Table 1.

The search algorithm is reinforcement learning. The
data augmentation strategy search framework is shown
in Figure 1. The training algorithm is PPO. The con-
troller consists of a layer of LSTM and a fully connected
layer, and the data augmentation strategy is generated
through the softmax layer. The controller can gener-
ate a total of 30 decisions, predicting 5 sub-strategies,
each sub-strategy includes two image operations, and the
probability and magnitude of the operation. The con-
troller updates the parameters according to the reward.
Each sample randomly selects a sub-strategy from the five
sub-strategies for image augmentation processing. Our
method takes the augmented samples as the input data
of the source model, and then applies the gradient al-
gorithm to generate adversarial samples. The white-box
attack success rate of the adversarial sample attack source
model as the reward. Finally, we use the strategy with
the highest attack success rate as the data augmentation
strategy for generating adversarial samples.

3.2 Adversarial Sample Generation

In image classification tasks, data augmentation is often
used to improve the generalization ability of the model.
Similarly, data augmentation can be applied to gener-
ate adversarial samples, which reduces overfitting to the

source model and improves the transferability of adver-
sarial samples.

Our method uses the data augmentation strategy S
learned by reinforcement learning, which includes five
sub-strategies Fi, as shown in Equation (8). Each sub-
strategy includes two image augmentation operations as
shown in Equation (9).

S = {F1, F2, F3, F4, F5} (8)

Fi = {oprationi
1, p

i
1,m

i
1, opration

i
2, p

i
2,m

i
2} (9)

Table 1: List of all image transformations

Operation Name Range of magnitudes
Shear X/Y [0,1]

Translate X/Y [0.0,0.3]
Rotate [0,30]

AutoContrast [0,1]
Equalize [0,1]
Posterize [0,4]
Contrast [0.1,1.9]
Color [0.1,1.9]

Brightness [0.1,1.9]
Sharpness [0.1,1.9]
Cutout [0,40]
Solarize [0,110]

Firstly, We randomly select the top-2 most effective
sub-strategies from the 5 sub-strategies to perform image
transformation processing on each image. The transfor-
mation function of the image is shown in Equation (10).
Based on this augmentation function, the optimization
problem of the objective function as shown in Equa-
tion (11). Finally, we use the transformed image as input
to generate adversarial samples according to the gradient
algorithm. We combine the gradient algorithm (FGSM,
MI-FGSM) to generate adversarial samples, and the gen-
eration process is shown in Equation (12), Equation (13)
and Equation (14).

xadv
0 = A(x, Fi, Fj) (10)

arg max L(A(x, Fi, Fj), y
true; θ) (11)

xadv = x+ ϵ · sign(∇xL(A(x, Fi, Fj), y
true; θ)) (12)

gt+1 = µ · gt +
∇xL(A(x, Fi, Fj), y

true; θ)

||∇xL(A(x, Fi, Fj), ytrue; θ)||1
(13)

xadv
t+1 = Clipϵx{xadv

t + α · sign(gt+1)} (14)

Our adversarial sample generation algorithm details
are described in Algorithm 1. For further research, we
combine the learned augmentation strategy with the MI-
FGSM algorithm for multiple iterative optimizations, and
the details of the process in Algorithm 2.
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Figure 1: Overview of Neural Architecture Search

Algorithm 1 AutoAugment-FGSM

Input: A clean image x and its ground-truth label ytrue;
A classifier f ; The loss function L and the perturbation
budget ϵ
Output: An adversarial sample xadv

1: Begin
2: Select the top-two sub-strategies F1, F2 from strategy

S
3: xadv = A(x, F1, F2)
4: Calculate the gradient ∇xL(A(x, F1, F2), y

true; θ)
5: xadv = x+ ϵ · sign(∇xL(A(x, F1, F2), y

true; θ))
6: return xadv

Algorithm 2 AutoAugment-MI-FGSM

Input: A clean image x and its ground-truth label ytrue;
A classifier f ; The loss function L and the perturbation
budget ϵ; Iterations T
Output: An adversarial sample xadv

1: Begin
2: Select the top-two sub-strategies F1, F2 from strategy

S
3: xadv

0 = x, g0 = 0
4: For t = 0 to T − 1 do
5: xadv

t+1 = A(xadv
t , F1, F2).

6: Calculate the gradient g̃t+1

g̃t+1 = ∇xL(A(xadv
t , F1, F2), y

true; θ).

7: gt+1 = µ · gt + g̃t+1

||g̃t+1||1
8: xadv

t+1 = Clipϵx{xadv
t + α · sign(gt+1)

9: return xadv = xadv
T

4 Experiment

4.1 Experiment Setup

Dataset. We randomly sampled 1000 images of differ-
ent categories from the ILSVRC 2012 validation set
[23] that are classified correctly by all the networks
which we test on. All these images are resized to
299Ö299Ö3 beforehand.

Target model. We attack both undefended and de-
fended models. Undefended models include
ResNet-v2(Res-v2) [8, 9], Inception-v3(Inc-v3) [20],
Inception-v4 (Inc-v4) [19] and Inception-ResNet-
v2(IncRes-v2) [19]. For defended models, we fo-
cus on several adversarially trained [16] models, in-
cluding adversarially trained Inc-v3(Adv-Inc-v3) [12]
and ensemble-adversarially trained IR-v2(Ens-adv-
IR-v2) [12].

To further verify the attack capability of our method,
we investigate some state-of-the-art defenses aimed
at correcting adversarial sample. These defenses
include high-level representation guided denoiser
(HGD) [13], random resizing and padding (R&P)
[23], feature distillation (FD) [15], compression de-
fense (ComDefend) [10], and randomized smoothing
(RS) [2]. To evaluate our attack method, we attack
the above advanced defense models.

Baseline. We compare the AutoAugment-FGSM
method with two classes of baseline methods. The
first category is gradient sign series algorithms
with extremely high attack migration ability, in-
cluding FGSM [7], I-FGSM [11] and MI-FGSM [4].
The second type of attack algorithms based on
image transformation, which includes DIM [24],
TIM [5], SIM [14], ATTA [26], ODI-MI-TI [1],
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Figure 2: Original image and corresponding adversarial samples

VMI-FGSM [25].

Parameter. we set the perturbation budget ϵ = 15. The
iteration numbers T was set to 18. The step size α
was set to 1.0 .The decay factor µ for MI-FGSM was
set to 1.0.

Table 2: Augmentation strategy of Inception-v3

Operation 1 p1 m1 Operation 2 p2 m2
AutoContrast 0.72 0.78 Rotate 0.96 0.97

ShearX 0.94 0.89 Rotate 0.96 0.76
ShearY 0.33 0.85 Rotate 0.92 0.99
Rotate 0.93 0.22 Rotate 0.71 0.07
Rotate 0.97 0.16 Rotate 0.72 0.50

4.2 Attacking a Single Network

We synthesis adversarial samples only on normally
trained net-works, and test them on all six networks. The
success rates are shown in Table 3. The attack success
rate is the misclassification rate of an adversarial sam-
ple on the target model. Its calculation method is shown
in Equation (15). The sumNUM(·) represents the num-
ber of samples. The higher the value of ASR, the higher
the success rate of the sample attack, and the stronger
the attack of the algorithm. Besides, we visualize 4 ran-
domly selected pairs of such generated adversarial images
and their clean samples in Figure 2. These visualization
results show that these generated adversarial perturba-
tions are human imperceptible. The data augmentation
strategy learned by using the source model Inception-v3
is shown in Table 2.

ASR =
sumNUM(lable(xadv) ̸= ytrue)

sumNUM(lable(x) = ytrue)
(15)

Experiments evaluate various attack methods against
undefended and defended models. Specifically, our attack
method utilizes the source model as the victim to gen-
erate adversarial samples. Our method directly applies
this adversarial sample to attack other models, which is

equivalent to a black-box attack. As shown in Table 3,
* stands for white-box attack. In white-box attack, our
attack method AutoAugment-FGSM can achieve 99.99%
attack success rate. In the black-box setting, compared
with the FGSM attack algorithm, our method improves
the average attack success rate based on 4 source models
by 60.26%, 30.76%, 33.22%, 46.02%. Besides, Our attack
consistently outperforms all state-of-the-art base-lines un-
der the black-box settings, which further corroborates the
superiority of our strategy on generating transferable ad-
versarial samples.

4.3 Attacking Advanced Defense Models

Experiment with the current five defense models, in-
cluding HGD, R&P, FD, ComDefend, and RS. The at-
tack success rates of the adversarial samples generated
by AutoAugment-FGSM under the above five defense
models are shown in Table 4. The average success rate
of AutoAugment-FGSM attacking the above five defense
models is 77.04. DIM improves the transferability of ad-
versarial samples by increasing the diversity of images,
which utilizes fixed image transformation probabilities
and magnitudes to process images. TIM leverages trans-
lation invariance to optimize perturbations on an ensem-
ble of transformed images to generate adversarial sam-
ples. SIM avoids overfitting by optimizing adversarial
perturbations at different scales. ATTA proposes an ad-
versarial transform network for simulated data augmen-
tation. The gradient series algorithm can combine the
above four attack methods to generate adversarial sam-
ples. Our method AutoAugment-FGSM attack success
rate is higher than the above four attack methods 35.94,
22.26, 12.96, 10.68. Experiments further demonstrate the
effectiveness of AutoAugment-FGSM attack undefended
and defended models. This research further raises new se-
curity concerns in researching stronger defense methods.

4.4 Further Analysis

We further investigate the influence of the size of the
maximum perturbation ϵ on the success rate of the
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Table 3: The success rates(%) on six networks where we attack a single network

Model Attack Res-v2 Inc-v3 Inc-v4 IncRes-v2 Adv-Inc-v3 Ens-adv-IR-v2

Res-v2

FGSM 57.7* 24.6 16.5 11.4 22.0 6.0
BIM 91.0* 30.4 18.7 15.2 23.9 7.6

MI-FGSM 98.2* 41.9 35.6 28.5 23.5 7.2
DIM 97.8* 78.0 70.7 71.7 39.8 19.4
TIM 98.8* 65.2 59.8 57.4 35.5 32.8
SIM 98.8* 67.3 57.4 57.4 38.3 26.7
ATTA 99.8* 64.3 61.8 59.2 35.5 18.5

ODI-MI-TI 99.9* 70.1 45.6 67.3 30.7 16.9
VMI-FGSM 99.9* 74.9 70.1 66.1 44.2 34.2

AutoAugment-FGSM 99.9* 80.2 73.4 88.6 74.2 65.4

Inc-v3

FGSM 31.6 84.3* 43.9 40.1 32.1 11.9
BIM 21.7 93.8* 30.4 26.8 28.8 8.5

MI-FGSM 37.0 99.9* 69.0 60.4 26.9 10.2
DIM 34.4 95.9* 61.9 53.9 39.8 19.4
TIM 39.2 99.9* 44.3 45.8 23.2 25.8
SIM 40.1 99.9* 42.9 46.4 22.8 33.5
ATTA 44.8 99.9* 52.9 53.2 25.1 14.4

ODI-MI-TI 50.8 99.9* 42.5 57.6 26.3 18.8
VMI-FGSM 59.2 99.9* 66.5 59.6 32.8 17.5

AutoAugment-FGSM 62.1 99.9* 69.8 62.4 65.8 53.3

Inc-v4

FGSM 27.7 44.9 65.9* 31.2 28.1 9.0
BIM 24.0 45.5 91.6* 28.9 29.1 7.6

MI-FGSM 36.9 65.3 99.9* 55.5 27.9 8.6
DIM 43.8 68.5 97.3* 58.9 28.8 12.4
TIM 41.4 64.3 99.6* 48.2 29.6 28.7
SIM 41.4 61.9 99.6* 49.7 31.3 42.9
ATTA 43.8 66.8 99.6* 59.2 35.5 15.6

ODI-MI-TI 52.4 48.8 99.9* 54.3 22.7 19.6
VMI-FGSM 58.6 67.9 99.9* 59.2 38.2 23.2

AutoAugment-FGSM 61.1 68.8 99.9* 59.2 63.3 54.6

IncRes-v2

FGSM 24.4 40.4 29.6 50.6* 26.6 10.0
BIM 23.2 44.5 33.3 91.0* 31.2 7.9

MI-FGSM 35.2 67.3 64.5 99.9* 30.3 9.8
DIM 46.6 75.2 73.3 98.3* 36.5 18.0
TIM 43.1 62.9 55.4 98.9* 37.9 49.3
SIM 42.1 60.9 52.7 98.9* 35.4 57.1
ATTA 44.8 68.9 65.2 98.9* 39.5 22.4

ODI-MI-TI 60.0 70.1 45.6 99.9* 32.7 17.9
VMI-FGSM 63.3 77.9 72.1 99.9* 40.8 34.4

AutoAugment-FGSM 67.9 80.2 73.4 99.9* 74.2 65.4

Table 4: Success rates (%) of different attacks against advanced defense methods.

Attack HGD R&P FD ComDefend RS Average
FGSM 21.2 18.1 52.2 66.6 47.5 41.1
BIM 16.8 17.9 50.0 63.4 48.9 39.4

MI-FGSM 17.9 18.7 56.7 74.6 49.2 39.4
DIM 16.5 23.1 70.5 66.6 28.8 41.1
TIM 45.1 45.2 78.2 69.2 36.2 54.8
SIM 71.5 57.6 76.6 75.4 39.3 64.1
ATTA 70.0 58.8 75.3 79.8 47.9 66.4

ODI-MI-TI 68.5 54.2 66.3 68.2 38.2 59.1
VMI-FGSM 70.1 62.3 72.4 80.3 51.9 67.4

AutoAugment-FGSM 72.0 64.6 78.0 81.7 88.9 77.0
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Figure 3: The success rates of I-FGSM, MI-FGSM and
AUTO-MI-FGSM when T=4

attack. We combined the image augmentation strat-
egy learned by Inc-v3 with the MI-FGSM gradient al-
gorithm to generate adversarial samples. The method
is called AutoAugment-MI-FGSM. AutoAugment-MI-
FGSM, I-FGSM, MI-FGSM attack IncRes-v2, Adv-Inc-
v3, Ens-adv-IR-v2 models to calculate the attack success
rate. In this experiment, the size of the perturbation ϵ
increases from 2 to 16 in steps of 2. Figure 3 and Figure 4
respectively show the attack success rates of iteration
T=4 and T=8 on IncRes-v2, Adv-Inc-v3, and Ens-adv-
IR-v2. As ϵ increases, the trend of attack success rate of
I-FGSM is an upward trend, while the trend of MI-FGSM
and AutoAugment-MI-FGSM is first up and then down,
and the inflection point is around ϵ = 8. Compared with
other methods, our method AutoAugment-MI-FGSM has
the highest attack success rate. The results show that
AutoAugment-MI-FGSM is highly aggressive.

5 Conclusion

In this paper, we propose an adversarial example gener-
ation method(AutoAugment-FGSM) based on image en-
hancement. Firstly, our method regards the source model
as the victim and uses reinforcement learning to search
for the most effective image augmentation strategy. We
select the top-2 sub-strategies for image transformation
on clean samples. Finally, we use the FGSM gradient
algorithm to generate adversarial sample. Our method
effectively alleviates the problem of overfitting the source
model. Moreover, our strategy can be conveniently com-
bined with other transfer-based attacks to further pro-
mote their performance. Experimental results show that
compared with the traditional FGSM series gradient al-
gorithms, our method greatly improves the success rate
of black box attacks. Demonstrate the superiority of
our method synthesize adversarial samples attacking both
state-of-the-art undefended and defended models. Our
study further provokes the investigation of new security
issues for more robust defense methods.

Figure 4: The success rates of I-FGSM, MI-FGSM and
AUTO-MI-FGSM when T=8
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Abstract

With the rapid development of the medical Internet of
Things, there is a growing trend of sharing medical data
via the cloud. However, in the current complex med-
ical IoT environment, users’ medical data is at risk of
attack and leak during transmission. Traditional encryp-
tion schemes involve complex key management protocols,
making them unsuitable for data sharing. To protect
medical data privacy, this paper proposes a certificateless
proxy re-encryption scheme based on blockchain. This
scheme enhances the mutual trust of medical parties by
making blockchain tamper-proof while protecting sensi-
tive medical privacy data from the prying eyes of honest
and interested servers. Our scheme effectively guarantees
data security and privacy between medical users and ser-
vice providers. Furthermore, experiments on the JPBC
library demonstrate that our proposed scheme has ad-
vantages in computational and communication complex-
ity compared to the comparison scheme.

Keywords: Blockchain; Certificateless Public Key En-
cryption; Privacy Security; Proxy Re-encryption

1 Introduction

1.1 Background

In the past, when people needed medical care, they of-
ten had to go to a nearby hospital. For better medical
care, they may have to travel farther, which is inconve-
nient for most people. With the development of internet
and medical service, people use proxy re-encryption tech-
nology to combine with medical service system [12,33,42].
The earliest proxy re-encryption concept was proposed by
Blaze [4]. People don’t need to go to the hospital, they can
directly send their data to the doctor over the network. In
this way, users can not only get answers faster and more

convenient, but also choose the doctor they want to serve
them [25,28].

Nowadays, more and more people choose to conduct
medical services on the medical internet. While provid-
ing convenience, online medical service also faces many
problems. For example, when users transmit their health
information, they do not want others to see their private
information [23]. What’s more, data may also be stolen
or tampered with in the process of transmission. What’s
worse, in order to save energy, the malicious cloud server
may return part of the search results [31,32], or even the
wrong data, as proposed by Hewa [20]. Therefore, the pri-
vacy and security of information become particularly im-
portant in the transmission process. In addition, the time
is also urgent when the patient consults the treatment re-
sults. If the transmission time is too long, the medical
process will be delayed, thus delaying the patient’s treat-
ment. Therefore, in the process of data transmission, it
requires efficient transmission and the protection of users’
privacy information. For example, solutions [35,43] are of-
ten complex and time-consuming, and are not suitable for
use in the medical IoT [27].

Ensuring the safety and confidentiality of online med-
ical consultations is crucial to avoid tampering of consul-
tation information or leakage of patient conditions, which
can have serious and irreversible consequences if left unad-
dressed. To tackle this issue, we have developed a design
scheme and conducted research to enable patients to se-
curely and confidentially consult their medical conditions
with their preferred doctors online, and receive accurate
feedback in a timely manner. Our solution also addresses
the privacy and anonymity of patients during the inquiry
process, and takes into account the importance of speed in
emergency situations where time is of the essence. By im-
plementing our scheme, patients can have peace of mind
knowing that their medical information is protected, and
they can receive the care and attention they need from
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their trusted medical professionals. In this paper, a cer-
tificateless proxy re-encryption scheme is proposed to en-
sure the security and privacy of the data between the
medical user and the medical service provider. At the
same time, the communication cost and computing cost
in the process of data transmission should be as small as
possible.

1.2 Blockchain

Blockchain is an evolving, untampered, shared ledger of
data [37], a chain of blocks. Each block holds a certain
amount of information, which is linked in the chronologi-
cal order of their respective generation [7–9]. This infor-
mation is kept on all the servers. These servers, called
nodes in the blockchain system, provide storage and com-
puting power for the entire blockchain system. To modify
information in a blockchain, it is extremely difficult to
tamper with information in a blockchain because more
than half of the nodes must agree and modify informa-
tion in all of the nodes, which are often in the hands of
different actors [10,30,38].

Compared with traditional networks, blockchain has
two core features: one is hard to tamper with data, and
the other is decentralized. Based on these two charac-
teristics, the information recorded by blockchain is more
authentic and reliable, which can help solve the problem
of mutual distrust between people. Blockchain will in-
crease trust and the integrity of transaction information
flow between participating nodes [46]. Simultaneously,
blockchain data sharing technology has also been widely
applied [21,40,45].

1.3 Contribution

In the medical Internet of Things environment, this paper
focuses on how to ensure the security of users’ sensitive
medical data, so as to effectively protect the privacy of
patients’ medical data in the medical IoT environment.
Specifically, our major contributions are as follows:

� We propose a healthcare data privacy protection
scheme based on blockchain and proxy re-encryption.
This scheme uses certificateless proxy to re-encrypt,
hash the user’s Identity, and then sends the hash
data together with the encrypted ciphertext. In our
scheme, the privacy and security of the user’s infor-
mation and identity are effectively protected. What’s
more, the authorized user can also know the sender’s
user information accurately by comparing the hash
value.

� We propose a solution to store data based on
blockchain.Users can transfer their re-encryption
keys to the blockchain database, which use
blockchain to ensure that the user agent’s re-
encryption keys can’t be tampered with by attackers
and semi-honest cloud agents, which solves the semi-

honest problem of cloud agents and the possibility
that the agent’s re-encryption keys can be replaced.

� Compared with the comparison scheme, our scheme
achieves more security objectives while protecting
user privacy. Meanwhile, experiments on JPBC li-
brary show that our scheme has more advantages in
computational complexity and communication com-
plexity.

2 Related Work

The medical system usually deal with critical informa-
tion, so health care is one of the most important sensitive
areas that requires a lot of interest in privacy, security,
access control. The security of such a sector must be
guaranteed in all aspects of the stage:transmission, stor-
age and operation. In this section, we describe some work
records that deal with medical security using blockchain
technology. At present, many solutions are proposed for
the network medical system. Jiang et al. [26] designed
a lightweight privacy protection proxy data transmission
scheme, which realized data and identity privacy protec-
tion, but it had high computational complexity and se-
cret key hosting problems. Liang et al. [29] proposed an
efficient remote health monitoring system with low de-
lay and low cost, but it did not consider the problem of
data security transmission. Dwivedi et al. [15] proposed
a novel blockchain framework to protect private medical
IoT devices. They used lightweight encryption to encrypt
data and verify transactions. However, they have yet to
implement the system. Boonyarattaphan et al. [5] pro-
posed a framework containing effective protocols based
on e-health services. Their scheme automatically adapted
authentication technology and corresponding different en-
cryption algorithms to process data when two risks oc-
cur in the system, but it did not protect patient identity
privacy. Literature [14, 34] intended to obtain and share
medical data through Ethereum platform and intelligent
contract to solve such serious problems as fragmentation
of medical data, low sharing efficiency, insecure transmis-
sion process, insufficient data integrity verification, and
insufficient privacy information protection. But it was
not realized at that time.Hwang et al. [24], any t1 original
signers can delegate the signing capability to the proxy
group. Alam [3] applying blockchain to the Internet of
Things. Hamian [19] applying blockchain to biometrics.
And we’re going to apply blockchain to the medical In-
ternet of things.

Esposito et al. [16] comprehensively analyzed the use
of blockchain to protect medical data in the cloud. The
actual challenges and the work ahead were also indicated.
Abu-Elezz et al. [1] elaborated on the benefits and threats
of blockchain technology in healthcare. Schemes [2,17,22]
either rely on agents to fully manage their data or require
agents to always delegate data users’ decryption keys on-
line, which means that data transparency and timeliness
are impossible to achieve and need to always be online.
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Chakraborty et al. [6] proposed a framework for health-
care system design based on blockchain and IoT. Rifi et
al. [39] suggested using Ethereum to manage contracts for
access systems to medical data. It was used to process
medical sensors based on IPFS and store data in an off-
chain database. However, there were no implementation
details for these last two works. In a previous study, the
authors proposed an attribute-based encryption system
based on a combination of blockchain and IPFS to store
and protect EMRs [41]. However, in their work, they did
not integrate IoT devices and realize that the system has
not yet completed debugging. Another work proposes a
secure intrusion detection method that used blockchain to
detect a physical system classification model of informa-
tion in healthcare [36]. The Chong et al. [11] demonstrate
that how the replay attack and known key attack can be
defeated.

In this paper, a new privacy protection scheme is pro-
posed for sensitive medical data of patients under the en-
vironment of medical Internet of Things. In our scheme,
only authorized doctors can view the medical data of pa-
tients. The cloud server, as the agent, cannot obtain the
encrypted plaintext, which avoids the disclosure of pa-
tient privacy by the cloud server and effectively protects
the privacy of users. In addition, the use of blockchain
ensures that sensitive medical data cannot be tampered
with and improves the security and availability of data.

3 System Model

In our proposal, we put forward a complete set of system
architecture model, including: patient, cloud service sys-
tem, blockchain, doctor. In addition, a series of threat
hypothesis models are proposed for our system structure,
and different attack modes of different attackers are used
to verify our model:

3.1 System Structure

The system model consists of four entities, which are
cloud service system, blockchain database, doctor. Specif-
ically, our system model is designed as shown in Figure 1.

Patient: The patient encrypts private information, such
as their health data and medical conditions, and
sends it to the cloud server. Additionally, the pa-
tient generates and sends their own proxy key to the
blockchain database.

Cloud service system: This is a large semi-honest in-
termediate shared database that collects most of the
patient’s various encrypted privacy, such as a variety
of physical health indicators. It downloads the cor-
responding proxy key from the blockchain database
and can carry out the semi-honest proxy encryption
process.

Blockchain: This is a public database of data records
that is difficult to tamper with. Messages from this

database are completely trusted.

Doctor: The doctor can download the corresponding pa-
tient’s private information from the cloud service, de-
crypt it, and then diagnose the patient’s condition.

3.2 Threat Model

In our system model, we assume that the cloud service
database provides proxy re-encryption service for patients
in accordance with relevant privacy regulations. However,
we also consider that the cloud service agent may not be
entirely trustworthy and may not provide honest services
to patients. Under these assumptions, an attacker could
launch various attacks on the proxy re-encryption key,
ciphertext, and re-encryption ciphertext. These attacks
include tampering, identity forging, eavesdropping, and
information injection. Based on the above assumptions,
it is consider that an attacker who might launch the fol-
lowing attacks:

� Man-in-the-middle attack: When the patient en-
crypts the data to the cloud service system, there
is a risk that the attacker will eavesdrop and tam-
per with the data in the transmission process, and
the information downloaded by the doctor from the
cloud database is also at risk.

� Impersonation attack: During the transmission
of ciphertext and re-encrypted ciphertext, the forger
may intercept intelligence and then forge false identi-
ties to transmit wrong identity information to the re-
cipient, resulting in serious consequences if the trans-
mitter does not get the corresponding response.

� Tampering attack: When the cloud server per-
forms proxy re-encryption of ciphertext, the obtained
proxy key may be tampered with. In the process of
re-encryption, the wrong re-encryption key is used,
resulting in the failure of the subsequent receiver to
decrypt the re-encrypted ciphertext.

� Server spoofing attack: Cloud agents are not com-
pletely trustworthy, and cloud agents may tamper
with the agent key, thus transmitting wrong infor-
mation.

3.3 Design Objective

For the medical Internet of Things model, we mainly set
the following goals, so as to better realize our scheme.

� In the process of consultation with doctors, we need
to solve relevant identity verification problems, so
that patients can better choose the doctors they
want to consult, and doctors can better identify pa-
tients when they download relevant patient informa-
tion from the cloud database.
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Figure 1: Systems model

� Ensure that the data transferred by the patient to
the cloud service database and downloaded by the
doctor are complete, so that the patient can send
the correct information and the doctor can give the
correct judgment to the patient.

� Our scheme uses bilinear mapping to ensure absolute
confidentiality in the process of data transmission, so
that different attacks cannot decipher the patient’s
health data, so as to avoid serious consequences.

� Some patients do not want to reveal their true iden-
tity when they send their data to the doctor. Our so-
lution also addresses this problem, ensuring patient
privacy and anonymity, addressing patient concerns,
and enabling patients to better consult their doctors.

� In the previous proxy re-encryption schemes, the se-
curity of the proxy re-encryption key cannot be well
guaranteed, and the cloud agent cannot be trusted
completely. However, in the scheme we designed, we
need to solve the problems encountered by the agent
in the transmission process of the re-encryption key,
and solve the problem that the cloud agent cannot be
completely trusted. In this way, the security of agent
re-encryption key and decryption of final ciphertext
and re-encryption ciphertext are guaranteed.

4 Protocol Process

Table 1 is our specific interpretation of some elements in
the protocol, and also some elements generated during the
initialization of the entire system.

In order to effectively improve data privacy under the
medical Internet of Things, we proposes a kind of clas-
sification proxy re-encryption algorithm which can resist
the selective ciphertext attack.Our protocol uses bilinear
mapping in order to better guarantee the security of the
protocol. What’s more, our protocol addresses the issue of
distrust between patients, doctors, and cloud servers, thus
well protecting privacy in the medical Internet of Things.
Specifically, our agreement consists of six phases, namely
setup phase, key generation phase, encryption phase, re-
encrypt key generation phase, re-encryption phase and
decryption phase. Which are described as follows.

4.1 setup(1λ)

The patient needs to encrypt the ciphertext, and the al-
gorithm outputs a pair of linear maps after entering secu-
rity parameters during data transmission(g,G1,Zr, ê, H),
H : {0, 1}∗ → {0, 1}λ is a cryptographically unidirec-
tional collusion-resistant hash function, instantiated us-
ing SHA-256, etc. Let g1 be the generator different
from G1 in g, and get the public parameter param =
(g,G1,Zr, ê, g1, H).
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Table 1: System parameters

Parameters Description
ê A bilinear mapping
G1 A cyclic additive group
GT A cyclic multiplicative group
Zr A cyclic group of integers
g The generator on G1

g1 Another generator on G1

i The patient i
j The doctor j
pk The public key
sk The private key

rki→j The re-encryption key between i and j
Ci Encrypted ciphertext
Cj Re-encrypt ciphertext
m Plaintext

G1 ∗G1 → GT The pairing function
H : {0, 1}∗ → GT A map to point Hash function

4.2 KegGen(param)→ (pk, sk)

Input system exposure param, The algorithm selects two
different random numbers xid in Zr,The public keys of
patient i and doctor j are set as pkid1 = gxid and pkid2 =
gxid
1 respectively and disclosed to the public. The private
keys are set to skid = xid and used for a long time.

4.3 Enc(param, pki1, pkj2, )→ ci

Enter system exposure param, Entity public key and
plaintext m, The first encrypted ciphertext is obtained.
The encryption process is as follows:

The patient i randomly selects a random number u ∈
Zr and uses his public key and doctor j’s public key to
calculate the ciphertext as follows:

Ci = (a, b, c) = (gu,me(pkj2, pki1)
u, H(H(a)||H(b))) (1)

After encrypting the plaintext, the patient i obtains
ciphertext Ci and Ci to the cloud service system. Af-
ter receiving ciphertext Ci, the cloud server stores it and
exposes it in its own database.

4.4 ReKeyGen(param, ski, pk)→ rki→j

Enter system exposure param, Entity public key, the pro-
cess of generating the re-encryption key is as follows:

The patient i then randomly selects a random number
v ∈ Zr and calculates the re-encryption key through the
following formula:

rki→j = (X,Y ) = (gv, pkj−ski
2 pkjv1 ) (2)

After calculating the re-encryption key rki→j , patient
i sends the re-encryption key to the blockchain database
for public disclosure and storage.

4.5 ReEnc(param, ci, rki→j)→ Cj

Enter system exposure param, Ciphertext Ci and rki→j

, the re-encryption ciphertext is generated as follows:
After receiving the encrypted ciphertext Ci stored by

patient i in its own database, the cloud server downloads
the re-encryption key placed by the patient i from the
blockchain database. Then it obtains the re-encrypted
ciphertext by the following calculation (3).

After calculating the re-encrypted ciphertext Cj , the
cloud server saves Cj and shares it in its own service sys-
tem.

cj = (a′, b′, c′, d′)
a′ = a
b′ = b · ê(a, Y )
c′ = X
d′ = H(H(a′)||H(b′)||H(c′))

(3)

4.6 Decrypted Ciphertext

For patient i, ciphertext Ci can be obtained from the
cloud shared database and decrypted. The decryption
process is as follows:

The patient i first verifies that equation c =
H(H(a)||H(b)) is true, and if it is not, outputs ⊥ . Oth-
erwise, user i decrypts and outputs the message plaintext
through the following calculation:

m← b

ê(a, pkj2)ski
(4)

After decryption, patient i can get the health data up-
loaded by herself and the privacy of her medical condi-
tion.

For the doctor j, the re-encrypted ciphertext can be
obtained from the cloud shared database, and the re-
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encrypted ciphertext Cj can be decrypted. The decryp-
tion process is as follows:

For ciphertext Cj after re-encryption, the doctor j first
verifies whether equation d′ = H(H(a′)||H(b′)||H(c′)) is
true. If not, output ⊥. Otherwise, the doctor j decrypts
and outputs the message plaintext through the following
calculation:

m← b′

ê(a′, c′)skj
(5)

After successful decryption, the doctor j can obtain rel-
evant health data and disease privacy of patient i, and
make corresponding diagnosis for patient i according to
the data.

4.7 Ciphertext Decryption

We deduce the decryption formulas of formula (4) and
(5) respectively, and verify that the decryption method of
this algorithm can successfully decrypt the plaintext m.
The derivation process is (6) and (7) respectively. The
analysis is as follows:

Formula (6) decrypts the ciphertext sent by patient i.
The decryption process is as follows:

b

ê(a, pkj2)ski
=

mê(pkj2, pki1)
u

ê(gu, pkj2)ski

=
mê(pkj2, pki1)

u

ê(gu, pkj2)u

=
mê(pkj2, g

u)u

ê(gu, pkj2)u

=
mê(pkj2, g)

uu

ê(g, pkj2)uu

= m

(6)

Formula (7) is for doctors j to download the corre-
sponding agent re-encrypted ciphertext from the cloud
server and decrypt it accordingly. The decryption pro-
cess is as follows:

b′

ê(a′, c′)skj
=

b · ê(a, Y )

ê(a,X)skj

=
mê(pkj2, pki1)

uê(gu, pkj−ski
2 pkjv1 )

ê(gu, gv)skj

=
mê(pkj2, pki1)

uê(gu, pkjv1 )ê(g
u, pkj−ski

2 )

ê(gu, gv)skj

=
mê(pkj2, pki1)

uê(gu, pkjv1 )

ê(gu, gv)skj ê(gu, pkjski2 )

=
mê(pkj2, g

u)uê(gu, pkjv1 )

ê(gu, gv)v ê(gu, pkju2 )

=
mê(pkj2, g

u)uê(gu, gv∗v)

ê(gu, gv)v ê(gu, pkju2 )

=
mê(pkj2, g)

uuê(gu, gv∗v)

ê(gu, gv)v ê(g, pkj2)uu

= m
(7)

Through the above two verification, we can know
that the correctness and feasibility of the scheme can be
passed.

5 Safety Analysis

The proposed protocol can mitigate the attacks in the
threat model. The detailed analysis is as follows:

� Defense against man-in-the-middle attacks:
Suppose that g and g1 are generator on G1 respec-
tively. x is a prime number on Zr. It’s almost im-
possible to figure out x if an attacker know gx and
gx1 according to discrete logarithm. Therefore, it
can achieve polynomial security for ciphertext and
re-encrypted ciphertext in the transmission process.
Even if an attacker intercepts information in the mid-
dle, he still cannot steal or tamper with it, which can
ensure that the message can be accurately transmit-
ted to the receiver.

� Defense against impersonation attack: In the
event of an attacker attempting to forge an identity,
the receiver can verify the authenticity of the mes-
sage by comparing the hash identity data in the re-
ceived message. By checking whether the hash value
has been transformed, the receiver can determine
whether the message was sent by the original author
or if it has been tampered with. This process ensures
that the sender’s identity is accurately determined,
and that the receiver can trust the authenticity of
the message.

� Defense against tampering attack: It is virtu-
ally impossible for an attacker to tamper with the
stored proxy key in the large blockchain database or
the ciphertext encrypted with elliptic curves. Any
attempt to modify the ciphertext or proxy key would
require the attacker to have control over a major-
ity of the nodes in the blockchain network, which is
highly unlikely due to the decentralized nature of the
network. Moreover, elliptic curve cryptography pro-
vides a high level of security that makes it difficult to
tamper with the ciphertext. Therefore, our proposed
system provides robust protection against tampering
attempts by attackers.

� Defense against server spoofing attack: Since
the data in the blockchain database in this scheme
is completely reliable and cannot be tampered by
anyone, which can guarantee the security of the
re-encryption key. We propose to transfer the re-
encryption key to the blockchain database for preser-
vation. In this way, the proxy key obtained by the
cloud is completely correct, and the recipient can de-
termine whether the cloud has tampered with the re-
encryption key based on the data in the blockchain.
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6 Performance Analysis

We have carried out experiments on the four schemes re-
spectively on the JPBC library, and also summarize the
two schemes in terms of security performance, computing
cost and communication cost. We analyze and compare
the experimental results of the four schemes in different
degrees.

We use the Type A curves defined within the JPBC
library because they are commonly used in primitive en-
cryption. In the JPBC library, the Type A curve is chosen
as E(Fq) : y2 = x3 + x.The group order of G1 is 160bits
and the order of the base field is 512 bits. So g is a 512
bits prime number and g1 is also a 512 bits prime number.
The length of the element in G1 is 1024 bits. The output
length of hash map is 256 bits. The specific experimental
is analyzed as follows.

6.1 Safety Performance Comparison

In this subsection, we compare the proposed scheme with
three different proxy re-encryption schemes in terms of
security performance. The comparison results are shown
in Table 2.

All the schemes can achieve identity authentication,
but in Cui [13], because the corresponding proxy re-
encryption key is generated when both parties know each
other’s private key, data integrity can not be fully guar-
anteed, and therefore decryption of the recipient can not
be guaranteed. For Yao [44], data confidentiality is not
possible. In Ge [18], the privacy of the sender is not
well protected, so it can not be guaranteed anonymity
. In addition, they have not completely solved the prob-
lem of cloud agents’ complete trust in their schemes, so
they cannot guarantee the accuracy of the proxy key well.
However, in our scheme, we can well guarantee the above
situation, and solve the problem of semi-integrity of cloud
agents. By comparing the safety performance data, our
scheme has better safety performance.

6.2 Computational Overhead

Our scheme is also compared with Cui [13],Yao [44],Ge
[18] scheme on computational overhead. Compared with
other operations, basic operations such as addition and
hash are extremely fast, so the time consumed is negli-
gible. In this paper, we mainly consider the calculation
cost of dot multiplication and bilinear pair operations on
elliptic curves.

As can be seen from the Figure 2: In comparison, the
time required to initialize the system in our scheme is
90.7% of Cui [13], 86.5% of Yao [44], and Ge [18] is 93.5%
of our scheme. The time required for encrypted ciphertext
is 72.1% of Cui [13], 88.3% of Ge [18],Yao [44] is 81.1%
of our scheme and respectively. Although the generation
of proxy re-encryption key is slower than Cui [13], it is
22.4%, 20.3%, and 84.6% of the other three schemes in
re-encrypting ciphertext, respectively. Although we may
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Figure 3: Total computation overhead of different runs

be slightly ahead of one in some parts, in the overall al-
gorithmic data, our solution is preferred over the other
three.

Furthermore, we also conducted different times of op-
eration for the whole scheme. As the number of runs
increases, the running speed of our scheme is significantly
improved compared with the other three schemes (See
Figure 3). The advantage in time of our scheme is more
significant.

To be specific, the time required by our scheme to run
the whole system is 343ms. The time taken by Cui [13]
is 399ms, Yao [44] is 420ms,Ge [18] is 360ms. With the
gradual increase of the overall run times, the advantage
of our scheme is more obvious in the calculation cost.
When the whole system runs 100 times, the calculation
cost of our scheme is 67.5% of Cui [13], 67.3% of Yao [44],
83.9% of Ge [18]. So our solution is more in line with the
application of the medical Internet of Things.
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Table 2: Safety performance comparison

Safety performance Our protocol Cui [13] Yao [44] Ge [18]
Identity authentication ✓ ✓ ✓ ✓

Data integrity ✓ ✕ ✓ ✓

Data confidentiality ✓ ✓ ✕ ✓

Anonymity ✓ ✓ ✓ ✕

Security of proxy keys ✓ ✕ ✕ ✕

Decryption security ✓ ✕ ✓ ✓
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Figure 4: Communication overhead comparison

6.3 Communication Overhead

Our protocol evaluates the size of the message during de-
livery, where the size of the element on group |G1| is 128
bytes. The size of the last element in group |GT | is 128
bytes. The size of an element in group |Zr| is 20 bytes.

Through the analysis of communication cost, compared
with Cui [13] and Yao [44], the ciphertext communication
cost of this scheme is smaller than the size of the group
element |GT |, which is the same as Ge [18]. Although the
communication cost of reencryption key is slightly higher
than Cui [13], this scheme has higher security on reencryp-
tion key agent. In addition, the re-encryption ciphertext
requires the same communication cost is lower than the
other three schemes (See Figure 4). By overall compar-
ison, our scheme is close to the communication cost of
Cui [13], and lower than Yao [44] and Ge [18]. But our
plan has a great advantage in calculating the cost.

7 Conclusion

In this paper, we proposed a certificateless proxy re-
encryption scheme for storing data based on blockchain in
the medical Internet of Things. We transmitted the gen-
erated proxy re-encryption key to the blockchain, which
can solve the problems such as possible tampering and

cloud agents not being completely trustworthy. We have
evaluated the performance and results of the protocol to
show that our protocol can reduce the cost of comput-
ing overhead. It also spend less space on communication
overhead. For the most part, it allows patients to get
to doctors more quickly. In addition, for the third-party
cloud services that are not completely trusted, this paper
also proposes a cloud service system based on blockchain,
so as to enhance the credibility of the third party and
ensure the security of communication authentication be-
tween them.

Our future work includes coming up with new authen-
tication protocols and authentication with higher compu-
tational efficiency and less cost.
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Abstract

With the rapid development of image processing tech-
nology, the function of digital image editing software is
more and more powerful; even non-professionals can eas-
ily tamper with the image content by using this software.
The copy-and-paste of digital images is the most common
and covert method of tampering. To solve the problem of
uneven feature extraction and single-scale superpixel divi-
sion, this paper proposes a grayscale co-occurrence matrix
and graph neural network for image copy-paste tamper
detection. Firstly, the image to be detected is divided
into multiple overlapping blocks of the same size. The
gray co-occurrence matrix statistics represent each im-
age’s texture features, and the feature vector of the image
is obtained. Then, a new graph neural network feature
matcher based on the attention mechanism is introduced
to perform iterative matching between superpixels, and
the false matching is eliminated by the random sample
consensus (RANSAC) algorithm. Finally, the multi-scale
matching results are fused to locate the tamper region
accurately. Many experiments show that this new algo-
rithm has higher detection quality and efficiency than the
traditional algorithms.

Keywords: Graph Neural Network; Gray Scale Co-
occurrence Matrix; Image Copy-paste Tamper Detection;
Random Sample Consensus

1 Introduction

At present, digital images have been widely used in Peo-
ple’s Daily life and work. At the same time, the rapid
development of powerful image processing software makes
it easier to tamper with digital images [8, 9, 12]. If false
images are misused in the fields of law, medicine, military,

etc., it will bring immeasurable negative impact on soci-
ety and personal life. Therefore, the forensics research on
digital image tampering is of great significance [11,13,21].
At present, digital image forensics mainly include active
forensics and passive forensics. Active forensics requires
digital signature or watermark technology to be added
to the image in advance, so its application scope is lim-
ited [7, 16, 34, 35, 37]. Passive forensics does not need
to add any information to the image in advance, and
only needs to use the characteristics of the image itself to
achieve authentication, so it has a wider application [4–6].
Passive forensics has become a new hotspot in the field of
digital image security [26,40].

There are many ways to tamper with digital images,
among which regional copy-paste tampering is the sim-
plest and most effective method. It copies a certain part
of the image, and then pastes it to another area in the
same image that does not intersect [38], so as to cover up
or remove some information in the image. Since the copy
area and paste area in the image are basically similar, the
tampering traces can be detected by looking for similar
areas in the image.

In recent years, many researchers have introduced deep
learning methods into CMFD [20,36]. Lin et al. [41] car-
ried out adaptive segmentation of the image, detected
feature points through segmentation based key point dis-
tribution strategy, and extracted image depth features
by convolutional kernel network (CKN), and finally con-
ducted K-nearest neighbor search to find matching pairs.
Abhishek et al. [10] proposed the use of deep convolu-
tional neural networks by training VGG-16 to classify real
images and forged images, and then using semantic seg-
mentation method to train images with color pixel labels
to locate the forged region. However, the above meth-
ods had implemented a complete tamper detection step
in the same neural network model. Therefore, Zhao et
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al. [27] proposed a tamper detection step based on end-
to-end DNN to realize a complete tamper detection step,
which not only avoided setting various parameters and
thresholds, but also jointly trained all modules on the
reconstruction loss of forged masks. Relying on neural
network model can accurately classify whether an image
has been tampered with, but due to the complexity of the
tampered region, it is often difficult for deep learn-based
methods to obtain a high recall rate.

Using graph neural network (GNN) [17,28] to learn im-
age feature matching has outstanding application effect in
the fields of image matching, image segmentation, image
retrieval, etc., but it has not been widely used in the field
of image tampering detection. In this paper, a new GNN
model based on attention mechanism is introduced as a
feature matcher [14]. After super pixel partitioning and
depth feature extraction, super pixel is used as the in-
put of the feature matcher to carry out feature matching
between super pixels. Since the effect of super pixel seg-
mentation has a great influence on the positioning results,
this paper adopts the multi-scale segmentation and fusion
method to obtain accurate positioning results.

2 Proposed Method

In the field of image tampering detection, aiming at the
problem that uneven feature extraction and single-scale
super-pixel division have great influence on the tamper-
ing location results, this paper proposes an image CMFD
algorithm based on gray co-occurrence matrix and GNN
matching, and introduces a new GNN model based on at-
tention mechanism for feature matching, so as to improve
the efficiency and accuracy of feature matching. Figure 1
is the flow chart of the algorithm in this paper.

2.1 Feature Extraction Based on Gray
Co-occurrence Matrix

A sliding window of size b× b is used to scan the detected
image by sliding one pixel point at a time from the upper
left corner of the image to the lower right corner of the
image. Thus, an M ×N image to be detected is divided
into (M − b+ 1)× (N − b+ 1) image sub-blocks.

Gray co-occurrence matrix is a statistics-based texture
analysis method, which describes texture by the spatial
correlation of pixel gray [25, 42]. The gray co-occurrence
matrix is defined as a pixel (x, y) with gray level i as the
starting point, and the frequency P (i, j, d, θ) of the pixel
(x + ∆x, y + ∆y) with distance d, direction θ and gray
level j is counted.

The expression of gray co-occurrence moment is as fol-
lows:

P (i, j, d, θ) = (x+∆x, y +∆y)|f(x, y) = i (1)

Where (x, y) is pixel coordinate. i and j stand for gray
level. ∆x and ∆y represent the offset of coordinates. d
is the displacement. θ is the matrix generation direction.

When the position relation of two pixels (d and θ) is deter-
mined, the gray co-occurrence matrix under the relation
can be generated. For example, Figure 2(a) is a 4 × 5
image, and Figure 2(b) is its corresponding co-occurrence
matrix with gray level n = 8, d = 1,θ = 0◦.

Since the gray co-occurrence matrix can not be used
to describe the texture features directly, some statistics
are defined to extract the texture features reflected by it.
In this paper, inertia, energy, entropy, contrast, deficit
moment, cluster shadow, cluster prominence and corre-
lation are used. (i, j) represents the pixels of the image,
P (i, j) represents the gray co-occurrence matrix, and n
represents the number of gray levels.

1) Inertance.

F1 =

n∑
i,j=0

(i− j)2P (i, j). (2)

2) Energy.

F2 =

n∑
i,j=0

P 2(i, j). (3)

3) Entropy.

F3 = −
n∑

i,j=0

P (i, j)lnP (i, j). (4)

4) Contrast.

F4 = −
n∑

i,j=0

P (i, j)5|i− j|5. (5)

5) Deficit moment.

F5 =

n∑
i,j=0

P (i, j)

1 + (i− j)2
. (6)

6) Cluster shadow.

F6 = −
n∑

i,j=0

(i− ux+ j − uy)3P (i, j). (7)

7) Cluster prominence.

F7 = −
n∑

i,j=0

(i− ux+ j − uy)4P (i, j). (8)

8) Correlation.

F8 =
−
∑n

i,j=0 P (i, j)lnP (i, j)− hxy

max(hx, hy)
. (9)
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Figure 1: The proposed scheme

Figure 2: Gray-level co-occurrence matrix

Where,

ux =

n∑
i,j=0

iP (i, j), uy =

n∑
i,j=0

jP (i, j). (10)

hx = −
n∑

i=0

n∑
j=0

P (i, j)ln

n∑
j=0

P (i, j). (11)

hy = −
n∑

j=0

n∑
i=0

P (i, j)ln

n∑
i=0

P (i, j). (12)

hxy = −
n∑

i,j=0

P (i, j)ln(

n∑
j=0

P (i, j)

n∑
i=0

P (i, j)). (13)

Since the features of gray co-occurrence matrix are
closely related to the direction, if the extracted texture
features are to remain unchanged during image rotation,
the results of gray co-occurrence matrix should be prop-
erly processed. The specific processing method is that:
take the migration parameters in different directions, find
their gray co-occurrence matrix, respectively find their 8
eigenvalues, and then calculate the mean value of these
eigenvalues. In order to avoid the huge amount of com-
putation caused by a large gray quantization level, the
algorithm reduces the gray level by taking the gray level
of 16, d = 1, and θ to take the gray co-occurrence matrix

of 0◦, 45◦, 90◦ and 135◦ respectively. The 8 eigenval-
ues of the gray co-occurrence matrix of each image after
segmentation are calculated, and their mean values are
calculated and stored in a certain line of matrix A respec-
tively. In this case, A is a matrix with 8 columns and
(M − b+ 1)× (N − b+ 1) rows.

The matrix A after extracting the eigenvalues is lexi-
cographically sorted, and the displacement vector of the
coordinate values of the corresponding image blocks is
calculated for the two adjacent rows in A, and stored in a
counter C. If (i1, i2) and (j1, j2) represent the positions
of two matching blocks, the displacement vector between
the two matching blocks is calculated according to the
following formula:

s = (s1, s2) = (i1− j1, i2− j2). (14)

Since the displacement vector s and −s correspond to
the same displacement, taking the absolute value of s nor-
malizes it. Incrementing the standard displacement vec-
tor counter C by 1 each time, a matching block pair is
found:

C(s1, s2) = C(s1, s2) + 1. (15)

For adjacent matching rows in the sorted matrix A, cal-
culate their displacement vector and the value of counter
C. At the beginning of the algorithm, the counter C
is initialized to zero. For the displacement vector s, if
it exceeds the specified threshold T : C(s) > T , then
it is considered that the matching block pairs that gen-
erate the displacement vector s correspond to the copy
region and the paste region, and the positions of these
block pairs are identified. If the representation block is
isolated, it may be misjudged [42]. The obtained prelim-
inary detection image can be corroded by mathematical
morphological filtering, and then expanded to eliminate
those small areas that are misjudged as tampering areas.

3 Feature Matching Based on
GNN Model

This paper introduces a new GNN feature matcher based
on attention mechanism. The feature matcher mainly
consists of two modules: attention GNN and optimal
matching, and its structure is shown in Figure 3.
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Figure 3: Structure diagram of GNN feature matcher

In the attention GNN module, this module uses nine
alternating layers of inner attention layer and cross atten-
tion layer. The inner attention layer is used to transfer
the feature information within the super-pixels, and the
cross attention layer is used to transfer the feature in-
formation between the super-pixels. Starting from the
high-dimensional state of each super-point feature point,
all edge information of all nodes is aggregated, and a ro-
bust feature descriptor is generated through 9 layers of
attentional GNN aggregation [19,29,30,39]. The optimal
matching module generates an allocation matrix to get
matching pairs and filter out false matching pairs. First
calculate the similarity score Si,j between the key points.
Secondly, in order to make the network suppress some
unmatched feature points, a Dustbin score is added to
the score matrix and the unmatched feature points are
assigned to it. Finally, the Sinkhorn algorithm is used to
eliminate the Dustbin score, solve the optimal matching
matrix P̄ , and minimize the loss function (16) to maxi-
mize the accuracy of the feature matcher.

Loss = −D − E − F. (16)

Here, D =
∑

(i,j)∈ϖ logP̄i,j , E =
∑

i∈I logP̄i,N+1,

F =
∑

j∈J logP̄M+1,j . In the formula, M and N rep-
resent the number of feature points in super-pixels. The
location information and feature vector of matching pairs
are indexed according to the optimal matching matrix to
obtain the set of matching pairs. Under the single-scale
super-pixel division, GNN features are used for matching.

4 Experimental Results and Anal-
ysis

In order to evaluate the ability of this algorithm to detect
copy-paste tampering in image areas, images in Water-
loo BragZone standard image library are selected in the

experiment and compared with the classical GNN algo-
rithm [23]. For RGB images, it is first converted into
grayscale images and then detected. The experimental
environment is Matlab7b, and the threshold of similarity
is set to θ = 0.978.

A 512× 512 peppers gray scale image is randomly se-
lected from the standard image library, and regional copy-
paste tampering operation is performed on the image, and
then the detection effect of the proposed algorithm and
GNN algorithm on the tampered image is compared. The
original image and the altered image are shown in Fig-
ure 4(a) and Figure 4(b) respectively. The detection re-
sults of the proposed algorithm and GNN algorithm on
the tampered image are shown in Figure 4(c) and Fig-
ure 4(d) respectively. It can be seen from Figure 4(c)
and Figure 4(d) that both the proposed algorithm and
the GNN algorithm can accurately detect the copy-paste
tampering area of the image, and the detection effect is
basically the same.

In the above experiment, when pasting the copy area
of the image, the copy area was rotated at different an-
gles, and then the detection effect of the proposed algo-
rithm and GNN algorithm on the tampered image was
compared. The original image is rotated 90◦ and 180◦

as shown in Figure 5(a) and Figure 5(b), respectively.
The detection effects of the proposed algorithm and GNN
algorithm on Figure 5(a) and Figure 5(b) respectively
are shown in figures 5(c-f). By comparing Figure 5(c)
with Figure 5(d), Figure 5(e) and Figure 5(f), it can be
seen that GNN algorithm does not have the ability to
detect the image after rotation, while the algorithm in
this paper can accurately detect the image region after
rotation operation, and has strong robustness for image
post-processing.

In order to further evaluate the image CMFD algo-
rithm based on gray co-occurrence matrix feature extrac-
tion and GNN matching, this paper calculates three index
values of Precision, Recall and F on GRIP data set for
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Figure 4: Area copy and paste test results

Figure 5: The detection result of the tampered area after rotation. (a) The replication area is rotated 90◦; (b) The
replication area is rotated 180◦; (c) Proposed detection method with rotated 90◦; (d) GNN detection method with
rotated 90◦; (e) Proposed detection method with rotated 180◦; (f) GNN detection method with rotated 180◦;
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evaluation [2, 24, 32, 33]. Table 1 shows the comparison
of experimental results of different algorithms on GRIP
data set.

Table 1: Typical states of SEIR model

Method P R F
ASP[25] 0.918 0.934 0.926
AKF[26] 0.813 0.888 0.848
GNN[27] 0.922 0.834 0.875
Proposed 0.935 0.930 0.932

In the table, not only the evaluation index values of the
above comparison algorithm are calculated, but also the
index values of SIFT feature and SURF feature combined
with GNN feature matcher respectively are calculated.
It can be concluded from the table that compared with
GNN, the P, R and F values of superpoint combined with
SIFT and GNN, SURF and GNN are the maximum val-
ues, that is, the best detection effect is achieved, because
SIFT and SURF features have fewer feature points in the
smooth region. Many undetected areas exist.

5 Conclusions

In this paper, the image is divided into super-pixels in the
pre-processing step, and the super-point feature points of
the image are extracted by using gray scale co-existence
matrix. In order to ensure sufficient number of feature
points, uniform feature points are obtained by adaptive
adjustment of threshold values within the range of super-
pixels. In the subsequent matching process, GNN feature
matcher based on attention mechanism is introduced, and
hierarchical clustering and RANSAC algorithm are used
to eliminate the influence of wrong matching, and the
matched super-pixel is obtained. In order to locate the
tamper region accurately, a method of fusion of multi-
scale matching results is proposed to obtain accurate de-
tection results. The P, R and F of the proposed algorithm
in GRIP data set reach 93.5%, 93.0% and 93.2% respec-
tively, which can effectively locate the forged area, which
fully proves that the proposed algorithm has strong ro-
bustness.
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Abstract

In English education, the security of English data is very
important. It is related to the leakage of English data in
the transmission process. In order to solve the problem of
uncontrollable processing behavior of parallel chaotic En-
glish data encryption and realize secure transmission of
English data of network encrypted information, a parallel
chaotic English education data based on a 4-order cellular
neural network is designed. Firstly, the 4-order cellular
neural network is synchronized by the active-passive syn-
chronization method, generating chaotic signals. Then,
the synchronous random sequence generated by the syn-
chronous chaotic signal is used for data scrambling and
diffusion. Finally, the Advanced Encryption Standard
(AES) encryption algorithm is combined with the spiral
matrix-based scrambling diffusion model, and the ellip-
tic curve is used to encrypt the AES key. The key and
encrypted data are transmitted through the public chan-
nel. The experimental results show that compared with
the application system based on parameter optimization,
the memory ratio and mixed ratio values of host compo-
nents are closer to the ideal value level under the action of
the 4-order cellular neural network, which not only solves
the problem of uncontrollable data encryption behavior
but also realizes the secure transmission and processing
of network encrypted information.

Keywords: 4-order Cellular Neural Network; AES; Paral-
lel Chaotic English Education Data; Scrambling Diffusion

1 Introduction

In the modern era of information diversification, data has
become a part of People’s daily life, and people use it
all the time. Database management technology is widely

used in data storage, reading and updating, it can provide
corresponding services according to the needs of users,
so as to achieve the purpose of easy data management
for users [16]. However, when performing specific tasks,
databases are vulnerable to a wide range of threats, such
as excessive privilege abuse, legal privilege abuse, weak
authentication, and backup data exposure [12, 18–20].
Therefore, it is essential to ensure the security of the
database [1, 44,47].

Domestic and foreign scholars have carried out a lot of
research on how to ensure the security of database. In
2016, Malik et al. [27] proposed a layered reference model
of database security agent to improve the ability of key
applications to resist malicious attacks on database man-
agement System. It enhanced the ability of firewall refer-
ence model to defend against enemies by adding trans-
mission unit modification function and attribute value
mapping function. With the development of Data infor-
mation security technology, Transparent Data Encryption
(TDE) technology [26] has entered the field of vision of
researchers, and since then, due to its excellent charac-
teristics of encryption and decryption processes are com-
pletely transparent to applications and users, it has been
widely used.

Today, TDE is the best choice for bulk database en-
cryption. Based on the principle of transparent data en-
cryption and the deployment of transparent database en-
cryption process, Almuzaini et al. [2] implemented and
tested the whole process of transparent database encryp-
tion in the SQL Server 2008 environment. Shmueli et
al. [33] studied five database encryption architectures, in-
cluding Always Encrypted (AE) and Transparent Data
encryption (TDE), Cell Level Encryption (CLE), Dy-
namic Data Masking (DDM) and Vormetric Transparent
Encryption (VTE). The study showed that choosing the
right encryption strategy was the most important to keep-
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ing your organization safe and protecting data and infor-
mation. Bhattacharjya et al. [3] studied how the mas-
sive transparent data encryption of data security solu-
tions on Microsoft SQL Server affected the performance
of database management systems. The authors conducted
stress and load tests on the performance of each system,
and the results showed that using transparent data en-
cryption on standard databases has many advantages.

Cellular Neural Network (CNN) [8, 29] is a feedback
neural network proposed on the basis of artificial neu-
ral network. It is a nonlinear system formed by a finite
number of cells arranged and connected according to cer-
tain rules [35]. When the connection and arrangement
rules of cells meet certain conditions, CNN can produce
high-dimensional hyperchaos [11,46], so it is often used to
generate high-dimensional chaotic signals and applied to
various encryption systems [22,28]. At the same time, in
order to more effectively resist various attacks, some dig-
ital encryption algorithms, such as Elliptic Curve Cryp-
tography (ECC) [15, 17, 36, 38, 41], RSA encryption algo-
rithm [6, 32, 37], etc., are also applied to encryption sys-
tems. In reference [31], the plaintext image was converted
into two-dimensional code, and then ECC was used for
encryption, and an anti-noise image encryption scheme
was proposed based on the anti-noise property of two-
dimensional code [7, 39, 40]. In reference [42], RSA al-
gorithm was improved to control the initial values of 4-
wing and Chen 4D hyperchaotic systems, and an image
encryption system with larger key space and shorter en-
cryption time was proposed [13]. Reference [43] firstly
compressed the plaintext image, and then used 4D cat
mapping and EC-ElGamal algorithm to globally scram-
ble the compressed image [10, 21, 23]. RSA and ECC are
the two most mainstream asymmetric cryptography tech-
nologies, which have the characteristics of simple key dis-
tribution and high key security [4, 14]. However, because
of the slow encryption speed of asymmetric key system,
it is difficult to be used for big data encryption. AES is
a symmetric cryptographic technology that divides plain-
text into independent plaintext blocks for block encryp-
tion. It has the advantages of flexible key length and fast
encryption speed [34], but the key distribution of AES is
more complicated. Aiming at the defects of existing im-
age encryption schemes and the advantages of symmetric
and asymmetric encryption schemes, an image encryp-
tion system based on 4-order cellular neural network and
AES encryption is proposed in this paper. The key is
distributed through the public channel, and the plaintext
image is scrambled and diffused by synchronous random
sequence and spiral matrix, which can effectively break
the correlation between the plaintext image pixels The
ability of encryption algorithm to resist differential at-
tack, noise attack and clipping attack is improved.

In recent years, with the complexity of the Internet
construction environment, parallel chaotic data, which
combines parallel characteristics with chaotic character-
istics, has become the core object of information process-
ing. However, the encryption behavior of this type of data

is always affected by various uncontrollable factors, and
ultimately the security transmission ability of encrypted
information is affected. Although the data encryption sys-
tem based on parameter optimization can define the unit
transmission capability of parallel chaotic data, it cannot
encode and decode the transmitted information accord-
ing to specific read and write rules, which is the main
reason why the secure transmission capability of network
encrypted information cannot reach the ideal standard
level all the time. In order to solve the above problems, a
novel parallel chaotic data encryption system is designed
under the function of 4-order cellular neural network.

2 Proposed Data Encryption
Scheme

The system framework of an image encryption algorithm
based on 4-order cellular neural network and AES pro-
posed in this paper is shown in Figure 1. The 4-order
CNN hyperchaotic system at the sending and receiving
ends realizes chaos synchronization through the active-
passive synchronization method [30]. The plaintext im-
age Hash function is used to generate AES encryption key
and control the generation of random sequence. After the
AES encryption key is encrypted through ECC, it is sent
to the receiving end by the public channel, and the gen-
erated random sequence is used for image scrambling and
diffusion at the sending end respectively.

2.1 Chaotic System

The model of the fourth-order cellular neural network at
the sending end is represented as follows:

ẋ1 = −x3 − x4

ẋ2 = 2x2 + x3

ẋ3 = 14x1 − 14x2

ẋ4 = 100x3 − 100x4 + 100(|x4 + 1| − |x4 − 1|)

(1)

Where, xi represents the state variable of the i−th cell
at the sending end.

In order to realize chaos synchronization between the
sender and the receiver, active and passive synchroniza-
tion methods are used in this paper, and s(t) = x3 + 4x2

is used as the driver signal of synchronization. Therefore,
Formula (1) can be expressed as:

ẋ1 = −x3 − x4

ẋ2 = s(t)− 2x2

ẋ3 = 14x1 − 14x2

ẋ4 = 100x3 − 100x4 + 100(|x4 + 1| − |x4 − 1|)

(2)

At the same time, the model of the receiving end is
represented as:

ẋ′
1 = −x′

3 − x′
4

ẋ′
2 = s(t)− 2x′

2

ẋ′
3 = 14x′

1 − 14x′
2

ẋ′
4 = 100x′

3 − 100x′
4 + 100(|x′

4 + 1| − |x′
4 − 1|)

(3)
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Figure 1: The proposed scheme

Its initial value is [-2,-2,1,1]. In formula (3), x′
i repre-

sents the state variable of the i− th cell at the receiving
end.

2.2 Key Generation

SHA-512, as a summarization algorithm, has one-way
irreversibility, uniqueness and unpredictability, and can
generate arbitrary data into a 128-bit hexadecimal string
summarization with low algorithmic complexity [9]. This
paper uses SHA-512 function to generate 128-bit hex-
adecimal string from plaintext image as AES key, and is
used to generate random sequence, so that different plain-
text image has different key and random sequence, which
greatly strengthens the security of image.

2.3 Random Sequence Generation

Suppose the size of the encrypted image isM×N , and the
chaotic signal generated by CNN and sampled is Cj(i),
i = 1, 2, · · · ,M × N , j = 1, 2, · · · , 4. The random se-
quence is generated as follows:

1) Calculate the SHA-512 value of the image and get the
vector H represented by the hexadecimal number;

2) Convert each digit of H to a decimal number, and
sum these decimal numbers to get K;

3) Generate random sequences R1, R2.

R1(i) = ⌊K × (C1(i) + C2(i))× 105⌋
mod(M ×N) (4)

R2(i) = ⌊K × (C3(i) + C4(i))× 105⌋
mod256. (5)

Where, mod(·) represents modulo operation, and ⌊
and ⌋ represents two different random sequences R1

and R2 generated by round down operation, which
are respectively used for image scrambling and dif-
fusion operations at the sending end, and the same
random sequence is used for image inverse diffusion
and inverse scrambling operations at the receiving
end.

2.4 Scrambling and Diffusion

The scrambling and diffusion operations can greatly re-
duce the correlation between adjacent pixels. At the same
time, in order to compensate for the small key space of
AES encryption algorithm, additional nonlinear opera-
tions are provided before AES encryption [25]. There-
fore, an index-based spiral matrix scrambling method is
proposed, the steps are as follows:

1) Obtain the length M and width N of the plaintext
image;

2) The spiral matrix S is generated according to M and
N ;

3) Rearrange the spiral matrix S into one-dimensional
vector form s and the plaintext image into one-
dimensional vector form p;
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4) Arrange the random sequence R1 from the largest to
the smallest, and obtain the index sequence I after
the arrangement;

5) The index sequence U is obtained by rearranging the
index vectors using the spiral matrix;

6) The scrambling sequence Q is obtained by indexing
the scrambling vector;

7) Rearrange the scrambled matrix G according to M
and N ;

8) The random sequence R2 is rearranged into a diffu-
sion matrix D according to the spiral matrix S;

9) The scrambling matrix G and diffusion matrix D are
specified or operated to obtain the ciphertext matrix
E;

2.5 Data Parallel Authentication

The data parallel authentication process must consider
three physical indexes: two-factor factor factor, secure
storage space of encrypted information [24] and encrypted
file marking factor. Two-factor factor factor is also called
PIN source protection factor, for parallel chaotic data, be-
cause the neural network environment does not limit the
information transmission behavior, so the data source up-
per and lower limit positioning coefficient have unlimited
expansion ability, which is easy to affect the encryption
execution ability of the system host, but the performance
ability of this influence is not unique. The secure stor-
age space of encrypted information refers to the maxi-
mum storage capacity of the secure encryption system for
parallel chaotic data. In a neural network environment,
the larger the remaining space of the database host, the
stronger the storage capacity of related data information.
The markup coefficient of encrypted files can restrict the
practical ability of the data read and write interface mod-
ule, and generally satisfies the change rule that the larger
the coefficient value, the stronger the module structure’s
ability to process data information [5, 45].

Let ξ indicate the two-factor coefficient and µ indicate
the encryption file marking coefficient. F (d) represents
an indicator function based on the secure storage space
of encrypted information. F ′(d) represents the inverse
function of F (d). d represents a given parallel chaotic
data index. The data parallel authentication condition
can be defined as:

K =
Q/ξ[F (d)− F ′(d)]2

µ
√
x2
1 + · · ·+ x2

n

. (6)

Where x2
1+ · · ·+x2

n represents n different data encryp-
tion calibration values, and n represents the maximum
query result of the calibration instruction. In order to
ensure the application security of encryption system, all
parallel identities of chaotic data to be stored must be
authenticated by neural network host.

Figure 2: Encryption algorithm execution flowchart

2.6 Encryption Execution Flow

For parallel chaotic data, the encryption execution pro-
cess should start with the data text definition. In the neu-
ral network environment, the storage form of these data
samples is not unique, and its specific order of magnitude
level should match the real-time input volume of paral-
lel chaotic data samples. In order to satisfy the chaotic
mapping relationship of data information, the neural net-
work host should follow the principle of parallel identity
authentication when processing data samples. Generally
speaking, only the data samples that fully meet the au-
thentication standards can have the ability of secondary
transmission. The specific execution process is shown in
Figure 2.

In the cognitive range of encryption execution law,
whether the information parameter conforms to the data
parallel authentication standard is the only criterion to
judge whether the information parameter belongs to the
parallel chaotic data. At this point, the implementation
of the implementation of the hardware and software en-
vironment, the combination of the two to complete the
parallel chaotic data security encryption system based on
neural network design.

3 Instance Analysis

The control ability of network host for parallel chaotic
data encryption processing can be considered from two
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aspects: memory ratio and mixed ratio. Under normal
circumstances, with the increase of parallel chaotic data
transmission volume, the two indicators of memory ratio
and mixed ratio will show a trend of increasing change,
but when the ratio value exceeds the rated limit value
(ideal maximum value), it can be judged that the net-
work host is uncontrollable for the current parallel chaotic
data encryption processing behavior. Therefore, it can be
considered that when the memory ratio and mixing ratio
curves are close to the ideal numerical curve, but do not
exceed the rated maximum value, the network host has
the strongest control ability for parallel chaotic data en-
cryption processing.

Two Internet hosts with identical configurations were
selected as experimental objects, in which the experimen-
tal host was equipped with a parallel chaotic data secu-
rity encryption system based on neural network, and the
control host was equipped with a data encryption system
based on parameter optimization. The specific experi-
mental execution process is as follows:

Step 1: Configure the Internet host of the experimen-
tal group and the control group at the same time,
and input the neural network control program and
parameter optimization control program into the es-
tablished host components;

Step 2: Control the actual input of parallel chaotic data,
and record the value change of correlation coefficient
index after removing unreasonable information pa-
rameters;

Step 3: Record the value changes of memory ratio and
mixed ratio, and compare the actual recorded results
with the ideal values.

Table 1 records the change of ideal values of memory
ratio index and mixed ratio index in experimental group
and control group. Here, PCD: Parallel chaos data input,
MER: memory ratio, MIR: mix ratio.

Table 1: Ratio indicator ideal value

PCD/Mb MER/% MIR/%
0 12.6 30.1
10 15.8 37.7
20 24.5 45.0
30 26.4 60.1
40 32.0 65.2
50 36.3 68.8
60 37.5 72.9
70 42.6 77.4

According to the analysis of Table 1, as the input vol-
ume of parallel chaotic data increases, both the memory
ratio index and the mixed ratio index show a continu-
ous increasing trend, but the unit increase value of the

mixed ratio index is significantly greater than that of the
memory ratio index.

Figure 3 reflects the actual changes of the memory ratio
index in the experimental group and the control group.

The analysis of Figure 3 shows that the initial value of
the memory ratio index of the experimental group is com-
pletely consistent with the initial value of the ideal curve.
If this node is not considered, when the input volume of
parallel chaotic data is equal to 60Mb, the difference be-
tween the memory ratio index of the experimental group
and the ideal index is the smallest, only 1.2%. The initial
value of the memory ratio index of the control group is
slightly larger than the initial value of the ideal curve. If
this node is not considered, when the input amount of
parallel chaotic data is equal to 10Mb, the difference be-
tween the memory ratio index of the control group and
the ideal index is at least 4.3%, which is higher than the
physical value difference of the experimental group.

Figure 4 reflects the actual changes of the mixed ratio
index of the experimental group and the control group.

According to figure 4, the initial value of the mixed pro-
portion index of the experimental group is also completely
consistent with the initial value of the ideal curve. If this
node is not considered, when the input volume of parallel
chaotic data is equal to 60Mb, the difference between the
mixed proportion index of the experimental group and the
ideal index is the smallest, only 2.8%. The initial value of
the mixed proportion index of the control group was sig-
nificantly higher than the initial value of the ideal curve.
During the whole experiment, when the input of parallel
chaotic data was equal to 30Mb, the difference between
the mixed proportion index of the control group and the
ideal index was at least 5.5%, which was higher than the
difference of the physical value of the experimental group.

In summary, under the effect of neural network sys-
tem, both the network host memory ratio index and the
mixed ratio index can better fit the ideal value change
curve. Compared with the application system based on
parameter optimization, the difference between the ex-
perimental index and the ideal index is significantly re-
duced under the effect of the new system. It can not only
solve the problem that the parallel chaotic data encryp-
tion processing behavior is uncontrollable, but also realize
the secure transmission of network encrypted information,
which meets the practical application requirements.

4 Conclusion

Aiming at the new parallel chaotic data security encryp-
tion system, the neural network system is taken as the
entry point, and under the role of BP topology, the en-
cryption processing module and data reading and writing
interface module are combined to authenticate the paral-
lel identity of the transmitted information by constructing
a chaotic mapping relationship, so as to improve the en-
cryption execution process of the system. From the per-
spective of experimental results, the trend of the memory
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Figure 3: Memory ratio change curve

Figure 4: Mixing ratio change curve
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ratio index and the mixed ratio index can fit the ideal
numerical curve well, and the physical difference between
them is low, which not only solves the problem of uncon-
trollable parallel chaotic data encryption processing, but
also realizes the secure transmission of network encrypted
information.
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Abstract

The rapid increase in terminal devices in the robot en-
vironment has brought many security risks. Detecting
abnormal traffic efficiently has become an essential task
in robot safety research. The existing detection meth-
ods have the problem of high computational cost. They
cannot explicitly capture the relationship and structure
of traffic data, so it is difficult to deal with new network
attacks. This paper proposes a novel abnormal traffic de-
tection scheme based on an RBF fuzzy neural network in
a robot environment. Fuzzy rules are used to simulate the
relationship between factors. The incremental fuzzy neu-
ral network training method and batch fuzzy neural net-
work training method are combined to train the network.
The risk level derived from the fuzzy rules is de-blurred
to get the risk index of the information system. On this
basis, the attention module is introduced to enhance the
extraction of key features, enhance the interpretability of
the model, and further improve the detection accuracy.
Experimental results on the open data set CTU-13 show
that the proposed method can detect traffic effectively
and save more time than other advanced methods.

Keywords: Abnormal Traffic Detection; Attention Mod-
ule; RBF Fuzzy Neural Network; Robot Environment

1 Introduction

With the development of the robot ecosystem, a large
number of intelligent terminal devices are widely used
in a number of IoT application fields, such as smart
home [17,18], smart healthcare, smart transportation 4.0
and so on. However, the sharp increase in the number of
robot terminal equipment has brought many serious secu-
rity risks, and the complex network environment makes

the data generated by robot equipment easy to be leaked,
attacked or interrupted [11, 29, 39]. On the one hand,
the robot terminal equipment is often limited by comput-
ing, memory, bandwidth and other resources, and its own
limitations bring higher security challenges to the robot.
On the other hand, there is a close correlation between
robot devices. Once a device is invaded, it may lead to
user privacy data disclosure, network infrastructure fail-
ure, network congestion or paralysis, etc., and even cause
huge economic and social losses, seriously threatening en-
terprise and national security [40,41].

In the past few years, the rise and development of ma-
chine learning and deep learning have promoted the re-
search in the field of Internet of Things security [19,20,28],
and various types of neural networks (such as convolu-
tional neural networks [6], long short-term memory net-
works [37], and auto-encoders [31]) have been extensively
applied in the intrusion detection of Internet of Things.
Reference [2] proposed a hierarchical intrusion detection
system based on three different classifiers (decision tree,
JRP algorithm, random forest). The first two classifiers
run in parallel and feed the results to the third classifier,
achieving good results in the IDS2017 data set, but the
system model was relatively simple and the accuracy and
false positive rate are not ideal. In order to solve the prob-
lem of unbalanced samples, a CNN-FDC method based
on convolutional neural network was proposed in refer-
ence [30]. After converting KDD-CUP99 data set into
gray image, the original loss function was replaced with
focal length loss, which weakened the influence caused
by fewer attack samples. However, this model often had
low accuracy in the face of high-dimensional data. Ref-
erence [10] proposed a hybrid deep learning model CNN-
LSTM, which used long short-term memory network to
learn the time features of high-dimensional traffic data.
Compared with other advanced intrusion detection al-
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gorithms [13, 14], although the accuracy of the model
was 99.03%, the main disadvantage was that the method
based on back-propagation random gradient was used to
update the weight, which required a long time for train-
ing and updating, could not meet the low time ductility
requirements of the Internet of Things system, and the
operation cost was large. In reference [35], Transformer,
a popular method in the field of natural language process-
ing, was introduced to improve the model combined with
the traffic data set, which improved the detection accu-
racy and reduced the delay. However, the trained sample
was a statistic-based attack sample, and the detection ef-
fect was poor when it encountered propagating attacks,
which could not meet the high dynamic requirements of
the Internet of Things system [8,9, 21,24,25].

Machine learning and deep learning methods are
mostly applied to Euclidian Spaces with fixed neighbor
nodes, but in real IoT scenarios, a large number of edge
devices and sensors are connected together in a com-
plex, non-linear manner, thus forming a non-Euclidian
space with non-fixed neighboring nodes [15,27,38]. How-
ever, most of the traditional methods are shallow learning
methods, which only analyze the anomalies of the traffic
data of a single node from a statistical point of view,
and do not explicitly learn the existing relationships or
structures between variables [12, 32]. Therefore, the per-
formance of conventional deep learning methods in pro-
cessing non-European spatial data is still difficult to be
satisfactory. Some cunning intruders will launch attacks
with low-intensity and highly targeted abnormal traffic,
in which the packets are very similar to legitimate traffic
and do not cause significant changes at the level of statis-
tical analysis [34], and such new attacks are often difficult
to detect by traditional methods.

Based on neural network, this paper proposes a dis-
tributed abnormal traffic detection scheme for robot envi-
ronment. RBF neural network is used to remove the mes-
sage passing module in the network. The distributed traf-
fic anomaly detection architecture will perform anomaly
detection at the active node of each robot. The atten-
tion mechanism is introduced to calculate the attention
of each adjacent node, and the detection accuracy of the
model is further improved by optimizing the weight selec-
tion process of each fully connected layer.

2 Abnormal Network Traffic De-
tection Model

This paper considers deploying an AI distributed detec-
tion module on the side of the fog node or on the SDN
edge transponder to replace the detection methods run-
ning on the virtual server or the cloud. These detection
modules are implemented by a low-power AI processor
on the edge transponder. Each distributed unit focuses
on a subset of the data transmission business, including
the detection of module information and abnormal status
of neighboring nodes, and ultimately the localization of

Figure 1: RBF fuzzy neural network structure

abnormal traffic detection.

According to the basic principle of information secu-
rity risk assessment and the characteristics of RBF fuzzy
neural network [4,23], the information structure diagram
shown in Figure 1 is constructed, which is composed
of five layers, namely, input layer, membership function
layer, regularization layer, result layer and defuzzifying
output layer.

First layer. Input layer, whose input is consistent with
output. The three inputs are the factors that affect the
information security risk level including the probability of
threat occurrence, the value of assets, and the severity of
vulnerability.

In1(i) = out1(i) = X = [x1, x2, x3]. (1)

Second layer. The blurring layer, for each input fac-
tor, is divided into 5 levels. For example, factor 1 is di-
vided into Aj(j ∈ [1, 5]), which respectively represents
high, high, medium, low and very low, and the other two
factors are similarly divided into Bj and Cj(j ∈ [1, 5]).
These factors belong to different levels according to dif-
ferent membership degrees. Here, the membership func-
tion adopts Gaussian radial basis function. cij and bij by
are the center and base width of the membership func-
tion of the j − th fuzzy set of the i − th input variable,
respectively.

out2(i, j) = e
(out1(i)−cij)

2

(bij)
2

. (2)

Third layer. In the rule layer, each node in layer 3
is only connected to a single level node of each factor
in layer 2, then the number of nodes in layer 3 is 125,
which is expressed as Ri, i ∈ [1, 125]. That is, each rule
is determined by three factors, and the input is the result
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of the multiplication of the three.

Out3(k) = out2(1, j1)× out2(2, j2)× out2(3, j3). (3)

Fourth layer is the result layer. The nodes are rep-
resented by Oi, i ∈ [1, 125]. All rules produce different
results with different combinations of weights. Each node
of this layer is connected to the third layer. wkj is the
weight from the k−th node of the third layer to the j−th
node of the fourth layer. The transfer function uses the
logsig() function to compress the output value between 0
and 1.

in4(j) =

125∑
k=1

in3(k)wkj . (4)

out4(j) = logsig(in4(j)). (5)

The fifth layer is the deblurring layer. This layer has
only one node, which is represented by Y . The 5 level val-
ues are combined according to certain weights to produce
the final output result. wj represents the weight of the
fifth node of the fourth layer to the output layer, and the
output function uses logsig() function that compresses
the output value between 0 and 1.

in5 =

5∑
j=1

w∗
j (j). (6)

out5 = logsig(in5). (7)

As shown in Figure 2, this paper presents two inde-
pendent models for updating the attributes of nodes and
their corresponding edges. Based on this, a distributed
detection unit deployed on the edge transponder is con-
structed. The core module of the architecture consists of
edge RBF and node RBF, which are used to classify the
state of nodes and edges respectively, and update the at-
tributes of nodes and their corresponding edges. Edge de-
tection units are used to classify features and predict the
probability of anomalies on adjacent nodes, while node
detection units are used to update features of nodes and
calculate the probability of causing their own abnormal
state.

Different from the conventional RBF neural network
model, a communication channel is implemented in this
paper, and the information exchange neighborhood is es-
tablished in the channel, which is used to combine the
information of edge RBF and node RBF. The inputs to
the model represent three properties of the edge feature
and five properties of the node feature, and each neuron is
connected by a one-way link. In detail, the input and out-
put are defined: suppose there is a node j and its adjacent
nodes i = 1, 2, · · · , N . The input of the edge is composed
of the edge feature vector corresponding to the neighbor,
the information of the node itself and the edge feature
vector corresponding to the neighbor. Update the edge

feature vector through the output of the fully connected
layer. At the same time, the node RBF module also up-
dates the node’s own feature representation according to
the collected information, and then concatenates the up-
dated edge feature vector with the features of the i − th
node as the input of Softmax classifier [16,42], and finally
gets the anomaly probability of node j through classifi-
cation. Compared with other centralized intrusion detec-
tion systems, this way of information exchange does not
require explicit message passing and effectively reduces
the resource occupation.

In the forward propagation of RBF, node information
that plays an important role should be paid attention to,
while node information that plays a secondary role should
be ignored. In order to further improve the detection ac-
curacy, this paper adds the attention mechanism module
before the last layer classification. When each node up-
dates the output of the hidden layer, different weights
are assigned to each adjacent node by calculating the at-
tention of adjacent nodes, and nodes with higher weights
are taken as the focus of the neural network. The intro-
duction of the attention mechanism reduces the compu-
tational burden of processing high-dimensional data, and
makes the detection system more focused on finding sig-
nificant relevant and useful information in the data, thus
improving the output quality.

3 Experimental Results and Anal-
ysis

3.1 Experimental Environment

In order to evaluate the detection performance of the
scheme in this paper, Python, NumPy, Pandas, Pytorch
and other tools are used. Simulation experiments were
performed on a 64-bit computer using Intel i9-9700K
16GB RAM, Nvidia GeForce RTX2080Ti 32GB and ver-
sion 10.2 of CUDA.

3.2 Experimental Data

The data set used in this paper is CTU-13 [5, 33], which
is a botnet traffic dataset captured at CTU University
in 2011. The dataset contains 13 different attacks, with
each packet containing information about various clients
and servers. The network consists of 30 transponders and
170 iot devices that exchange data based on distributed
devices in the CTU.

3.3 Evaluation Index

The performance index of abnormal traffic detection de-
pends on the confusion matrix. In the confusion matrix,
the true class (TP) is the correctly classified abnormal
traffic instances; False positive class (FP) is a misclassi-
fied normal traffic instance; True and inverse class (TN)
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Figure 2: Structure of traffic anomaly detection

is a correctly classified normal traffic instance; False anti-
class (FN) is an abnormal traffic instance that is misclas-
sified. These 4 items are used to generate the following
performance evaluation indicators [7].

Accuracy, that is, the ratio of the number of samples
correctly classified by the model to the total number of
samples, is calculated as follows:

Accuracy =
TP + TN

TP + FN + FP + TN
. (8)

Precision, that is, the ratio of the number of normal
samples correctly classified by the model to the total num-
ber of normal samples, is calculated as follows:

Precision =
TP

TP + FP
. (9)

Recall, that is, the ratio of the number of intrusion
samples correctly classified by the model to the total num-
ber of correctly classified samples, is calculated as follows:

Recall =
TP

TP + FN
. (10)

False Positive Rate (FPR) is the ratio of the number
of normal samples wrongly reported as intrusions to the
total number of normal samples. The formula is as fol-
lows:

FPR =
FP

FP + TN
. (11)

3.4 Analysis of Experimental Results

In order to prove the advantages of the proposed scheme,
classical machine learning algorithms and deep learn-
ing methods were used for experimental comparison on

dataset CTU-13, including three machine learning meth-
ods and three deep learning methods. The Adam opti-
mizer is used to train the model, uniformly setting the
batch size to 1024, the learning rate to 0.0001, the batch
to 30, and the dropout to 0.5. Pytorch is used to build
a detection model, and the performance indicators of the
experiment are shown in Table 1. The results show that
the accuracy rate, accuracy rate, recall rate and false pos-
itive rate in the CTU-13 dataset are up to 0.9995, 0.9831,
0.9964 and 0.0041. This is due to the fact that the im-
proved RBF neural network model in this paper can bet-
ter learn complex features in large data sets, because the
larger the data set, the more complex the communication
mode, the more IP nodes and interaction edges. Com-
pared with other methods, the improved model in this
paper can more easily play an advantage and detect ab-
normal traffic more accurately. In addition, the intro-
duction of attention mechanism also further improves the
detection effect, making the detection performance of the
proposed scheme better than other schemes.

Table 1: Detection comparison with different schemes/%

Scheme Accuracy Precision Recall FPR
Decision tree [1] 0.7884 0.7492 0.7789 0.1845
Naive Bayes [3] 0.8089 0.8175 0.8764 0.1553

SVM 0.8575 0.9028 0.9226 0.0774
PCA-SSH [36] 0.9587 0.9044 0.9360 0.0293

BGA [22] 0.9194 0.9217 0.9517 0.0171
DAE-GAN [26] 0.9726 0.9815 0.9705 0.0097

Proposed 0.9995 0.9831 0.9964 0.0041
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Table 2: Computational complexity comparison of different schemes

Method Number of trainable parameters/103 Training time/s Testing time/s
PCA-SSH 18.7 168.4 10.41

BGA 23.3 172.6 12.51
C 43.7 266.2 18.61

DAE-GAN 6.4 98.4 9.27

Figure 3: Bandwidth comparison of different schemes

To validate the advantages of deploying distributed de-
tection units over centralized IDS, the paper also com-
pares the performance of different schemes in terms
of resource consumption and time overhead. The bar
chart shows the resource consumption between different
schemes, as shown in Figure 3. According to the data,
it is not difficult to see that the minimum bandwidth
consumption of the proposed scheme is only 856kb/s.
Compared with other mainstream methods, the resource
consumption is significantly reduced, because distributed
anomaly detection does not need to transmit data to the
IDS of the cloud server for calculation, and each detection
unit reduces the resource consumption of centralized IDS
with less bandwidth occupation.

Table 2 shows the number of training parameters and
running time of the proposed scheme and other compar-
ison schemes, using GPU to speed up the training of all
models. It can be seen that by improving the message
passing module of traditional RBF, the scheme in this pa-
per has achieved a good improvement in time overhead,
and the training time and training speed have been re-
duced. At the same time, there are few trainable param-
eters in the algorithm, which can realize efficient parallel
computation.

4 Conclusions

In this paper, a distributed abnormal traffic detection
scheme is proposed based on the complex characteristics
of device nodes in robot environment and the require-

ment of low delay and high precision detection. The RBF
convolutional neural network is optimized to replace the
existing messaging module with an improved multi-layer
perceptron to learn, making the model more suitable for
iot environment. On this basis, combined with numerous
characteristics of robot nodes, node RBF and edge RBF
are designed to implement distributed traffic anomaly de-
tection, realize localized abnormal traffic detection, and
introduce attention mechanism to further improve the de-
tection effect of the model. The experimental results show
that the proposed scheme not only improves the detection
accuracy effectively, but also reduces the overhead of net-
work communication and speeds up the detection speed.
The next step will be to perform graph structure analy-
sis on more types of traffic datasets to train and test the
model in a wider range of scenarios.
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Abstract

The number of sports documents is huge, and there are
many categories. The parallel use of valid data of mixed
storage sports documents increases the difficulty of data
encryption, resulting in a long encryption time. There-
fore, an effective data encryption of sports documents
based on graph neural network and data fusion is pro-
posed in this paper. It uses a graph neural network
to identify encrypted and unknown data and a hidden
and visible layer unit to classify valid data. Combining
a symmetric encryption scheme with a searchable algo-
rithm generates a symmetric searchable encryption algo-
rithm against information leakage to realize effective data
encryption simulation of sports documents. The experi-
mental results show that the proposed method can avoid
adversarial attacks and greatly improve the classification
performance on public data sets.

Keywords: Data Encryption; Data Fusion; Graph Neural
Network; Sports Documents

1 Introduction

Under the background of continuous innovation of data
processing technology, sports information construction
has incorporated university document management into
modern management work, generated massive electronic
sports documents, and stored files of different time and
athletes in a more convenient way. At present, the in-
tegration construction of sports documents and archives
in universities is an important link of university digital
management. In order to strengthen the security man-
agement of university Intranet documents, and at the
same time reduce management costs and realize resource
sharing, the encryption scheme is optimized, the encryp-

tion level is further strengthened by researching a new
retrieval mechanism, and the similarity degree between
data is calculated by dynamic confusion parameter ad-
justment, so as to achieve efficient encryption [8, 10, 28].
Due to the redundant characteristics of data such as du-
plication and overlap, some encryption schemes take the
optimization of lightweight threshold re-encryption mech-
anism [7,14,16,27] as the research idea, and use different
levels of data encryption to protect medical documents
from leakage [19, 31]. However, these research ideas only
meet the requirements of sports document encryption at a
certain stage. With the expansion of the university scale,
the increase of the number of athletes, and the new goal
of digital management requirements, it will increase the
difficulty of document data encryption [4, 13].

To this end, a hybrid encryption protection scheme is
also proposed for data security, and different data blocks
are further encrypted by dividing data into fine granular-
ity to improve encryption efficiency [28]. However, there
are not only a large number of college sports data, but
also a large number of categories, so we study the effec-
tive data encryption method of documents based on graph
neural network.

2 ZIP Document Compression
Key Structure Design

Sports document format includes DOC format, DOCX
format, PDF format and TXT format four main types.
When it parses the DOC document, some fields in the file
header and some data in the information block belong to
the key attributes of the DOC format. Random numbers
are used to replace the original data, and ZIP compression
is performed by extracting the location [12]. Compressed
source file data area, directory area, and directory end
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identifier three completely different parts, together make
up the ZIP compressed file. However, because there is
no important information in the first 30 bytes of the file
header, the location extraction is performed after 30 bytes
are skipped. The start identifier of the directory area is
fixed to 4 bytes, and about 34 bytes is not important in-
formation, so the random location of the identifier area
is extracted from the start of 34 bytes to the end of the
directory [2, 9, 26]. According to the location extraction
results of the above two links, the extracted data is first,
and the key attributes are last. Since all subsequent files
are compressed in ZIP format, the ZIP format of the com-
pressed DOC document is represented by ”1”. Documents
in DOCX format are a combination of XML documents
and ZIP documents. Therefore, partial data and key at-
tributes of DOCX documents are extracted, and random
locations are extracted according to the same operation
as the previous document. ”2” is used here to represent
the compressed ZIP format of DOCX documents [29]. A
PDF document is composed of different objects, where the
cross-reference table is the key attribute of the document,
and the same substitution method is used to extract this
data.

The document starts and ends with ”trailer” and
”%%EOF”, and the next line of numbers provided by
”startxref” is used as the offset address of the data ta-
ble. Therefore, the PDF document is compressed three
times according to the result, and the first time is com-
pressed. Extract part of the compressed data and key
data attributes related to the target data from the ZIP
compressed document for the second time, and compress
the ZIP document again. The third time extracts again
according to the last compression result to obtain the fi-
nal ZIP document of the new attribute, which is marked
as ”3”. Finally, TXT document compression, the docu-
ment is a text format without special structure, so it can
be compressed according to the DOC document compres-
sion process, the document format is set to ”4”. By syn-
thesizing the above four document formats, different ZIP
document compression key structures are obtained [3,20].

According to the attributes of the above four differ-
ent documents, different key structures are designed and
the documents are compressed according to the structure.
However, due to different encryption requirements, there
are some categories of data to be encrypted and other
categories of unknown data in the document, so the data
of different documents are preprocessed before the com-
pression of the document.

3 Data Processing Based on
Graph Neural Network

3.1 Topology Construction

The proposed topology construction algorithm firstly di-
vides the original traffic according to the session granular-
ity, and the flow is defined as a data stream consisting of a

series of packets with the same quintuple [5,6,21]. Session
flow refers to all packets composed of bidirectional flows,
that is, the source port and destination port, and the
source IP address and destination IP address in the quin-
tuple are interchangeable. Compared with unidirectional
flow, researchers usually choose to use session flow for
traffic classification, because the information contained
in session flow is richer than that in unidirectional flow.
In this article we will take advantage of the direction and
order information used for packet interactions in the ses-
sion flow. First, we extract the load length of each packet
in the session flow, and then we can obtain the direction
information of the packet according to the IP address of
the packet in the session flow. We randomly select a ses-
sion flow as an example to illustrate several elements of
the topology.

1) Node. Given a specific session flow, each node in the
topology formed by the session flow corresponds to
each packet in the session flow, and the load length
of the packet is used as the node feature. In order
to reflect the direction of packet transmission, we re-
tain the symbol of packet load length. We set the
transmission direction of the first packet in the ses-
sion flow to positive, that is, the load length of this
packet and subsequent packets in the same direction
is set to positive, and the load length of packets in the
opposite direction is set to negative. In this paper,
data packets continuously transmitted in the same
direction are called clusters, even if only one data
packet meets the conditions, it is also called clusters.
The three nodes of -83, -41 and -393 corresponding
to the three data packets continuously sent to the
sender in Figure 1(a) are a cluster.

2) Edge. There are two types of edge types in the topol-
ogy graph formed by the proposed algorithm: edge
inside the cluster and edge outside the cluster. The
inner edge of the cluster is successively connected to
the continuous nodes in each cluster, and the outer
edge of the cluster is connected to the two adjacent
clusters before and after, that is, the first node of the
two adjacent clusters is connected, and the last node
is connected to the corresponding first node and the
last node of the last cluster. When there is only one
packet in a cluster, this packet is the first and last
point, and only one edge can be added between the
connected nodes. a topology consisting of informa-
tion from the specific flow in Figure 1(a) is shown in
Figure 1(b).

The method in this paper classifies traffic based on the
differences in packet interaction characteristics of session
flow between different types of traffic. The packet inter-
action characteristics adopted include the following four
types: load length, direction, packet sequence and clus-
ter characteristics of packets in session flow. The above
features are shown in the interactive topology diagram of
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Figure 1: Topology based data flow representation. (a) Session flow packet interaction diagram; (b) Traffic interaction
topology.

data flow conversion, as shown in Figure 1(b). The num-
bers on the nodes in the topology indicate the load length
of the packet, and the positive and negative numbers rep-
resent the different directions of the packet transmission.
Nodes in the topology corresponding to a series of pack-
ets continuously sent in the same direction in the session
flow reflect the cluster characteristics of the session flow,
and a series of nodes in each box in Figure 1(b) are repre-
sented as a cluster in Figure 1(a). The positions of nodes
in the topology reflect the characteristics of packet se-
quence. For packets of different clusters, the horizontal
positions of nodes in the topology represent the sequence
of packet sending, and the sequence of packet sending rep-
resented by nodes on the left is earlier than that on the
right. For packets in the same cluster, the packet sending
order in the packet sequence is represented by the ver-
tical position relationship of the nodes in the topology
diagram, and the packet sending order represented by the
upper node precedes the lower node.

3.2 Graph Classification Based on GNN

Given a set of topology graphs G1, · · · , GN ⊆ ℑ and
tags y1, · · · , yN ⊆ ℜ, the purpose of training the GNN
model is to learn to predict the representation vector HG

of each topological label, i.e. yN = g(HG). The GNN-
based classification model consists of a graph convolution
layer [24,30,33,35], which is used to extract features from
the topological graph for training, and a fully connected
layer, which is used for classification. The model uses
the cross entropy loss function to measure the difference
information between the actual label and the predicted
label.

1) Graph convolution layer. In graph topology, each
node is related to each other. The method of graph
convolution operation is to aggregate the state in-
formation of neighbor nodes when updating node
state information, that is, to aggregate the features
of neighbor nodes to the central node. As follows:

H
(l+1)
Gi

= σ(D̃ − 0.5ÃD̃ − 0.5H
(l)
Gi

W (l)). (1)

Where Ã = A + IN is the adjacency matrix of an
undirected graph ℑ introduced by the self-loop. IN
is the identity matrix. D̃ is the degree matrix of Ã.

D̃−0.5ÃD̃ is a symmetric normalization of Ã. H
(l)
Gi

is the output of the previous convolution layer. The

initial eigenmatrix is set to H
(0)
Gi

= Xi. Xi is the em-

bedded feature of the node. W (l) is the weight matrix
of layer l. σ(·) is a nonlinear activation function, and
ReLU(·) = max(0, ·) is used in this paper.

2) Fully connected layer. GNN uses a linear function
after the graph convolution layer to linearly trans-
form the output data of the convolution layer and
uses dropout functions to avoid overfitting. The out-
put of the linear function is represented by the vec-
tor HGi

as a feature of each topology graph Gi, and
HGi

needs to be mapped to a new potential space
HGi ∈ RC to facilitate the following prediction pro-
cess. C is the number of different elements in ℜ,
that is, the number of traffic categories to be clas-
sified. The softmax function is then used to obtain
the predicted probability vector ŷic, representing the
likelihood that Gi belongs to each traffic type. As
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follows:

ŷic = softmax(HGi). (2)

3) Loss function. The GNN in the classification model
uses the cross entropy function as a loss function,
which is mainly used to measure the difference infor-
mation between two probability distributions, and is
used to measure the similarity between the real label
and the predicted label of the trained model when it
is used as a loss function in deep learning. The ad-
vantage of using the cross entropy function as a loss
function is that the cross entropy function [17, 34]
is more convergent than the mean square error loss
function. The formula of cross entropy function is as
follows:

L = − 1

|N |

|N |∑
i=1

C∑
c=1

yiclog(ŷic). (3)

Where |N | is the number of trained samples and yic
is the actual label.

4) Optimizer. The GNN in the classification model uses
the Adam optimizer. Adam is a first-order opti-
mization algorithm that can replace the traditional
stochastic gradient descent process [11,18]. It can up-
date the weight of neural network iteratively based
on training data, which is simple and efficient and
requires less memory.

3.3 Symmetric Searchable Encryption
Based on Data Fusion

In order to reduce the problem of information leakage in
the search process, the designed encryption structure and
the symmetric searchable encryption algorithm against
information leakage are fused to realize the encryption
of valid data in sports documents. A symmetric en-
cryption scheme is designed using negligible function and
pseudo-random function [25, 32]. When the ignorable
function faces the condition f : M∗ → M∗, if there
is a sufficiently large value r, then the positive polyno-
mial f(r) < 1

p(r) , then the function f on r can be ig-

nored. If the function p(r) has a random condition such
as f : 0, 1m × 0, 1r → 0, 1n, then the function can always
be evaluated in polynomial time. To convert all polynomi-
als generated by the above function to a pseudo-random
permutation function requires that the function can be
computed in polynomial time. Symmetric encryption The
symmetric encryption scheme is set to SKE according
to the above polynomial correlation conditions. Assume
that the obtained input security parameters of the com-
pressed key structure and the returned private key are p
and H, respectively, represented by Gen; Set the input
key and plaintext message to R and r respectively, which
are represented by Enc. When the key is the same as the
key generated during ciphertext generation, the decrypted

message is set to G and represented by Dec. According to
the above assumptions, the symmetric encryption scheme
is:

S = (Gen,Enc,Dec). (4)

According to the above scheme, a symmetric search-
able encryption against information leakage is generated
by incorporating the anti-information leakage search tech-
nology. The algorithm satisfies general searchable encryp-
tion security and encrypts compressed documents to en-
sure data privacy security. Using this algorithm to en-
crypt documents, build a secure index, and store them in
the server. When the user needs to query a certain sports
information, the server uses this algorithm to search the
target document on the index structure. According to the
above two parts, set the access mode of symmetric search-
able encryption algorithm against information leakage, set
the sports data word dictionary as λ, and set a random
set of documents in the dictionary as W , then the access
mode of historical data Z for k queries can be described
by two-dimensional matrix ∂(K), the formula is:

∂(K) = [y1,1, · · · , yk,k]T . (5)

Where yk,k represents the number of documents re-
turned by the two queries. If the encryption function is
defined as µ, the final encryption result is obtained ac-
cording to the fusion design.

µ(K) = ∂(K), lnfS(K). (6)

Through the above calculation process, the symmetric
searchable encryption result of anti-information leakage
based on symmetric encryption scheme is obtained, and
the effective data encryption of sports documents is real-
ized.

4 Experimental Analysis and Re-
sults

Set up a simulation test environment, select Intel Core i3
VM with 1G memory and 30 GB hard disk, and select
RedHat Linux6.4 64-bit server edition to verify the appli-
cation effect of the graph-based neural network method
for effective document data encryption. Sports documents
from a university from July to December were selected as
experimental test objects to analyze the application effect
of the graph neural network, the overall encryption time
and efficiency of the encryption method when encrypting
valid data.

4.1 GNN Application Effect Test

The graph neural network is used to identify the valid
data in the sports document. It sets the value of
batch size to 128 and Epochs to 10, that is, to update
the parameters of 128 sets of sports data, and then the
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GNN conducts 10 training times in total. At this point
each Epoch will derive the training accuracy of the train-
ing set and the test set. At the same time, each Epoch will
also obtain the training loss rate of different sets through
Equation (2). The test results of the two groups are shown
in Figure 2 and Figure 3.

According to the above test results, it can be seen that
the training accuracy is in an increasing trend, and the
training accuracy of the 10 groups is relatively stable,
about 0.96. At the same time, with the increase of train-
ing times, the test results of the loss rate of the two sets
of sets decreased rapidly, and finally stabilized within 0.1.
The data recognition of the graph neural network was
reliable. The probability condition coefficient of a cer-
tain category of valid data set by simulation is 0.85, and
the effect of data classification by the neural network is
tested. If the probability test result is greater than 0.85,
the classified data is considered to belong to the expected
data category; if the probability test result is less than
0.85, the classified sports data is considered to be in the
sports document. For other types of unknown data, the
classification probability obtained is shown in Table 1.

Table 1: Classification probability (CP) test results

Testing Testing
group CP group CP

1 0.889 5 7.36× 10−14

2 1.29× 10−13 6 0.988
3 3.43× 10−6 7 4.64× 10−11

4 1.08× 10−11 8 1.96× 10−14

According to the test results shown in the table above,
the probability of group 6 is the highest, followed by the
probability of group 1, and the results of both groups ex-
ceed the 0.85 specified in the experiment. We believe that
these two data are valid data of the same category and
belong to the preset data category, so the data classifica-
tion of convolutional neural network can be determined
with high accuracy. Based on the above test results, it
can be seen that the convolutional neural network has a
good effect on data recognition and classification.

4.2 Encryption Time

Graph neural network processes different document data,
although it guarantees the reliability of encrypted data,
but whether it affects the file compression time and thus
the encryption efficiency remains to be verified. Accord-
ing to the analysis of four sports documents by this re-
search method, the compression time and encryption time
of valid data in DOC format, DOCX format, PDF for-
mat and TXT format were tested. In order to ensure the
diversity of test results, the method sets 5 different key
attribute extraction rates, and the obtained results are
shown in Table 2.

Table 2: Typical states of SEIR model

Document Document Compression Encryption
type size/MB time/s time/s
DOC 20.6 1.28 1.69
DOC 21.6 1.33 1.86
DOC 22.6 1.29 1.89
DOC 23.6 1.38 2.13
DOC 24.6 1.46 2.59
DOCX 16.3 1.13 1.36
DOCX 17.3 1.18 1.55
DOCX 18.3 1.26 1.72
DOCX 19.2 1.36 1.95
DOCX 20.3 1.44 2.43
PDF 90.6 2.08 2.44
PDF 91.7 2.26 2.69
PDF 92.7 2.68 2.97
PDF 93.7 3.37 3.84
PDF 94.6 3.39 4.53
TXT 9.9 0.76 0.82
TXT 10.9 0.78 0.99
TXT 11.9 0.83 1.15
TXT 12.9 0.86 1.37
TXT 13.9 0.88 1.55

According to the test results shown in Table 2, it can
be seen that the encryption time is related to the ex-
traction rate of key attributes of the valid data of the
sports Institute document. When the extraction rate is
large, the encryption time increases. However, according
to the above test results of compression time and encryp-
tion time, although the proportion of compression time
is large in the overall encryption time, compression does
not affect the final encryption time, that is, after the com-
pression is completed, this method can quickly complete
effective data encryption. Note In the process of data
processing by using graph neural network, the data en-
cryption time is not greatly increased, and the basic en-
cryption efficiency can be ensured within an appropriate
range.

4.3 Encryption Efficiency

Encryption efficiency is one of the key indicators that af-
fect the practicability of the design method. For example,
although RSA algorithm has many advantages [15], its en-
cryption efficiency is not high, which limits the scope of
use of this algorithm. Sports files of 10GB and 50GB in
HDFS are selected as test objects, and valid data of block
size is encrypted. The acceleration ratio is calculated to
analyze the encryption efficiency of the proposed method.
The formula is as follows.

ε =
T1

T2
. (7)

Where ε represents the calculation result of accelera-
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Figure 2: The training accuracy result of GNN.

Figure 3: The training loss of GNN.
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tion ratio; T1 and T2 indicate the encryption time and
parallel encryption time on a single machine, respectively.
According to the above test conditions, effective data en-
cryption is carried out on sports documents, and the test
results are shown in Table 3.

Table 3: Encryption time comparison result with different
methods

Method data size=10GB data size=50GB
TDES [22] 4.12s 6.88s
CMPT [23] 2.38s 5.67s

DesPatNet25 [1] 1.24s 2.33s
Proposed 0.58s 0.67s

According to the test results shown in Table 3, when
the total amount of data in sports documents increases,
the encryption time increases, but the time consumed by
the method in this paper is still relatively short. It shows
that the encryption method in this paper can still have
the advantage of parallel encryption in the face of massive
medical data, and proves that the encryption efficiency of
this method is high.

5 Conclusions

Aiming at the shortcomings of existing encryption tech-
nology, this study optimizes the use of graph neural net-
work to pre-process valid data of documents, and solves
the problem of low encryption efficiency caused by com-
plex data in the past. The topology is entered into the
GNN model for feature learning and classification. The
node topology is used as the input of the model instead
of the gray image, which avoids the influence of the ad-
versarial attack on the gray image. In the future, the
graph neural network can be optimized to further im-
prove the efficiency of effective data encryption for sports
documents.
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Abstract

The traditional data privacy encryption protection algo-
rithm mainly encrypts the data directly, ignores the classi-
fication between layers, and the complicated data encryp-
tion hierarchy calculation results in inaccurate data pri-
vacy encryption and easy leakage of sports data. There-
fore, we propose a data encryption security method of
track and field based on deep residual network and el-
liptic curve cryptography. An arithmetic coding model
for sports data privacy protection in a hybrid cloud envi-
ronment is constructed under an elliptic curve cryptosys-
tem. Public key encryption is exhaustively searched based
on optimizing the elliptic curve equation, and the master
key of privacy protection data encryption is constructed.
Based on a deep residual network, a threshold cryptosys-
tem is established, and symbol frequency detection is car-
ried out in the link layer of the hybrid cloud platform. A
private key-sharing scheme is constructed, and the user’s
private key is recovered according to the bilinear cyclic
shift method, which realizes privacy protection. Simula-
tion results show that the improved method improves the
security and robustness of data privacy encryption pro-
tection.

Keywords: Data Privacy Encryption Protection; Deep
Residual Network; Elliptic Curve Cryptography; Track
And Field Data

1 Introduction

In recent years, with the large-scale popularization of the
Internet and the continuous development of the techni-
cal level of mobile devices, the scale of data volume is
growing rapidly in an exponential form, and the types of
data are also diverse and complicated [11, 19, 27, 30]. It

can be seen from the characteristics of big data such as
huge volume, wide range of sources, diversity and com-
plexity that these big data contain a lot of valuable in-
formation. However, existing processing technologies are
unable to effectively encrypt and protect data privacy in
the big data environment [16, 17, 26, 34]. In the big data
environment, the data privacy encryption protection op-
timization method can meet the data protection require-
ments of various types and conditions without disclosing
the original data, which is the fundamental way to solve
the above problems, and has attracted the attention of
many experts and scholars [31, 36]. Because of the pro-
found development significance of data privacy encryption
protection optimization method in the big data environ-
ment, it has become the focus of research in the industry,
has received wide attention, and there are many good
methods.

Reference [22] proposed a data privacy encryption pro-
tection method in big data environment based on fault-
tolerant privacy protection data aggregation algorithm.
This method used elliptic curve encryption scheme to en-
crypt private data in big data environment. By calculat-
ing the topology of data privacy encryption track chart,
the repair aggregate value of data encryption was im-
proved, and the data privacy encryption protection al-
gorithm was improved in big data environment. This
method was robust, but it had the problem of poor scala-
bility. Reference [3] focused on the method of data privacy
encryption protection in big data environment based on
Bloom filter algorithm. The method used Bloom filter
to transform the data that needed to be encrypted into
operator set elements for encryption, thus realizing the
optimization of data privacy encryption protection algo-
rithm in big data environment. The algorithm was short
in time, but had the problem of poor data encryption
stability. Reference [25] studied the data privacy encryp-
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tion protection method in big data environment based on
cloud computing algorithm. This method integrated the
CES encryption scheme with the fuzzy retrieval of cloud
data, and effectively improved the security and stability
of data privacy encryption protection in the big data en-
vironment under the cloud computing platform. The cost
of this method was low, but when the current algorithm
was used for privacy encryption protection, the calcula-
tion was more complicated, and the data privacy encryp-
tion took a long time. Reference [4] proposed a method for
data anonymization privacy protection based on differen-
tial privacy, adopted chaotic public key encryption scheme
to construct a differential privacy anonymization privacy
protection model, and used Laplace data clustering mech-
anism to classify and process data under different pri-
vacy protection budgets to improve the efficiency of data
encryption. However, this method had poor anti-attack
ability against high-intensity plaintext attacks, which eas-
ily leaded to information leakage. In reference [28], a big
data security and privacy protection model based on data
release and analysis was proposed. SuLQ framework was
introduced to design Hash function for privacy protection
communication data encryption in hybrid cloud environ-
ment, and encryption keys were constructed in a limited
domain to improve the depth of data encryption. How-
ever, the calculation cost of this method was large, and
the real-time performance of privacy protection calcula-
tion was not good.

In this paper, a track and field data privacy protec-
tion model based on deep residual network and elliptic
curve encryption is proposed. Firstly, an arithmetic cod-
ing model for privacy protection in hybrid cloud envi-
ronment is constructed under elliptic curve cryptosystem,
and the exhaustive search of public key cryptography is
carried out with the optimization of elliptic curve equa-
tion. Then the master key of privacy protection data en-
cryption is constructed based on deep residual network,
and the threshold cryptosystem is established to realize
privacy protection. Finally, the simulation experiment of
privacy protection and data encryption is carried out, and
the validity conclusion is drawn.

2 Related Works

2.1 Elliptic Curve Cryptosystem

This paper adopts an encryption technology based on
Elliptic Curve Cryptography (ECC) to protect informa-
tion privacy in hybrid cloud environment [7–10,18,29,33].
First, the elliptic curve encryption model [20,21,35] is ana-
lyzed. The elliptic curve equation of user data encryption
is generally defined as follows:

f(x) =

{
x/p x ∈ [0, p]

(1− x)/p x ∈ [p, 1]
(1)

The elliptic curve equation adjusts the extended range
of information encryption by the parameter p. When p =

0.5, this maps to a standard normal distribution model.
For ease of description, in the mapping area of the ellip-

tic curve, the length of the bit sequence of the privacy pro-
tection information to be encrypted is defined as n than
that of the binary encoded sequence as E = ε1, ε2, · · · , εn.
Firstly, based on affine transformation xi = 2εi − 1, the
code elements expressed as binary coded bits are con-
structed to obtain a new sequence X = x1, x2, · · · , xn

that needs privacy protection in hybrid cloud environ-
ment, and the binomial and Sn = x1 + x2 + · · · , xn of
encrypted bit sequence X are calculated. The hashing
value of the message is calculated by taking the extreme
point Sn√

n
of the elliptic curve Sn and the point G belong-

ing to E, which Sn√
n
is close to the standard normal n-state

distribution function. When limit
n→∞

P ( Sn√
n
≤ z) = φ(z) =

1√
2π

∫ z

−∞ e−u2/2du. For cyclic point group Sobs = Sn√
n
,

the convergence function of elliptic curve encryption is
obtained according to the normal distribution property.

2.2 Construction of Network Classifica-
tion Model

Although ResNet residuals have changed the problems of
degradation and gradient disappearance in the process of
deepening the network layers of traditional convolutional
neural networks, they are faced with problems such as
information loss, excessive complexity and excessive com-
putation. Based on the ResNet-50 network structure, the
network model in this paper solves the above problems by
changing the network structure to create a new network
structure, and improves the accuracy of classification.

The ResNet-50 network architecture consists of an in-
put backbone, four subsequent stages, and a final output
layer [13,14,23]. The input trunk has a 7× 7 convolution
kernel and the output channel size is 64 with a step length
of 2, followed by a 3 × 3 maximum pooling layer with a
step length of 2. The input backbone reduces the width
of the input image, quadruples the height of the input im-
age, and increases the channel size to 64. The ResNet-50
network architecture starts with stage2, with each phase
starting with a down-sampling module, followed by two
residual modules. In the down-sampling module, there
are two paths A and B, and path A contains two convo-
lutional layers where the size of the convolution kernel is
1× 1, 3× 3 and 1× 1, respectively. The first convolution
layer has a step size of 2, which can reduce the width and
height of the input image by half. The output channel
of the last convolution layer is four times that of the first
two convolution layers. This structure is called the bot-
tleneck structure. Path B uses A 1× 1 convolution kernel
with step size 2 to convert the size of the output image to
the same as path A. Summing the two paths can get the
output of the down-sampling module.

The classification network model in this paper is a fur-
ther improvement on the ResNet-50 network structure.
By observing the ResNet-50 network structure, we can
see that the input backbone consists of 7× 7 convolution
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Figure 1: Input structure of the network model in this
paper

nuclei, etc., and the calculation cost of the convolution
layer is the square of the width of the convolution kernel
or the height of the convolution kernel. Therefore, the
7× 7 convolution kernel in the input backbone requires 6
times more computation than the 3×3 convolution kernel.
The classification network model in this paper replaces
the 7 × 7 convolution kernel in the input backbone with
three 3× 3 convolution nuclei, where the output channel
size of the first and second 3 × 3 convolution layer is 32
and the step size is 2. The output channel size of the last
convolutional layer is 64, which greatly reduces the cal-
culation cost of classification network and the calculation
amount of network model while ensuring the consistency
with the previous output trunk information. The input
backbone structure of the classification network model in
this paper is shown in Figure 1.

At the same time, the classification network model
changes the down-sampling module, deepens the num-
ber of network layers on the basis of the original, and
adds average pooling layer. The down-sampling module
of ResNet-50 network structure has two paths, path A
and path B, and the convolutional layer in path A and
path B has lost 75% of the information of the input fea-
ture map. Since the first convolution layer of both paths
A and B has a step size of 2 and a convolution kernel of
1× 1, both paths lose a large amount of input feature in-
formation. In this paper, the classification network model
adds an average pooling layer before the first convolution
layer of paths A and B. The convolution kernel size of the
average pooling layer is 2× 2, and the step size is 2. The
integrity of the input feature information is ensured and
the accuracy of classification is improved while the size
of the output feature map is not changed. Moreover, the
addition of the average pooling layer does not increase
the calculation amount and calculation cost significantly.
The structure of the down-sampling module of the classi-
fication network model in this paper is shown in Figure 2.

Figure 2: Structure chart of down-sampling module

2.3 Code Frequency Detection and Pri-
vacy Protection

On the basis of establishing the threshold cryptosystem
combined with the identity authentication scheme, the to-
ken frequency detection is carried out in the link layer of
the hybrid cloud platform, the private key sharing scheme
is constructed, the user private key is recovered according
to the bilinear cyclic shift method, and the privacy pro-
tection optimization model is constructed [6]. The imple-
mentation steps of the improved model are described in
detail as follows.

Step 1. Calculate rskIDi = sri1 = g
r−c/d
1 for each cyclic

point group in the privacy protection sequence in the
hybrid cloud computing environment, and record it
in the rsk − list list;

Step 2. Divide the privacy protection bit sequence of
length n into N = [ n

M ] bit blocks to form the re-
quired encryption sequence x1, x2, · · · , xr, detect the
symbol frequency of continuous features in the bit
sequence, and output the ciphertext sequence ci =
ti ⊕ xi, i = 1, 2, · · · , r;

Step 3. Construct an elliptic curve function conforming
to the standard normal distribution, update each pri-
vacy protection key, and search the optimal value in
the elliptic curve equation in the following way:

KC1 = KC1 ⊕ tj , tj+1, · · · , tj+m−2. (2)

KS1 = KS1 ⊕ tj+m−2. (3)

Where j = rmod128, when j > r−m, then j = j−m,
and if j = 0 then j = m. The in-block frequency of
the bit sequence to be identified is counted, the initial
value of the elliptic curve adjustment parameter is
updated to x0 = x[r/16]+1, and the remaining privacy
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data is encrypted according to the above steps to
complete the encryption of privacy protection data.

2.4 Track and Field Data Privacy En-
cryption in Big Data Environment

In the process of data privacy optimization and encryp-
tion protection in the big data environment, the private
data in the big data environment is converted into nu-
merical values according to the theoretical idea of OPES
+, and the arranged location data is divided into buck-
ets to ensure a balanced distribution, and the number of
points in each bucket is less than the given threshold. The
protection sequence encryption algorithm is used to en-
crypt the data in the bucket, and keep the order of the
encrypted values unchanged, and the data privacy encryp-
tion process is restricted to the solution of the encryption
function. The specific steps are described below:

1) In the process of data privacy optimization and en-
cryption protection in a big data environment, the
unit of availability is used to represent the latitude
and longitude of the data, and the theoretical idea of
OPES+ is used to convert the private data in a big
data environment into a numerical value for expres-
sion. If the original data value is expressed by avail-
ability ”, minute and second ”, the following formula
can be obtained:

Decimal = Degrees+Min/60 + Sec/3600. (4)

2) The arranged location data is divided into buckets
to achieve a balanced distribution. Assuming that in
the plaintext space, p represents the original spatial
numerical data, p is divided into p = B1, B2, · · · , Bm,
then Bm needs to satisfy the division of any two buck-
ets, and the above process is defined as bucket parti-
tioning.

3) In the process of data privacy optimization and en-
cryption protection in a big data environment, it
is assumed that SP lit(Bm) represents the partition
function, and the function is to linearly divide Bm

into two sub-buckets until the number of points in
each bucket is less than the given threshold. Calcu-
late the linear expected value represented by pi(pi ∈
Bm), which can be expressed using the following for-
mula:

pi =
A× SP lit(Bm)− (pk − pj)

k − j + 1
. (5)

Where A =
√
p = B1, B2, · · · , Bm, (pk − pj) repre-

sents the range parameter of the data partition, j+1
represents the vector of the data location, and k rep-
resents the data range.

In the process of data privacy optimization and en-
cryption protection in a big data environment, ac-
cording to the above calculation, it can be concluded

that the point farthest from the expected value needs
to be selected for recursive division.

4) In the process of optimizing encryption protection
for data privacy in a big data environment, the pro-
tection sequence encryption algorithm is used to en-
crypt the data in the bucket, and the size order of
the encrypted values is kept unchanged. Calculate
the encryption function represented by M(P ), if the
ciphertext space represented by C = c1, c2, · · · , cn
is encrypted by the plaintext space represented by
p = p1, p2, · · · , pn, and ϖi satisfies the following for-
mula.

ϖi = M(P )− C × pi
p

. (6)

Where ϖi stands for barrel width.

In the process of data privacy optimization and en-
cryption protection in a big data environment, it
is assumed that ϖc

i represents the width of the en-
crypted ciphertext, so the following formula should
be satisfied.

ϖc
i = M(P )− C ×ϖi

p
. (7)

5) In the process of data privacy optimization and en-
cryption protection in a big data environment, for
any value in bucket Bi represented by pj , and cj rep-
resents its encrypted ciphertext value, cj can be cal-
culated using the following formula.

cj =

i−1∑
j=1

ϖc
j + (Pj −

j−1∑
i=1

ϖi). (8)

6) In the process of data privacy optimization and en-
cryption protection in a big data environment, the
following formula is used to constrain the data pri-
vacy encryption process to solve the encryption func-
tion represented by M(P ), and make the distribution
of M(P ) more balanced.

M(P ) = Z(
q

2r
∓ cj). (9)

Where q
2r represents the quadratic coefficient of data

encryption, and Z represents the range parameter of
M(P ).

7) In the process of data privacy optimization and en-
cryption protection in the big data environment, ac-
cording to the above conclusions, it can be concluded
that the data privacy decryption process is opposite
to the encryption process.

To sum up, it can be seen that In the process of data
privacy optimization and encryption protection in the big
data environment, OPES is the first basis The theoretical
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idea of ”+” converts private data in a big data environ-
ment into numerical values for representation, divides the
arranged location data into buckets for balanced distribu-
tion, and promotes the number of points in each bucket
to be less than the given threshold value. The data in the
bucket is encrypted using the protection sequence encryp-
tion algorithm, and the size order of the encrypted values
is kept unchanged, and the data privacy encryption pro-
cess is restricted to the encryption function The solution
of the number lays a foundation for the realization of data
privacy optimization and encryption protection in the big
data environment.

2.5 Loss Function

In order to better distinguish the feature information, a
complex loss function soft-center loss is proposed, which
can increase the spacing between classes and reduce the fit
degree. softmax classifier in ResNet-50 network can not
distinguish the extracted features well [15,32], which will
cause the model to be overconfident and even cause the
intra-class spacing to be larger than the inter-class spac-
ing. In addition, from the perspective of clustering, large
spacing between classes can ensure the recognition of ex-
tracted features. The central loss function can solve the
problem of large intra-class spacing, so this paper com-
bines the central loss function center-loss and softmax-loss
together as the loss function of the classification network
model in this paper.

softmax-loss is basically a standard method for single-
class classification problems. For training sample set
(si, yi)

N
i=1, si ∈ Rm×n, yi ∈ (1, 2, · · · , c). c is the total

number of categories of training samples, and the data set
is mapped y = p(y|x) through feature learning, xi ∈ Rm,
the loss function Ls is:

Ls = − 1

N
[

N∑
i=1

ex
T
j θi∑c

j=1 e
xT
j θi

]. (10)

Where N indicates the minimum batch size and θ in-
dicates the model parameter. In the training process, the
model parameter θ = (θ1, θ2, · · · , θc) is obtained by gra-
dient descent, and the global optimal solution of the loss
function is obtained.

The central loss function is defined as:

LC = 0.5

m∑
i=1

||xi − cyi||22. (11)

Where cyi represents the feature center of the yi − th
category and the average feature of all sample features of
the category corresponding to sample i. By calculating
the features of all samples of the same class and then cal-
culating the average, this method is impractical, because
the training samples in this paper are relatively large. In
this paper, the average features of each class in the mini-
mum batch are used to approximate the average features
of all samples of different classes [5]. xi represents the

feature of the input fully connected layer. m indicates
the minimum batch size. The loss function of the classi-
fication network model in this paper is defined as:

L = Ls + λLc. (12)

Where the λ value is 0.5.

3 Experimental Results and Anal-
ysis

Experiments are needed to prove the effectiveness of data
privacy encryption protection method in big data environ-
ment based on deep residual network. The main function
of the experiment is to test the security and efficiency
of the improved data privacy encryption protection algo-
rithm under different big data environments. The simula-
tion virtual environment of data privacy encryption pro-
tection experiment under big data environment is built
on Windows11 operating system. The server used in the
experiment is business Intelligence database server. The
experimental development languages and tools are C#
and Visual Studio professional 2016.

TDE [24], EMHT [12], HEM [2] and the proposed algo-
rithms are used to carry out data privacy encryption pro-
tection experiments in big data environment. The data
encryption time of the four algorithms is compared, and
the comparison results are shown in Table 1 and Figure 3.
Table 2 and Figure 4 are the comparison of data retrieval
efficiency.

Table 1: Comparison of data encryption efficiency with
different algorithms

Method 15 20 25 35 45
TDE 0.45 0.43 0.41 0.39 0.39
EMHT 0.31 0.29 0.28 0.27 0.27
HEM 0.25 0.23 0.22 0.22 0.22

Proposed 0.09 0.08 0.07 0.06 0.06

Table 2: Comparison of data retrieval efficiency with dif-
ferent algorithms

Method 15 20 25 35 45
TDE 0.37 0.35 0.31 0.31 0.31
EMHT 0.28 0.25 0.23 0.21 0.21
HEM 0.23 0.21 0.17 0.15 0.15

Proposed 0.09 0.08 0.06 0.06 0.05

As can be seen from Figure 3 and Figure 4 the ef-
ficiency of the improved algorithm in data privacy en-
cryption protection experiment in big data environment
is obviously better than that of the traditional algorithm,
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Figure 3: Comparison of data encryption efficiency with different algorithms

Figure 4: Comparison of data retrieval efficiency with different algorithms
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mainly because the improved algorithm first converts the
private data in big data environment into numerical val-
ues and expresses them according to the theoretical idea
of OPES+ [1], and divides the arranged location data into
buckets to ensure a balanced distribution. Make the num-
ber of points in each bucket less than the given threshold,
use the protection order encryption algorithm to encrypt
the data in the bucket, and keep the size order of the en-
crypted values unchanged, and restrict the data privacy
encryption process to the solution of the encryption func-
tion, on this basis, the obtained encryption function is the
core. The problem of data privacy encryption protection
in big data environment is transformed into a linear op-
timization problem of constrained isomorphism, and the
security of the problem is optimized by combining sim-
plex algorithm, thus ensuring the high efficiency of the
improved algorithm.

The results of security reliability, precision and error
rate obtained by using the proposed encryption method
are shown in Table 3.

As can be seen from Table 3, the accuracy rate, secu-
rity reliability and error rate of the proposed algorithm in
the data privacy encryption protection experiment in the
big data environment are relatively good, which verifies
that the improved algorithm can effectively prevent data
privacy disclosure in the big data environment, and has
good practical value. The simulation results show that
the data privacy encryption protection method based on
improved residual network encryption algorithm in big
data environment improves the security of data privacy
encryption protection and has strong robustness.

4 Conclusions

This paper studies the issues of track and field data en-
cryption and privacy protection in hybrid cloud environ-
ment, and proposes a privacy protection model based on
residual network and elliptic curve encryption. The arith-
metic coding model of privacy protection in hybrid cloud
environment is constructed under elliptic curve cryptosys-
tem, the public key encryption is searched through the
optimization of elliptic curve equation, the master key
of privacy protection data encryption is constructed, the
threshold cryptosystem is established in combination with
residual network scheme, the private key sharing scheme
is constructed, and the user private key is recovered by
bilinear cyclic shift method. Privacy protection. The re-
sults show that the data encryption method adopted in
this paper has strong anti-attack capability, high reliabil-
ity and better performance.
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Abstract

Accurate identification of malware attacks can enhance
network security. This paper used the XGBoost al-
gorithm in machine learning to identify and detect
malicious software attacks. To improve recognition
performance, the term frequency-inverse document
frequency (TF-IDF)-chi was used to filter features after
using the N-gram method to extract sample feature
sets. Finally, the performance of the XGBoost algo-
rithm under three feature extraction methods (N-gram,
TF-IDF, and TF-IDF-chi) was tested in simulation
experiments and compared with support vector machine
and back-propagation neural network algorithms. The
results showed that the XGBoost algorithm with TF-
IDF-chi feature extraction had the best performance;
whether it was binary or multi-classification of malware
attacks, the XGBoost algorithm always exhibited the
best performance while taking less time for recognition.

Keywords: Machine Learning; Malware; Recognition;
TF-IDF-Chi

1 Introduction

With the rapid development of computer technology, net-
work security issues are becoming increasingly prominent.
Malware attacks have become one of the main threats to
cybersecurity in cyberspace today [8, 9]. The types of
malware attacks often go unnoticed and pose a serious
threat to individuals and businesses’ privacy information
and network security [10, 14]. In order to address such
threats, detecting malware attacks has become an impor-
tant task [18,21].

Malware, also known as malicious software or harmful
code, refers to programs intentionally inserted into a sys-
tem or application with the aim of disrupting, interfering

with, or controlling computer systems or networks. It can
be divided into viruses, worms, trojans and phishing soft-
ware [13, 20]. These malicious programs often use social
engineering techniques, system vulnerabilities and forced
installations to spread their attacks. There are various
methods for detecting malware attacks such as regular
vulnerability scanning and log analysis [3].

Among these detection methods, machine learning-
based algorithms are an efficient means. This method uses
machine learning technology to mine patterns in sample
data features and construct classifiers that can automati-
cally detect malware. The relevant studies are as follows.
Huda et al. [11] proposed a signature-free malware de-
tection method and a feature selection method based on
hybrid package filters and validated them using statistical
model selection criteria.

Eskandari et al. [7] obtained semantic signatures of
malware by mining frequent subgraphs in a set of control
flow graphs and used them to detect malware. The ex-
perimental results showed an improvement in the F-value
of this method compared to classical graph-based meth-
ods. Lei et al. [4] introduced a regularized logistic regres-
sion model with probability discrimination for detecting
Android malware. The experimental results showed that
the model could produce probabilistic outputs with highly
precise classification outcomes.

The XGBoost algorithm, a machine learning algo-
rithm, was used in this article to detect and identify ma-
licious software attacks. In order to improve the recogni-
tion performance, the features extracted from the samples
using N-gram were further filtered using term frequency-
inverse document frequency (TF-IDF)-chi. Finally, the
performance of the XGBoost algorithms under three fea-
ture extraction methods (N-gram, TF-IDF, and TFIDF-
chi) was tested in simulation experiments, and it was
compared with support vector machine (SVM) and back-
propagation neural network (BPNN) algorithms.
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2 A Malware Attack Detection
Algorithm Based on Machine
Learning

There are various methods for detecting malware attacks,
and the traditional approach is to conduct regular inspec-
tions to detect anomalies in software and software behav-
ior data [15]. Regular inspections are relatively inflexible,
and if they are done manually, efficiency will be lower.
The emergence and development of machine learning al-
gorithms have provided a flexible and efficient way to de-
tect malicious software. In general, the basic principle of
machine learning algorithms for detecting malicious soft-
ware attacks is to extract features from sample data of
such attacks and then use a classifier constructed from
the features and classification labels of training samples
to classify malware or attack behavior, thereby achieving
detection of malware attacks [16].

Machine learning algorithms that can be used for mal-
ware attack detection include SVM [5], naive Bayes, de-
cision trees, and others. Among them, the SVM algo-
rithm maps the feature data of sample data to a high-
dimensional space and then fits a ”hyperplane” that can
separate the space to classify the sample data in the space.
The Naive Bayes algorithm uses prior conditional proba-
bilities to calculate the probability of sample categories,
and its training process calculates prior conditional prob-
abilities of different features under different categories us-
ing a training set. The decision tree algorithm treats each
feature of the sample data as a node [17], and then contin-
uously splits the data based on these nodes until it cannot
be further divided. Finally, in this paper, the XGBoost
algorithm is chosen to detect malware attacks. The XG-
Boost algorithm is an ensemble learning model that com-
bines multiple low-performance classification models. The
detection process for malware attacks using the XGBoost
algorithm is shown in Figure 1.

1) Malware and its behavior data are collected. The
code of the malware and the log information of its
dynamic behavior are structurally similar to text se-
quences, so they can be regarded as a special type of
”text”. The types of the ”text” is identified using a
classification algorithm.

2) The collected data are preprocessed, including word
segmentation, case conversion [2], lemmatization, re-
moval of non-text symbols, etc.

3) The N-gram algorithm is used to obtain the feature
vector of the ’text’. Its basic step is as follows. A
character window of length N slides with a step size of
1 on the sequence of the ’text’. This divides the ’text’
into a sequence combination of N-character length
fragments, where the term frequency of each frag-
ment represents the N-gram feature vector for that
particular ’text’. By combining multiple texts, we
can create an N-gram feature vector matrix for the
collection of texts [19].

4) Although the XGBoost algorithm can handle sparse
high-dimensional data well and directly calculate
N-gram feature vectors, the high dimensionality of
sparse data still affects computation time and ac-
curacy. Therefore, this paper uses TF-IDF [12] to
extract key features from N-gram feature vectors.
Considering the distribution differences of feature
words between normal and malware behavior data,
chi-square values are introduced into TFIDF. The
corresponding calculation formula is:

TFIDFchii,j = FIDFi,j · chii,t

TFIDFi,j = TFi,j · IDFi

chii,t =
(W+X+Y+Z)(WZ−XY )2

(W+Y )(X+Z)(W+X)(Y+Z)

TFi,j =
ni,j∑
k ni,k

IDFi = log |D|
|dj :vi∈dj |+1

(1)

where TFIDFchii,j denotes the feature value of fea-
ture word i in text j, whose size can reflect the im-
portance of the feature word, TFi,j is the word fre-
quency of feature word i, IDFi denotes the inverse
text frequency of feature word i, ni,j is the occur-
rence frequency of feature word i in text j, |D| de-
notes the total number of texts, |dj : vi ∈ dj | rep-
resents the total number of texts containing feature
word i, chii,t represents the chi-square value between
feature word i and text category t, W is the num-
ber of texts containing feature word i in category t,
X represents the number of texts containing feature
word i in non-category t, Y represents the number of
texts not containing feature i in category t, and Z is
the number of texts not containing feature word i in
non-category t.

5) The extracted text feature, TFIDFchii,j , is input
into the XGBoost algorithm for category prediction
to obtain classification results. The corresponding
formula is:

ŷi =

K∑
k=1

fk(xi), fk ∈ F, (2)

where ŷi is the predicted category obtained through
calculation, fk is the base leaner, F is the set of base
learners [1], totally K base learners, and xi is the
extracted text feature. The objective function used
in the training of the XGBoost algorithm [6] is:

loss(t) =

n∑
i=1

l(yi, (ŷi
t−1 + ft(xi)) + Ω(ft), (3)

where losst is the current predicted loss, yi is the
actual category corresponding to xi, ŷi

t−1 is the cat-
egory of xi predicted by the first (t − 1) integrated
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Figure 1: The improved XGBoost-based malware attack detection flow

learners, ft(xi) is the category of xi predicted by the
current learner, and Ω(ft) is the regular term of the
current learner.

3 Simulation Experiment

3.1 Experimental Data

The simulation experiments conducted in this paper were
carried out on a server in the laboratory, with Windows
10 operating system, 16 GB memory and i7 processor
as the relevant configuration. The malware sample data
required for the simulation experiment comes from the
public dataset SoReL-20M of malware samples jointly re-
leased by network security companies Sophos and Re-
versingLabs. This dataset contains 20 million metadata
of Windows portable executable (PE) files, with cor-
responding labels. There are twelve types of malware
in the dataset, including Is malware, Adware, Flooder,
Ransomware, Dropper, Spyware, Packed, Crypto miner,
File infector, Installer, Worm, and Downloader.

3.2 Experimental Setup

Before conducting the simulation experiment, the mal-
ware and normal software in the dataset were first tested
in a separate intelligent sandbox, while recording corre-
sponding running log data. Then, N-gram features of soft-
ware running data were obtained using orthogonal testing
method, with N set to 2 as determined by the orthogonal
test.

The relevant parameters for the XGBoost algorithm
were as follows: using a tree structure model as base
learner, setting the maximum iteration times to 300, set-
ting the maximum tree depth to 5, setting the learning
rate to 0.05, and setting the minimum sample size of the
leaf to 5.

In order to verify the performance improvement of the
XGBoost algorithm, it was compared with the SVM and
BPNN algorithms. The feature parameters required for
malware attack detection using SVM and decision trees
were consistent with the improved XGBoost algorithm.
The relevant parameters for the SVM algorithm were: a
sigmoid kernel function and a penalty factor set to 1. The
relevant parameters for the BPNN algorithm were: two
hidden layers with 64 nodes in each layer, and the Relu
function used as the activation function.

Table 1: Confusion matrix

Predicted as Predicted as
Positive Case Negative Case

True positive case TP FN
True negative case FP TN

3.3 Evaluation Criteria

The detection algorithm for malware attacks is a classi-
fication algorithm, so the performance can be evaluated
using a confusion matrix (See Table 1). If only judging
whether the detection algorithm can identify malware at-
tacks, binary evaluation criteria should be used, with the
formula as follows:

P = TP
TP+FP

R = TP
TP+FN

F = 2·P ·R
P+R

(4)

where P stands for the precision, R stands for the recall
rate, and F stands for the harmonic mean of the precision
and recall rate.

The dataset in this article contains 12 types of mal-
ware, so macro indicators are needed for multi-class eval-
uation. In the multi-class evaluation indicators, each type
of malware is treated as a binary classification evaluation.
The precision of identifying this type of malware can be
calculated using Equation (4). The average precision of
all types is the macro precision of the detection algorithm.
Similarly, the macro recall rate can be calculated in the
same way, and the macro F-value can be obtained by com-
bining macro precision and macro recall rate.

3.4 Experimental Results

Figure 2 shows the detection performance of the XGBoost
algorithm when selecting N-gram, TF-IDF, and TF-IDF-
chi as feature extraction methods for malware attacks. It
can be seen from Figure 2 that using TF-IDF-chi as the
feature extraction method yielded the best performance
for the XGBoost algorithm, followed by using TF-IDF,
while using N-gram as the feature extraction method had
the worst detection performance. This result indicated
that utilizing the TF-IDF weight of key features could
effectively enhance the detection performance of the al-
gorithm, while introducing the chi-square value between
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feature words and malware in TF-IDF-chi could further
reflect correlation between feature words and categories
to improve the detection performance of the algorithm.

Figure 3 displays the binary classification performance
of three recognition algorithms for detecting malware at-
tacks, i.e., the accuracy of identifying whether a software
behavior is a malware attack. It can be seen from Figure 3
that the improved XGBoost algorithm had the highest
recognition performance, followed by the BPNN recog-
nition algorithm, while the SVM algorithm performed
worst.

The performance and identification time of three recog-
nition algorithms for the multi-classification of malware
are shown in Table 2. It can be observed from Table 2
that, for different types of malware attacks, the improved
XGBoost exhibits the highest multi-classification recogni-
tion performance, followed by the BPNN algorithm, while
the SVM algorithm performed worst. In terms of identi-
fication time, the SVM algorithm took the longest time,
followed by the BPNN algorithm, and the improved XG-
Boost algorithm required the least amount of time. Ad-
ditionally, comparing the multi-classification performance
and binary classification performance of these three recog-
nition algorithms revealed a minimal difference in the im-
proved XGBoost algorithm, a slightly larger difference in
the BPNN algorithm, and a maximum difference in the
SVM algorithm.

4 Conclusion

The XGBoost algorithm, a machine learning algorithm,
was used in this article to detect and identify malware at-
tacks. In order to improve the identification performance,
the sample features were extracted using N-gram method,
and then TF-IDF-chi was used to filter the features. Fi-
nally, simulation experiments were conducted to test the
performance of the XGBoost algorithm under three fea-
ture extraction methods: N-gram, TF-IDF, and TF-IDF-
chi. It was also compared with two other algorithms: the
SVM and BPNN algorithms. The results are as follows.

1) When using TF-IDF-chi as the feature extraction
method, the XGBoost algorithm performed the best,
followed by TF-IDF. N-gram exhibited the weakest
results.

2) In terms of binary classification for malware attacks,
the improved XGBoost algorithm demonstrated su-
perior recognition performance, compared to the
BPNN and SVM algorithms.

3) In terms of the multi-classification performance and
recognition efficiency for malware attacks, the im-
proved XGBoost algorithm remained the top per-
former, followed by the BPNN algorithm, and the
SVM algorithm exhibited the worst performance.
Moreover, when comparing the multi-classification
recognition performance to that of binary classifica-
tion, the improved XGBoost algorithm showed little

change while the BPNN algorithm decreased slightly
and the SVM algorithm significantly decreased.
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Abstract

Most of the current adversarial attacks perturb the entire
area of the image, which will not only have a significant
impact on the visual quality by perturbing the smooth
background but also increase the complexity of the in-
teraction between the attacker and the target model. To
address the problems of high query cost and easy distinc-
tion between the adversarial samples and clean images,
our method (LBQA) utilizes an attention mechanism to
generate local perturbation and improve the image quality
of the adversarial samples, and use the initial adversarial
sample as a new starting point for local black-box attack.
In addition, we also propose an improved attack method
(E-LBQA) using the concatenation of significant regions
of multiple models. Extensive experiments demonstrated
that our methods could maintain high success rates of the
attack while guaranteeing the image’s visual quality. The
experimental results also show that our attacks perform
well in terms of image quality and query efficiency.

Keywords: Adversarial Example; Black-box Attack; Deep
Neural Networks; Local Perturbation

1 Introduction

In recent years, deep neural networks (DNNs) have made
unprecedented breakthroughs in areas of artificial intelli-
gence such as image classification [30], speech recognition
[32], face recognition [27], sentiment analysis [2], semantic
segmentation [13] and medical data processing [16]. How-
ever, studies have demonstrated that attackers can pro-
duce adversarial samples by introducing some subtle, im-
perceptible perturbations to clean images in order to mis-
classify the target model. More crucially, adversarial sam-
ples could endanger our lives when used in safety-related
tasks or circumstances(e.g., autonomous driving) because
they are difficult to identify from clean images. On the
other side, adversarial attacks also help researchers to de-
sign DNN models that are more robust and perform bet-
ter. Therefore, research focusing on adversarial samples
is receiving increasing attention [17,20,29].

Szegedy et al. [26] first pointed out the vulnerability
of deep neural networks and introduced the definition of
adversarial samples. Depending on the attacker’s knowl-
edge of the model, adversarial attacks can be divided into
white-box and black-box attacks. In black-box attacks,
only the input and output of the target model can be read,
and all internal data are kept secret [1], which shows that
black-box attacks are much more difficult to succeed than
white-box attacks, and the attack scenarios are more real-
istic. The majority of existing methods create adversarial
samples by globally perturbing the original image. If all
pixel points are continuously modified in the same way,
this causes redundant perturbations, which ultimately re-
sults in an extensive number of black-box queries and
large differences between the original and adversarial im-
ages.

Since global attacks have the disadvantage of generat-
ing redundant perturbations, local attack methods have
also been proposed by numerous scholars to enhance the
quality of the adversarial samples. One such method is
the Jacobi matrix-based attack (JSMA), which was devel-
oped by Papernot et al. [24], which uses forward deriva-
tives and adversarial significant mapping to select the fea-
tures that have the greatest impact on the output target
class by searching for the two most effective pixel points
in the input and iteratively changing the pixel values to
generate the adversarial samples, but the quality of its
generated images is not well. After that, a better method
was then put forth, known as OJSMA [31], which accu-
rately chooses and updates the input features utilizing
an adversarial saliency map that mixes increasing and
decreasing features with an objective function that op-
timizes the L2 norm of perturbations of selected features.
It has improved in terms of success rate and ingestion but
sacrificed some time. Square Attack [3] finds the opti-
mal attack position by constructing a square around each
pixel point of the input image, which leads to a very high
computational cost, especially on high-resolution images.

Inspired by the above problem, this paper proposes a
local black-box query adversarial attack (LBQA) based
on perceived color distance, which can have a high attack
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success rate without being detected. The local black box
attack starting with an initial adversarial sample reduces
the complexity of the interaction between the attacker
and the target model and improves the query efficiency.
Specifically, given a clean image as input, a saliency map
is first generated using the well-liked model interpreta-
tion method which is less intrusive to clean images. The
discriminative zone is then perturbed depending on the
saliency map. Numerous experiments have demonstrated
that this method can reduce redundant perturbations
while preserving attack capabilities. Our contributions
can be divided into the following points:

� We propose a new effective local adversarial at-
tack (LBQA) for black-box that uses the disturbance
based on perceptual color difference to modify local
pixels, guaranteeing the visual quality of the adver-
sarial samples.

� Based on LBQA, we further propose E-LBQA which
exploits the effectiveness of multi-model significant
region merging sets to improve the performance of
black-box attacks.

� Compared with classical approaches, we verify that
the proposed approaches can improve the success
rate of black-box attacks and significantly reduce the
number of queries required, which also confirms the
effectiveness of the local black-box attack framework.

2 Related Works

Adversarial samples can be crafted by adding invisible
perturbations to the original image, and existing adver-
sarial attack methods can be classified into white-box and
black-box attacks. The white-box attack can obtain the
structure and parameters of the target model, which is
further divided into global and local attacks according to
the number of attack pixels. Black-box attacks can be
classified into query-based attacks and transfer-based at-
tacks. In this section, we will briefly introduce the more
popular adversarial attack methods.

2.1 Global Attacks

The current mainstream white-box global adversarial at-
tack methods can be classified into gradient-based and
optimization-based attacks, as well as decision-based at-
tacks. For example, the FGSM [14] attack is one of the
most representative gradient-based adversarial attacks,
whose main idea is to quickly generate adversarial sam-
ples by maximizing the gradient of the loss function in
one step to misclassify the model. After that, numerous
scholars improved it. BIM [18] decomposes the opera-
tion of increasing the loss function of the target attack
model by one step in FGSM into increasing the loss func-
tion by multiple small steps iteratively, MI-FGSM [11]

iteratively adds a momentum factor to enhance transfer-
ability and stabilize the update direction of the adversar-
ial perturbation. Additionally, PGD [22] generates ad-
versarial samples through additional iterations, project-
ing the adversarial perturbations into a specified range at
each iteration. Gradient-based attacks also include TI-
FGSM [12], NI-FGSM [21], VMI-FGSM [28] and others.
The CW attack [5], one of the most popular optimization-
based white-box attacks, transforms the process of gen-
erating adversarial samples into an optimization problem
by limiting the L∞, L2, and L0 norm. DeepFool [23]
is a decision-based attack that iteratively computes the
minimum adversarial perturbation under the constraint
of parameters, and gradually pushes the samples located
within the decision boundary out of the decision boundary
so that the target attack model misclassifies the adversar-
ial samples.

Although the aforementioned global adversarial at-
tacks can generate adversarial samples, they vary equally
for all pixel points, which will not only produce large gaps
with the original samples under the constraint, but also
redundantly perturb smooth background regions that are
not important for the target class impact, and more se-
riously blur the visual features of the target image and
destroy the spatial semantic information. For instance,
FGSM does not take into account the problem that the
generated perturbations can destroy the overall structure
of the image, which directly affects the threatening prop-
erty of the adversarial samples. It follows that it is nec-
essary to limit the range of adversarial perturbations and
reduce invalid perturbations.

2.2 Local Attacks

Unlike the all-pixel attack, some researchers have also
argued that perturbing a portion of the salient regions
is more effective for generating adversarial samples, and
JSMA uses Jacobi matrices to achieve a high success rate
of the attack by computing the saliency map from the
input to the output, modifying only 4.02% of the pixels
in the original image. The Jacobi matrix consists of the
partial derivatives of the output for the input, and the
saliency map for the target adversarial attack is shown
below Equation (1).

S(X, t)[i] =


0, if ∂Ft(X)

∂Xi
< 0 or

∑
j ̸=t

∂Fj(X)
∂Xi

> 0

(∂Ft(X)
∂Xi

) · |
∑
j ̸=t

∂Fj(X)
∂Xi

|, otherwise
(1)

where Xi denotes an input feature, t denotes the target
class, and S is the obtained saliency map. However, the
drawback is that the Jacobi matrix is more complicated
to calculate and resource consumption is high.

In addition, the one-pixel attack [25] is also an
optimization-based local perturbation method, which re-
stricts the adversarial perturbation to a small region and
perturbs only one or a few pixel points to achieve a good
attack effect, and the use of a differential evolution al-
gorithm can further improve the finding efficiency of the
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attacked pixel points. Following that, further local at-
tack strategies have been put forth, SGA [10] can use
the generation method of superpixels to achieve a local
smoothing attack, and Finefool [6]uses a double attention
mechanism to generate the adversarial samples.

2.3 Black-box Attacks

In contrast to white-box attacks, which perform an effec-
tive search by gradient descent, black-box attacks have
limited knowledge of the target model and no informa-
tion such as hyperparameters or training data to perform
the attack. Therefore, ZOO [8] was proposed as the first
gradient estimation-based method that uses zero-order
optimization to improve the speed of gradient estima-
tion but does not optimize confidence acquisition. Later
Bhagoji [4] et al. explored two strategies to reduce the
confidence cost: random feature grouping and query re-
duction by principal component analysis (PCA). In addi-
tion, Dong [11] et al. used alternative models of multiple
target models to attack black boxes based on transfer-
ability, but the expense of training alternative models is
high and the resulting adversarial samples do not have
excellent transferability when the attacker does not have
sufficient knowledge of the training dataset.

For the above approaches, queries on the target model
are essential, but since access to the victim model is usu-
ally restricted, queries on it can be costly in terms of time
and money. Although recent work manages to reduce the
total number of queries from millions to thousands, its
query efficiency is still less than optimal. For example,
Sign-opt [9] transforms the decision-based attack into a
problem of determining the direction of the shortest dis-
tance to the decision boundary by using a symbolic func-
tion to quickly acquire the estimated direction from the
sample to the model. Then HSJA [7] improved it based
on the decision boundary using the gradient direction and
geometric level of the binary information to update the
adversarial sample. SimBA [15] views adversarial per-
turbations to alter the model’s prediction as a discrete
optimization problem, repeatedly choosing a random di-
rection from a pre-specified set of orthogonal search direc-
tions, determining whether it is pointing toward or away
from the decision boundary using the confidence level,
and perturbing the image by adding or removing vectors
from the image.

Unlike attacking the global region, Li et al. [19] ar-
gue that the foreground is more predictive than the back-
ground, separating the foreground from the background
and searching only the foreground region randomly by
semantic segmentation model, using the segmentation
model will again consume a lot of computational re-
sources. Although the number of queries can be reduced
by local perturbation, it still requires a large number of
queries to deceive the target model. Therefore, a query-
efficient black-box attack method remains an open prob-
lem. The attacker is given the additional goal of mini-
mizing the number of black-box queries while successfully

Figure 1: Visualization of significant regions for three
models (ResNet 152, Inc Res v2, Inc v3).

constructing imperceptible adversarial perturbations.

3 Methodology

3.1 Problem Definition

Given a classifier f with parameters θ and a clean image
x whose true label is y, and a perturbation δ with a size
constraint ϵ, attackers expect the image xadv to mislead
the target model, and the query-based attack can usually
be represented as follows.

min
δ

f(x+ δ; θ) ̸= f(x; θ)

s.t. ∥δ∥p ≤ ϵand queries ≤ Q.
(2)

where Q is the maximum number of queries allowed. Our
approach is based on two types of transferability, the first
of which is the transferability of model interpreters, as
depicted in Figure 1. Although different models have
different architectures and parameters, there is already
a large overlap between models, indicating that there is
transferability between different model interpreters, fea-
ture representations are common in neural networks, and
the adversarial sample can be transferred after identify-
ing the important regions with high impact on the target
class of the model. Another feature is that the adversar-
ial samples are transferable and the learned model can be
successfully manipulated by the adversarial perturbations
generated by attacking different models, the property that
facilitates finding local pre-perturbations. Our approach
combines transfer-based methods with query-based meth-
ods to improve the query efficiency of black-box attacks.

3.2 Attack Strategy

In this paper, we propose a new black-box attack
method called Locally black-box Query Adversarial At-
tack (LBQA) based on Perceived Color Distance. This
section describes the proposed attack method in detail.

To improve the query efficiency of the black-box model
and reduce unnecessary perturbations, the initial adver-
sarial sample is first generated on the white-box and used
as a fresh starting point for the local black-box attack.
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Figure 2: Image pre-processing process.

Image enhancement operations are performed on images
with Gaussian noise and random horizontal flips to in-
crease image diversity and obtain more useful data. Fol-
lowing data preprocessing, the images are then input to
an alternative model, where attention-seeking is used to
find the significant region that affects the model’s correct
classification and binarize it under the premise of ensuring
the success rate of the attack. By causing disturbances in
this salient region based on the perceived color difference,
the initial adversarial sample x′ is produced. Given that
the pre-perturbed sample is closer to the target model’s
decision boundary than the unperturbed one, the process
of generating the initial adversarial sample can be seen
as a preparation process for the black-box attack. The
transferability of the adversarial sample can be utilized
to locally perturb x′ instead of x in a black-box manner.
The attention technique dramatically reduces the dimen-
sionality of choosing factors, which makes subsequent at-
tacks easier. The approach suggested in this work may
improve the redundancy of current global adversarial at-
tack methods, and Figure 4 depicts the whole procedure.

3.2.1 Image Preprocessing

The pixel transformation approach with Gaussian noise
and the geometric transformation method with horizon-
tal flip are utilized to improve the transferability of the
adversarial samples. Some of the pixels in the noise-added
image may cross the decision boundary because the pixel
values of the adversarial samples fall within a certain
range. As a result, normalizing allows for the preservation
of noisy information while still guaranteeing the original
data distribution. This procedure is depicted in Figure 2.

x
mix

= R(
x+ noise

∥x+ noise∥∞
) s.t. noise ∼ N(0, σ2) (3)

where x
mix

denotes the image obtained by the random
horizontal flip operation with noise added, R(.) denotes
the random horizontal flip, and noise denotes the noise
that obeys the normal distribution.

3.2.2 Finding Significant Regions

To derive the importance of different features of the input
image on the model decision. The corresponding weights

Figure 3: Finding significant areas.

are first calculated for each feature mapping in the convo-
lutional layer of the model, then they are multiplied and
accumulated with the feature maps to obtain the weighted
sum, and the influence of insignificant pixel points is fil-
tered out by applying the function (See Figure 3). Grad-
CAM identifies locally salient areas by emphasizing pixels
that are strongly associated with the class. On the one
hand, since these pixels can more accurately reflect spatial
semantic information, attacking the filtered salient maps
may be more successful than attacking the entire image.
The complexity of decision variables may be decreased in
high-resolution images by filtrating pixels, which is ad-
vantageous for black-box optimization. It is later trans-
formed into a binary map with the help of the binarization
factor k, and the binarization can be expressed as Equa-
tion (4) with umn as the pixel value at its location.

Bmn =

{
0, µmn < k
1, µmn ≥ k

}
(4)

3.2.3 Local Perturbation Based On Perceived
Color Distance

In order to ensure that an initial adversarial sample with
a high success rate of the attack is generated under cir-
cumstances that are not easily perceptible by the human
eye, an adversarial attack method based on the perceived
color distance is first constructed. The attack function is
illustrated below.

minimize
∥∥∥∆E00(x

mix, x
′
)Bmn=1

∥∥∥
2
+ αf(x

′
) (5)

The former of Equation (5) denotes the addition of
perceptual color difference-based perturbations within a
well-determined salient region (i.e., Bmn=1 ), where the
perceptual color distance CIEDE2000 is used, as shown
in Equation (6) below, where ∆L

′
, ∆C

′
, and∆H

′
are

the distances between the three-channel pixel values of L
(luminance), C (chromaticity), and H (hue) in CIELCH
space, which has been experimentally shown to better
match the human visual perception. The latter term

f(x′) = max(max
{
Z(x

′
)i : i ̸= t

}
− Z(x

′
)t, 0) is a com-

mon function that can guarantee the success rate of the
attack in CW at present.
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Figure 4: The overall framework of the attack.

In conclusion, the primary distinction between the
method in this paper and the CW attack is the local at-
tack, and secondly, the perceived color distance is used to
guarantee the visual quality.

∆E00 =

√
(
∆L′

kLSL
)2 + (

∆C ′

kCSC
)2 + (

∆H ′

kHSH
)2

where ∆R = RT (
∆C

′

kCSC
)(

∆H
′

kHSH
)

(6)

3.2.4 Local Black-box Attacks

Since the initial adversarial sample is closer to the decision
boundary of the target model than the original sample, in
order not to waste query cost, we choose to estimate the
gradient for pixels in the significant region (i.e.,Bmn=1)
and use a random grouping strategy similar to that in [10]
to improve query efficiency. All calculations depend only
on the output of the true category y, and if the top-1 cat-
egory is not y, it means we find an adversarial sample.
The output probability of the true category is denoted by
Fy and h is a small constant (set it to 0.0001 in the ex-
periment). After obtaining the overall estimate reflecting
the growth direction of Fy according to Equation (7), the

probability is reduced by updating x
′
along the opposite

direction. Eventually, the final adversarial sample is gen-
erated by combining with the BIM method, starting from
x

′

0 = x
′
continuously iteratively, and Algorithm 1 shows

the specific process.

▽x′ =


Fy(x

′
+hBmn)−Fy(x

′
−hBmn)

2h , Bmn=1

0, Bmn=0

 (7)

x∗
t+1 = clip(x

′

t + ϵsign(−▽x′ Fy)) (8)

3.2.5 E-LBQA

Given that the significant regions generated by different
models are not exactly the same, we propose an improved
approach (E-LBQA) to further improve query efficiency
by employing multiple reference models, in which the
adversarial samples are more portable, making the ini-
tial adversarial samples more likely to cheat the target
model. Only part of the details of Algorithm 1 needs to
be changed to accommodate multiple reference models.
First, we apply Grad-CAM to each of the selected several
alternative models separately, take the concatenation of
all white regions of the binary maps to determine the
final significant discriminative regions, which may con-
tain the complete local region on which the target model
depends, and generate the initial adversarial sample by
Equation (9), followed by a local black-box attack.

minimize
∥∥∥∆E00(x

mix, x
′
)
⊗

UBi

∥∥∥
2
+ αf(x

′
) (9)

H =

U∑
i

J(x
′
, y; θfi) (10)

UBi =

U∑
i

Bi (11)

where U is the number of alternative models, UBi is
the concatenation of binary maps of significant regions of
several alternative models, θfi and ith is the model with
parameter θ.
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Algorithm 1 LBQA (Local Black-box Query Attack)

Input:
benign image x; real label y; reference model f ; target
model F ; perturbation ϵ; iteration numbers T .

Output:
final adversarial example x∗.

1: Begin
2: update xmix by Eq.(3)
3: input to reference model f
4: obtain Saliency Map H
5: obtain Binary Map B by Eq.(4)
6: local perturbation by Eq.(5), obtain initial adversarial

sample x
′

7: input x
′
to target model F

8: for t = 0 to T − 1 do
9: x∗

t+1 = clip(x
′

t + ϵsign(−▽x′ Fy))

10: if x
′
succeeds mislead F then

11: end attack with x∗ as the final adversarial sam-
ple.

12: else
13: return None
14: end if
15: end for
16: return x∗ = xt

4 Experiment

In this section, we first introduce the experimental setup,
including the datasets, the models, and the evaluation
metrics of the adversarial samples. Then the performance
of the proposed approach is investigated and compared
with local attack-based versus decision-based attack ap-
proaches. In addition, it is demonstrated that attacks on
significant areas of the model are more successful than at-
tacks on non-significant regions by contrasting two partic-
ular sets of adversarial samples. Finally, ablation exper-
iments are performed to verify the effectiveness of using
the K-value and model significant graph merging sets on
the attack performance.

4.1 Experimental Setup

4.1.1 Datasets

The MNIST and CIFAR-10 datasets are used in the ex-
periment. The former dataset contains a total of 10
classes of size 28Ö28 with categories 0-9, divided into
60,000 training images and 10,000 test images. There are
60,000 images classified into 10 categories in the CIFAR-
10 datasets, with 6,000 images in each category having
a 32Ö32Ö32 pixel image size. Since the images of the
MNIST are gray, there is no need to binarize them. The
images in these two datasets also have fewer pixel points,
and the model interpreter’s visual output is not particu-
larly excellent. Therefore, to improve the attack ability
on high-resolution images, we conducted experiments on
the ImageNet-compatible dataset containing 1000 color

Table 1: Classification accuracy of different datasets
trained on different models.

Model/Datasets MNIST CIFAR-10 ImageNet
VGG16 99.22% 93.52% 88.97%
VGG19 99.28% 93.44% 88.93%
Inc v3 99.62% 94.48% 96.23%

ResNet 50 99.36% 93.49% 94.93%
ResNet 101 99.55% 93.93% 96.33%
ResNet 152 99.62% 93.88% 95.51%
Inc Res v2 99.64% 93.62% 98.84%

DenseNet 121 99.61% 94.85% 94.63%

images with a resolution of 224 Ö 224 and scaled their
image pixel points to the range [0,1].

4.1.2 Models

Table 1 displays the classification accuracy results from
various models trained on various datasets, including the
high-resolution dataset ImageNet. These models include
VGG16, VGG19, Inc v3, ResNet 50, ResNet 152, and so
on for each dataset.

The learning rate is set to 0.01 for the C&W attack,
and the optimization process is stopped early if the loss
is not decreased after 1000 iterations. The perturbation
was set to 0.05 for all other comparison methods, using
the same hyperparameter settings as the original authors.

4.1.3 Assessment Metrics

In this paper, we examine the quality of the adversarial
samples by attack success rates, average Lp norm, and
the number of queries. The percentage of samples that
successfully deceive the target model out of all generated
adversarial samples is known to attack success rate(ASR).
Average Lp norm used to measure the size of the pertur-
bation. Here, L2 distance can be chosen to measure the
perturbation size and we use L0 distance to measure the
number of perturbed pixels.

∥δ∥p = (

n∑
i=1

|δi|p)−p (12)

where δi is the adversarial perturbation of the pixel of
the adversarial sample. In addition, we measure them by
numbers required to attack a successful adversarial sam-
ple within a given query budget, which is fed into the
target model. Moreover, we introduce SSIM to measure
the similarity between the original image x and the ad-
versarial examples. The larger the SSIM value, the higher
the similarity between the two images.

SSIM (x, x∗) = [l (x, x∗)]
α
[c (x, x∗)]

β
[s (x, x∗)]

γ (13)

where α, β, γ > 0, l (x, x∗) is brightness comparison,
c (x, x∗) is contrast comparison, s (x, x∗) is structure com-
parison.
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4.2 Attack Success Rate & Image Quality

Since our attack process is partially similar to the CW
attack, Table 2 compares the average attack success rate,
L2 distance, and SSIM values of LBQA with CW at-
tack on three datasets using the alternative model as
VGG16 and target model as VGG19, Inc v3, ResNet 50,
and ResNet 101, respectively. (*) denotes white-box at-
tack and (B) denotes black-box attacks. As can be seen
from the first row, the CW attack continues to have a
high attack success rate against the white box and intro-
duces fewer adversarial perturbations. In contrast, the
CW black-box attack based on the alternative model has
a significantly lower attack success rate and reduced in-
visibility as a result of not knowing its internal informa-
tion. For our proposed attack, it improves the perfor-
mance of the black-box attack and the success rate of the
attack also improves a bit, for example, when attacking
ResNet 101, the success rate of CW(B) on the ImageNet
dataset is 17.36%, while LBQA improves to 83.17%, and
it is worth noting that the average L2 distance of LBQA is
not only lower than CW(B) but also its SSIM value on the
three datasets also performs optimally, which shows that
our method improves both the success rate of black-box
attacks and ensures the quality of visual perception.

To evaluate the performance of the proposed LBQA,
we further considered the attack success rate and im-
age quality of several local attack methods, namely the
classical algorithms JSMA, SGA, and FineFool. The al-
ternative model used is VGG16 and the target model is
VGG19 and ResNet 50 respectively for the experiments.
As shown in Table 3, our LBQA always outperforms
JSMA in terms of L2 perturbation norm and attack suc-
cess rate. Although the proportion of perturbed pixels to
all images (i.e., L0 distance) is very small for JSMA, its
cost is relatively high, and its SSIM value on the CIFAR-
10 dataset is only 0.713. Moreover, as the complexity
of the experimental dataset increases, our attack success
rate is much higher than the other three local attacks,
and although the L0 value on the MNIST is not the low-
est, the L0 value on the CIFAR-10 is lower than the SGA
and FineFool attack, and the L2 value on ImageNet re-
sponds to better image quality. More importantly, it can
be seen from Table 3 that our attack achieves optimal
results in terms of SSIM metrics, for example, the SSIM
value on the ImageNet dataset reaches 0.972 when attack-
ing VGG19, which means that the adversarial sample is
closer to the original sample. As can be seen, LBQA has
great applicability and visual quality despite not being
the best attack method.

The generated adversarial samples from the MNIST
and ImageNet datasets are shown in Figure 5 respec-
tively. In Figure 5(a), the middle two columns in the
MNIST dataset are the original images, and the two sides
are the adversarial samples generated by LBQA, while in
Figure 5(b), the first column in the figure is the origi-
nal image, the second column is the adversarial samples
generated by CW(B), and the third column is the image

Figure 5: Visualization of the adversarial samples.

generated by LBQA. we can see that CW(B) has obvious
perturbation, while LBQA generates images that are less
likely to be perceived by the human eyes and somewhat
smoother visually due to the consideration of spatial se-
mantic structure.

4.3 Attack Success Rate & Number Of
Queries

Additionally, Table 4 displays the performance of the at-
tack method in this study using the query-based approach
of ImageNet dataset (the alternative model is Inc v3)
when attacking the target models, which are respectively
DenseNet 121, ResNet 50, and VGG16. We set the bud-
get at 1000 queries to test the performance of the attack
method under the constraint of L∞ perturbation (set the
perturbation range ϵ set to 0.05) under the attack success
rate and the average number of queries required for a suc-
cessful attack. Compared with the first two methods, our
attack significantly improves its effectiveness, reaching a
success rate of about 84%. Except for DenseNet 121, the
number of queries required by LBQA on the other two
models is lower than the first three methods, although
the success rate is not as high as SimBA, the number of
queries is also reduced.

4.4 The Effect of K-value

Here, we investigate how the binarization factor k affects
an attack’s capabilities on the ImageNet dataset. Intu-
itively, if k is too small, most of the image will be modi-
fied, and thus the significant map attack is meaningless.
If k is too large, the effect is weak since just a small por-
tion of the image is altered. As can be seen in Figure 6,
The value of k is changed from 0 to 11/12 to demonstrate
the performance difference, the success of the attack in-
creases initially before decreasing. When roughly k = 1/3,
the performance is at its peak, and when k is too large,
good attack capability cannot be realized.
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Table 2: Attack capability of CW and LBQA methods on different datasets

Table 3: Attack success rate and image quality of local attack methods

Table 4: Attack success rate and the number of queries
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Figure 6: Effect of k-value on the success rate of the
LBQA.

4.5 The Impact of Model Salient Regions
on Classification

This section evaluates the impact of significant regions on
the model’s classification ability using two sets of special
adversarial samples. In one set of images, the pixels in
the significant region of the model are kept unchanged,
and the rest of the pixels are set to 0, denoted as LBQA-
S. In the other set of images, the pixels in the significant
region are set to 0 and the rest of the pixels are kept
unchanged, known as LBQA-NS. On CIFAR-10, 10,000
clean images are converted into these adversarial images
using a threshold of 1/3. Figure 7 below shows the ad-
versarial samples generated by LBQA-S and LBQA-NS.
Figure 8 displays the success rate of the LBQA-S and
LBQA-NS using the alternative model as VGG16 and
the target model as VGG19, ResNet 50, ResNet 101 and
ResNet 152, respectively. We can observe that the attack
success rate of LBQA-NS is just nearly 20%, while LBQA-
S performs much better than LBQA-NS. This depicts that
the significant regions, despite being smaller in size than
the non-significant regions, are very important for cate-
gorization. Therefore, altering the pixel regions that are
more important to the classification of the model rather
than altering other regions would enable the adversary to
trick the classifier more successfully.

Figure 7: Visualization of LBQA-S and LBQA-NS on
CIFAR-10.

Table 5: Validity of the model significance map concate-
nation

Attack ASR L0 L2 SSIM

LBQA 80.51% 45.63% 2.31 0.962
E-LBQA 89.74% 54.23% 1.86 0.981

Figure 8: The impact of different target models on the
success rate of LBQA-S and LBQA-NS.

4.6 Validity of Model Significance Map
Concatenation

Finally, to verify the effectiveness of the model salient map
merging on the quality of the generated adversarial sam-
ples, we used the ImageNet dataset, VGG16, Inc v3, and
ResNet 50 as alternative models, and the target model
was Inc res v2 for the attack, as shown in Table 5, E-
LBQA is higher than LBQA in L0, but better than LBQA
in L2 values as well as SSIM, additionally, its success rate
has also increased by almost 10%, demonstrating the ef-
fectiveness of the concatenation using model attention sig-
nificant map.

5 Conclusion

By using the spatial semantic information of images to
limit the attack zone, this work offers a new local black-
box adversarial attack (LBQA) based on the perceived
color distance that decreases the dimensionality of black-
box attacks and increases query efficiency. Experimen-
tal findings demonstrate that LBQA and E-LBQA can
effectively perform black-box adversarial attacks while
maintaining the visual quality of the adversarial samples
by combining transfer-based and query-based techniques.
Our LBQA also shows its advantages and potential on
high-resolution images (like ImageNet datasets) compared
to conventional methods. Our future work will further
improve the performance of adversarial attacks by per-
forming genetic algorithms in clearly defined regions and
utilizing pixel correlation to target only one out of every
two surrounding pixels in a salient area.
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Abstract

Universal hash functions are a very important family of
functions used in quantum key distribution, which en-
joys a higher level of security than traditional key estab-
lishment protocols. The polynomial hash functions are
the most widely used universal hash functions. Recently,
Bibak et al. generalized the polynomial hash functions
to multivariate polynomial hash functions. In this paper,
we propose a family of matrix polynomial hash functions
that extend the classical polynomial hash functions in a
new direction. Furthermore, to prove the proposed hash
family is ϵ-almost-∆-universal, we invent a technique that
recursively transforms a matrix polynomial into a system
of linear matrix equations. The technique may also be
interesting in dealing with other problems about matrix
polynomials.

Keywords: Message Authentication Code (MAC); Quan-
tum Key Distribution (QKD); Universal Hash Function
(UHF)

1 Introduction

Universal hash functions, due to Carter and Wegman
[9], have many applications in cryptography, informatiom
security, erro-correcting codes, pseudorandomness, com-
plexity theory, randomized algorithms, data structures,
parallel computing, etc. [2, 4–6,11].

In the field of cryptography, a kind of basic problem
is how to establish a common key over a public channel
for two parties which are not in the same place. The
tool to solve the problem is key establishment protocol
which usually uses methods from number theory, like the
classical Diffie-Hellman key exchange protocol [12]; see [7]
for a comprehensive treatment of the theme.

However, the security of the traditional key establish-
ment protocols relies on the computational hardness of
certain problems in number theory, such as the discrete
logarithm problem [12, 14] and the integer factorization
problem [10,17], which are shown to be solved on a suffi-
ciently powerful quantum computer running Shor’s algo-

rithm [18].
Quantum key distributions (QKD) enjoy a higher level

of security than such traditional key establishment proto-
cols, as its security relies on the foundation of quantum
mechanics rather than the computational hardness of cer-
tain mathematical problems. Thus, QKD has been proved
to be secure even against an adversary with unbounded
computational power [8].

QKD requires a quantum channel and a classical chan-
nel. First, through the quantum channel, some quantum
states are obtained and measured. Then, through the
classical channel, the parties determine which results of
their measurements can generate secret bits. Next, they
perform error correction and privacy amplification. In
addition, to avoid man-in-the-middle attack, it is vital to
authenticate these steps with a pre-shared secret [16,19].

Universal hash functions, which are used in at least
three steps, are one of the most important functions used
in QKD. In the step of error correction, QKD fix any
noise which may occur during communication with error
correcting codes which, however, correspond to universal
hash functions directly. In the step of privacy amplica-
tion, the raw key material is compressed using a shared
secret universal hash function. In the step of authentica-
tion, the message authentication codes (MACs) proposed
by Wegman and Carter [9] and its variants [5,6] are usu-
ally used, all of which use universal hash functions in their
constructions.

One of the most widely used universal hash func-
tion families is polynomial hash functions, such as Ga-
lois/Counter Mode [13] used in IPsec, SSH and TLS, and
Poly 1305 [1] used in Google Chrome’s TLS and OpenSSL.
Recently, Bibak et al. proposed two other families of uni-
versal hash functions [6] and their generalization [3]. Li
et al. also proposed a fast hash family for memory in-
tegrity [15]. But their proof is somewhat flawed, as we
will point out at the end of this paper.

Our Contributions. In this paper, we generalize the
classical polynomial hash functions using matrix theory
over finite fields.

1) We first generalize the polynomial hash functions
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over prime field Zp to a matrix polynomial functions
over Zp. The underlying main ideas are inspired
by the following two observations: The first one is
that message modularization will greatly improve the
throughput and efficiency of hash functions. The
most natural modularity is to group the message vec-
tors into appropriately sized vectors. But the prob-
lem here is that vectors don’t have powers, so we
can’t define polynomials. The second observation is
square matrices have power operations, thus we can
construct a matrix polynomial hash function using
square matrices as variables and message vectors as
coefficients.

2) The proof of the universal property of the matrix
polynomial hash functions is far less straightforward
and easy than that of the classical polynomial hash
functions. The proof of the classical polynomial hash
functions is directly based on the fundamental the-
orem of algebra which, however, does not apply to
the matrix polynomial hash functions. In order to
overcome the difficulty, we first discuss the case of
a linear matrix equation, and then solve the prob-
lem by recursively transforming a matrix polynomial
into a system of linear matrix equations. The new
technique may be also useful in dealing with other
problems about matrix polynomials.

2 Preliminaries

Notation. We use Z for the set of integers and Zn for the
ring of integers modulo n defined as Zn = {0, . . . , n− 1}.
Elements of these sets are denoted by lowercase letters.
We use uppercase letters in bold font (such as M) to de-
note matrices, lowercase letters in bold font (such as v)
to denote vectors. Matrices enclosed by square brackets,
such as [M1 M2], refer to an augmented matrix formed
by horizontally joining the columns of M1 and M2, as-
suming the number of rows in these two matrices are the
same. Matrices (or vectors) enclosed by parenthesis, such
as (v1,v2), refer to an matrix or vector formed by verti-
cally joining the rows of v1 and v2. For a set S, we write
s ← S to denote that s is chosen uniformly at random
from S.

2.1 Universal Hash Functions

In this subsection, we review several related definitions of
universal hash functions.

Definition 1. (Keyed hash functions) Let K,M and
T be finite, non-empty sets. A keyed hash function H :
K ×M → T is a function that takes two inputs: a key
k and a message m, and outputs a digest t = H(k, x),
where K, M and T are called keyspace, message space
and digest space, respectively.

Definition 2. (Universal hash functions) Let H : K×
M → T be a keyed hash function. H is universal if for

any two distinct x, y ∈ M, we have Prk←K[H(k, x) =
H(k, y)] ≤ 1

|T | . Furthermore, H is an ϵ-almost universal

(ϵ-AU) hash function if for any two distinct x, y ∈M, we
have Prk←K[H(k, x) = H(k, y)] ≤ ϵ.

Definition 3. (∆-Universal hash functions) Suppose
T is a finite additive Abelian group. Let H : K ×M →
T be a keyed hash function. H is ∆-universal if for
any two distinct x, y ∈ M and all b ∈ T , we have
Prk←K[H(k, x) − H(k, y) = b] = 1

|T | , where ‘−’ de-

notes the group subtraction operation. Furthermore, H
is an ϵ-almost-∆-universal (ϵ-A∆U) hash function if for
any two distinct x, y ∈ M and all b ∈ T , we have
Prk←K[H(k, x) − H(k, y) = b] ≤ ϵ. When T = Zn

2 =
{0, 1}n for some integer n, the operation ‘−’ can be re-
placed by ‘ ⊕’ (XOR), and H is also called ϵ-almost XOR
universal hash function.

Remark 1. Due to Definition 2 and 3, it’s easy to see that
∆-Universal hash functions are also universal hash func-
tion, ϵ-A∆U hash functions are also ϵ-AU hash functions
since T is a finite additive Abelian group in Definition 3
and b could be equal to 0.

Definition 4. Let H : K × M → T be a keyed hash
function. H is ϵ-balanced if for any nonzero x ∈ M and
any y ∈ T , we have Prk←K[H(k, x) = y] ≤ ϵ.

2.2 Polynomial Hash Functions

Universal hash functions constructed using polynomials
modulo a prime is widely attributed to Wegman and
Carter [9]. In this subsection, we review this construc-
tion.

Definition 5. Given an integer n and a prime p. Let
K = Zp, M = Zd+1

p , and T = Zp. Define hash function
H : K ×M→ T as

H(k,m) =

d∑
i=0

mik
i(modp),

for every message m = (m0,m1, . . . ,md) ∈M and every
key k ∈ Zp.

Theorem 1. [3] The hash function defined above is d
p -

almost-∆-universal.

3 Proposed Universal Hash Func-
tions

In this section, we propose a new family of universal hash
function whose idea is inpired by the construction of poly-
nomial hash functions.

Definition 6. Given integers n, r and a prime p. Let
K = {all n-by-n invertible matrices over finite field Zp},
M = Znr

p and T = Zn
p . Define hash function H : K ×

M→ T as

H(K,m) = [Kr Kr−1 . . . K]m
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where the multiplications and additions are done over Zp.

If we parse the messge vector m as r length-n blocks
and write m = (m1,m2, . . . ,mr), then the hash function
defined above is equivalently represented by

H(K,m) = Krm1 +Kr−1m2 + · · ·+Kmr.

This representation is very similar in form to the rep-
resentation in definition 5. However, the proof of the
universal property of this new hash function is far less
straightforward and easy than the proof of the universal
property of the function defined in definition 5. Here, let’s
first write down the conclusion that we’re going to prove.

Theorem 2. The hash function defined in Definition 6
is 1

pn−1 -almost-∆-universal.

To prove the theorem, we first introduce and prove the
following lemmas.

Lemma 1. The hash function defined in definition 6 is
linear. Specifically, for any two messages m′,m′′ ∈ Znr

p ,
any key K and scalar a, it holds that H(K,m′ +m′′) =
H(K,m′) +H(K,m′′), and H(K, am′) =aH(K,m′).

Proof. Let m′ = (m′1,m
′
2, . . . ,m

′
r) and m′′ =

(m′′1,m
′′
2, . . . ,m

′′
r ), where m

′
i and m′′j are length-n blocks.

Then

H(K,m′ +m′′)

= Kr(m′1 +m′′1) +Kr−1(m′2 +m′′2) + · · ·+K(m′r +m′′r )

= (Krm′1 +Kr−1m′2 + · · ·+Km′r)

+ (Krm′′1 +Kr−1m′′2 + · · ·+Km′′r )

= H(K,m′) +H(K,m′′)

and

H(K, am′)

= Kr(am′1) +Kr−1(am′2) + · · ·+K(am′r)

= a(Krm′1 +Kr−1m′2 + · · ·+Km′r)

= aH(K,m′)

Lemma 2. Let H : K×M→ T be a linear hash function.
Then H is a ϵ-almost-∆-universal hash function if and
only if H is a ϵ-balanced hash function.

Proof. “=⇒” For any nonzero x ∈ M and any y ∈ T ,
we have Prk←K[H(k, x) = y] = Prk←K[H(k, x − 0) =
y] = Prk←K[H(k, x)−H(k, 0) = y] ≤ ϵ, where the second
equation is due to the linear property of H and the last
inequality is since H is assumed as a ϵ-almost-∆-universal
hash function.

“⇐=” For any two distinct x, y ∈M and all b ∈ T , we
have Prk←K[H(k, x) − H(k, y) = b] = Prk←K[H(k, x −
y) = b] ≤ ϵ, where the second equation is due to the
linear property of H and the last inequality is since H is
assumed as a ϵ-balance hash function.

Lemma 3. Let n > 0 be an integer and p be a prime. For
any nonzero m ∈ Zn

p and b ∈ Zp, the number of vectors
k ∈ Zn

p such that k ·m = b is pn − 1.

Proof. Regarding K as an unknown vector, the equa-
tion k · m = b is a system of n-element linear equa-
tions with only one equation. Let k = (k1, . . . , kn),
m = (m1, . . . ,mn). The coefficient matrix of this equa-
tion system is m = (m1, . . . ,mn). Since m is nonzero,
the rank of the matrix is 1. Hence, the rank of the co-
efficient matrix m of this system is equal to the rank of
the augmented matrix (m|b), which is equal to 1. Thus
there must be a solution to this system of linear equa-
tions. The number of solutions of the system depends on
the dimension of the solution space of the derived sys-
tem k ·m = 0. By the theory of systems of linear equa-
tions, the dimension of the solution space of k ·m = 0 is
n− rank(m) = n− 1. Since the underlying number field
is finite field Zp, the number of solutions of k ·m = b is
pn − 1.

Lemma 4. Let n > 0 be an integer and p be a prime. For
any nonzero m ∈ Zn

p and any b ∈ Zn
p , the number of n×n

invertible matrices K over Zp such that Km = b is ex-
actly N

pn−1 , where N is the total number of n×n invertible

matrices over Zp. In other words, Pr[Km = b] = 1
pn−1

where K is uniformly chosen from the set of n×n invert-
ible matrices over Zp.

Proof. If b is zero vector, the vector m must be zero since
K is invertible. This contradicts the condition. That is,
there is no K that satisfies Km = b. Hence, we only need
to consider the case where b is nonzero.

Denotem = (m1,m2, . . . ,mn) and b = (b1, b2, . . . , bn),
where mi, bj ∈ Zp. Without loss of generality, assume
that b1 ̸= 0, since otherwise we can simply permute the
rows of K and b simultaneously such that b1 ̸= 0, without
affecting the number of possible candidates for K.

Since m is nonzero, from lemma 3, the number of vec-
tors k ∈ Zn

p such that k ·m = b1 is pn−1. Due to b1 ̸= 0,
all possible candidates for the first row k1 of K do not
include the zero vector. So, all of the k1 obatined in this
way must satisfy the requirement that matrix K is invert-
ible.

Next we consider the second row k2 of K. From lemma
3, the number of vectors k such that k ·m = b2 is also
pn−1. However, these vectors no longer necessarily satisfy
the requirement that matrix K be invertible. In order for
the matrix to be invertible, the vector k2 has to be linearly
independent of the vector k1. In other words, we have to
subtract from all possible k2 the linear combinations of
k1 that satisfy the equation k ·m = b2. Let v = ak1 be
the possible linear combination of k1 with coefficient a.
From v ·m = b2, we have v ·m = ak1 ·m = ab1 = b2.
Since b1 ̸= 0, a = b2b

−1
1 (modp). That is, there is only one

linear combination of k1 such that v ·m = b2. Hence, the
number of k2 is pn−1 − 1.

Similar to the case of the second row, now we con-
sider the jth row kj in general, where 3 ≤ j ≤ n. From



International Journal of Network Security, Vol.25, No.6, PP.1059-1063, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).18) 1062

lemma 3, the number of vectors k such that k ·m = bj
is also pn−1. However, these vectors no longer necessar-
ily satisfy the requirement that matrix K be invertible.
In order for the matrix to be invertible, it is required
that kj be not a linear combination of all the previous
rows k1, . . . ,kj−1. Let v = a1k1 + a2k2 + · · ·+ aj−1kj−1
be the possible linear combination of k1, . . . ,kj−1 with
coefficients a1, a2, . . . , aj−1. From v ·m = bj , we have
v ·m = a1k1 ·m + a2k2 ·m + · · · + aj−1kj−1 ·m =
ab1 + ab2 + · · · + abj−1 = bj . Since b1 ̸= 0, from lemma
3, the number of coefficients vector (a1, a2, . . . , an) such
that v ·m = bj is p

j−2. Therefore, the number of possible
vectors for kj such that kj is not a linear combination of
k1,k2 . . . ,kj−1 and that kj ·m = bj is pn−1 − pj−2.

Let Nk be the total number of possible matrices for K
such that Km = b, from above analyses, we have Nk =
pn−1(pn−1 − 1)(pn−1 − p) . . . (pn−1 − pn−2). In addition,
the total number of n × n invertible matrices over Zp

is N = (pn − 1)(pn − p) . . . (pn − pn−1). Hence, Nk =
N

pn−1 as claimed. When K is uniformly chosen from the
set of n × n invertible matrices over Zp, the probability
Pr[Km = b] = Nk

N = 1
pn−1 .

Now based on lemmas above, we give the proof of the-
orem 2.

Proof. (Theorem 2) Let m′,m′′ ∈ Znr
p be distinct mes-

sages and b ∈ Zn
p be any hash value. Denote m∆ =

m′ −m′′ = (m1,m2, . . . ,mr), where mi(1 ≤ i ≤ n) are
n-length blocks. Obviously, m∆ ̸= 0.

Now, we present the proof by mathematical induction.
For r = 1, from lemma 4, we have Pr[H(K,m′) −

H(K,m′′) = b]= Pr[H(K,m∆) = b] ≤ 1
pn−1 . Hence,

hash function H is 1
pn−1 -almost-∆-universal.

Next, assuming that H is 1
pn−1 -almost-∆-universal for

r ≥ 1, we show that H for r + 1 is the same.

H(K,m′)−H(K,m′′) = b

⇐⇒ H(K,m∆) = b

⇐⇒ Kr+1m1 +Krm2 + · · ·+Kmr+1 = b

⇐⇒

{
Krm1 +Kr−1m2 + · · ·+Kmr = c

Kc = b

Now, we just have to count the number of matrices K
that satisfy the last system.
Case 1: b = 0.

If c = 0, the second equation is a identity equation
which has no constraint on K; the first equation has
been reduced to the assumption that H is 1

pn−1 -almost-
∆-universal for r .

If c ̸= 0, the second equation is a contradictory equa-
tion. Therefore, no invertible key matrix K satisfies it.
Hence, H is ∆-universal in this case.
Case 2: b ̸= 0.

If c = 0, the second equation is a contradictory equa-
tion. Therefore, no invertible key matrix K satisfies it.
Hence, H is ∆-universal in this case.

If c ̸= 0, from lemma 4, the number of possible K
that satisfies the second equation is N

pn−1 , where N is the
total number of invertible n × n invertible matrices over
Zp. Hence, the number of possible K that satisfies both
equations is at most N

pn−1 . That is, Pr[H(K,m∆) = b] ≤
1

pn−1 . H is 1
pn−1 -almost-∆-universal.

Corollary 1. The hash function defined in Definition 6
is a 1

pn−1 -balance hash function.

Proof. The proof is easily derived from theorem 2, lemma
1 and 2, omitted here.

Remark 3. The proofs of lemma 1-4 and theorem 2
only use the property of Zp as a finite field, and does
not involve the more specific property of Zp. Thus, we
can extend the number field Zp to a general finite field
Fq where q is not necessarily a prime number, or more
accurately, q = pl is a power of some prime number. In
this way, the scope of the kind of hash functions has been
greatly extended, and will be more widely used.
Remark 4. A similar hash function has been proposed
in [15]. However, the underlying number field is just bi-
nary field Z2 there, not the pime fields Zp or the more
general finite field Fq as we have used here. Further-
more, the proof that the hash function is ϵ-universal
and ϵ-balance is wrong. Specifically, in the last several
rows of the proof of lemma 2 in [15], the construction
of wr depends on K, which results in the probability
Pr[Hr(K,x) = Hr(K,w)] no longer the probability re-
quired in the definition of universal hash function and
thus not illustrative.

4 Conclusions

In this paper, we first generalize the classical polynomial
hash functions to a family of matrix polynomial hash func-
tions. Then, in order to prove the proposed hash family
is ϵ-almost-∆-universal, we invent a technique that re-
cursively transforms a matrix polynomial into a system
of linear matrix equations. The technique may be also
useful in dealing with other problems about matrix poly-
nomials.

Acknowledgments

The author gratefully acknowledges the anonymous re-
viewers for their valuable comments.

References

[1] D. J. Bernstein, “The poly1305-aes message-
authentication code,” in Proceedings of Fast Software
Encryption (FSE’05), pp. 32–49, 2005.

[2] K. Bibak, Restricted Conguences in Computing.
CRC Press, 2020.



International Journal of Network Security, Vol.25, No.6, PP.1059-1063, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).18) 1063

[3] K. Bibak, “Quantum key distribution using univer-
sal hash functions over finite fields,” Quantum Inf.
Process, vol. 21, no. 121, 2022.

[4] K. Bibak, B. M. Kapron, and V. Srinivasan, “Au-
thentication of variable length messages in quantum
key distribution,” EPJ Quantum Technol., vol. 9,
no. 8, 2022.

[5] K. Bibak and R. Ritchie, “Quantum key distribution
with prf(hash, nonce) achieves everlasting security,”
Quantum Inf. Process, vol. 20, no. 228, 2021.

[6] K. Bibak, R. Ritchie, and B. Zolfaghari, “Everlasting
security of quantum key distribution with 1k-dwcdm
and quadratic hash,” Quantum Inf. Comput., vol. 21,
no. 3&4, pp. 181–202, 2021.

[7] C. Boyd, A. Mathuria, and D. Stebila, Protocols
for authentication and key establishment. Berlin:
Springer, 2020.
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Abstract

Encryption of data is an effective means of securing net-
work communication. This paper briefly introduced the
advanced encryption standard (AES) algorithm. It uti-
lized the Rivest, Shamir, and Adleman (RSA) algorithm
for encrypting the AES key to enhance the encryption
process’s efficiency. Then, the encryption and decryp-
tion efficiency, transmission efficiency, and security of the
RSA, AES, and RSA+AES algorithms were compared us-
ing the simulation experiments. It was found that the
increase in the size of transmission files increased the en-
cryption and decryption time and reduced the average
transmission rate. In terms of security, all three en-
cryption algorithms had encryption sensitivity, and the
RSA+AES algorithm had the best security performance
in encrypting sensitive information.

Keywords: Advanced Encryption Standard; Information
Protection; Network Communication; RSA Cryptosystem

1 Introduction

With the advancement and widespread use of computers
and the Internet, communication between individuals has
transcended traditional face-to-face interactions and let-
ter writing [15]. The Internet enables seamless sending
and receiving of emails, and real-time communication has
become easily achievable due to the improvement in In-
ternet transmission speeds. The Internet has significantly
facilitated interpersonal communication [17]. However,
the openness of the Internet also brings forth the risk of
information theft or tampering during data transmission.
Thus, safeguarding sensitive information during network
communication has become a critical concern. Encryp-
tion of communication data is a widely adopted method
to protect sensitive information, as it uses a key to trans-
form plaintext into ciphertext, ensuring that even if inter-
cepted, the data remains challenging to decipher [13,14].

Several related studies have explored encryption tech-
niques to enhance security. For instance, by using the
advanced encryption standard (AES) for data compres-
sion and increasing the number of rounds in the AES
encryption and decryption operations to 16, Kumar et
al. [11] improved the security of a system. Yang et al. [22]
developed an enhanced AES encryption algorithm based
on chaos theory to address security concerns. They ver-
ified its feasibility and security through simulations. Al-
bahar et al. [2] introduced a new triple algorithm com-
bining Rivest, Shamir, and Adleman (RSA) [5, 8], AES,
and TwoFish to further enhance the security of Blue-
tooth [9, 21], whose latest versions solely rely on 128-bit
AES encryption.

Experimental data confirmed that the new algorithm
eliminated all known weaknesses to improve the Blue-
tooth’s encryption security. In this context, this paper
offers a concise introduction to the AES encryption algo-
rithm and suggests incorporating the RSA algorithm to
encrypt the AES key, thus optimizing the encryption pro-
cess. Subsequently, the study compares the encryption
and decryption efficiencies, data transmission efficiencies,
and security of three encryption algorithms, namely RSA,
AES, and RSA+AES, through simulation experiments.

2 AES-based Encryption for Net-
work Communication

In asymmetric cryptography, the public key is made avail-
able to the public, and anyone can access it to perform
encryption [6,10,12,20]. However, the private key is kept
confidential by the individual, making it more secure.
Symmetric encryption technology remains one of the com-
monly used mainstream cryptographic approaches due to
its advantages of fast encryption, strong scalability, flexi-
bility, and compatibility [19].

The fundamental process of the symmetric encryption
algorithm AES comprises three main parts: key expan-
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sion, encryption, and decryption. During the encryption
process, the data is divided into several blocks, each con-
sisting of four bytes. The initial round involves perform-
ing a bitwise exclusive OR (XOR) operation on the plain-
text and the first round key. Subsequently, following the
AES encryption algorithm rules, several rounds of itera-
tions are conducted using the output of the initial round
as input, culminating in the final ciphertext after the last
round of iteration [7]. The decryption process follows
a similar procedure to encryption but utilizes the round
keys in reverse order. The AES algorithm is more efficient
in both encryption and decryption processes; however, it
also poses a higher risk of key leakage [3]. While the RSA
algorithm provides greater security, its longer key length
leads to decreased encryption efficiency. Hence, this arti-
cle proposes combining AES and RSA by utilizing RSA
for encrypting the AES keys. This approach not only
mitigates the risk of leaking AES keys but also prevents
unnecessary prolongation of the encryption process.

The process when the RSA and AES algorithms are
combined is shown in Figure 1.

1) An AES key with 128 bits is used to encrypt the
plaintext. The basic principle is as follows. A 128-
bit plaintext and the key are put into a matrix of 4×4
respectively. Then, the key matrix and the plaintext
matrix are subjected to the XOR operation [4]. After
that, the S-box of the fixed table of the AES algo-
rithm is utilized for byte replacement in the matrix.
After the byte replacement, the matrix shifts the el-
ements of each row to the left in a circular manner
based on the specified displacement amount, which
is called row shifting. Then, the column mixing op-
eration is performed. The above procedure [16] is
cycled nine times, and the column mixing is replaced
by XOR operation at the tenth cycle.

2) The RSA public key is employed to encrypt the AES
key. The encryption formula is:

C = me mod n

gcd[e, ϕ(n)] = 1

ϕ(n) = (p− 1)(q − 1)

n = pq

(1)

where C is the ciphertext, m is the plaintext, e is
the public key, p and q are two confidential prime
numbers with random 1024 bits, and n is the product
of p and q [18], which can be made public.

3) The communication ciphertext is combined with the
ciphertext of the AES key at the communication
sender, and then the combination is sent to the com-
munication receiver.

4) The communication receiver splits the received com-
bined ciphertext into communication ciphertext and
AES key ciphertext.

5) The AES key ciphertext is decrypted using the RSA
private key. The decryption formula is:

m = cd mod n

ed = 1 mod ϕ(n)

(2)

where d is the private key, which is computed by the
public key and is not public.

6) The decryption process uses the round keys in reverse
order.

3 Simulation Experiment

3.1 Experimental Environment

The simulation experiments were conducted in a server
in the lab, where three servers were set up. Server 1
served as the communication sender, server 2 served as
the communication receiver, and server 3 acted as a third
party to capture the communication data.

3.2 Experimental Setup

In the simulation experiment, servers 1 and 2 were used
to establish a server-client architecture. Server 1 initi-
ated communication while server 2 received it. The basic
process is as follows. Firstly, servers 1 and 2 performed
a handshake [23] to establish a unified AES key for en-
cryption, and then they communicated with each other.
Server 1 read the file that needs to be sent and encrypted
it using an AES key; then, RSA encrypted the key and
sent both the encrypted file and key to server 2. Finally,
server 2 received the ciphertext and decrypted it.

3.3 Experimental Projects

1) Data encryption and decryption efficiency
Files with sizes of 100, 200, 300, 400, and 500 MB
were set to test the encryption and decryption time.
Additionally, the encryption and decryption time of
both AES and RSA schemes was also tested.

2) Data transmission rate test
Files with sizes of 100, 200, 300, 400, and 500 MB
were set up respectively, and they were encrypted
and sent to the client according to the communica-
tion flow described above. The average transmission
rate was calculated from the time when the server
started sending the file to the time when the client
finished receiving the file. In addition, the average
transmission rate under the AES and RSA schemes
was also tested.
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Figure 1: Communication encryption flow of the improved AES algorithm

3) Security of data encryption
In the process of communication between the server
and client, the third-party server used the wiershark
packet capture tool to simulate the listening condi-
tion and captured the communication data. In this
test, the communication content was ”hello”, ”hella”,
”nello”, and the data captured by the packet capture
tool was compared with the sent data.

4) Encryption effect on sensitive data
When encrypting communication data, sensitive in-
formation within it is also encrypted. Sensitive infor-
mation includes the name, address and contact infor-
mation of the communication user, so the encryption
effect of the encryption scheme on the sensitive infor-
mation was also tested. Firstly, 30 names, addresses
and contact information were randomly generated,
and then the sensitive information was transmitted
under the three encryption schemes. The commu-
nication data was captured using a packet capture
tool and violently decrypted for 60 min, and the de-
crypted text was compared with the original text to
calculate the average completeness.

3.4 Experimental Results

The time required for encryption and decryption of the
three encryption schemes is provided in Table 1. Com-
paring the encryption and decryption time consumed by
the three encryption schemes under the same file size,
it can be seen that the time consumed by the RSA al-
gorithm was the most, the time consumed by the AES
algorithm was the least, and the combination of the RSA
and AES algorithms was slightly higher than the AES
scheme. The RSA algorithm is a type of encryption al-
gorithm that employs a public key to encrypt data and a
corresponding private key for decryption purposes. The
calculation method used in encryption and decryption is
different, and moreover the calculation process both in-
volves exponential operations. Therefore, it is the most
time-consuming. The AES algorithm uses a key to en-
crypt and decrypt. The process of decrypting is the op-
posite of the process of encrypting, and the arithmetic
process does not involve complex calculations. Therefore,
it takes the least time. The RSA + AES algorithm en-
crypts plaintexts with the AES algorithm in nature, and

the RSA algorithm is only applied to protect the AES
key; therefore, the encryption and decryption by the com-
bination algorithm is still faster than the RSA algorithm.
However, encrypting the AES key with the RSA algo-
rithm will take some time. As the length of the AES key
is much smaller than the plaintext, the impact is not very
large.

As can be seen from Figure 2, as the file size grew
larger, the time for encryption at the server side and de-
cryption at the receiver side in the communication process
increased, making the average transmission rate decrease.
Under the same file size, the average transmission rate of
the RSA scheme was the smallest, the average rate of
the AES scheme was the largest, and the average rate of
the RSA+AES scheme was slightly lower than that of the
AES scheme. The reason also lies in the difference of en-
cryption efficiency of the encryption scheme. The RSA
algorithm takes the longest time for encryption, which
makes the average transmission rate low. The AES and
combination algorithms take shorter time in encrypting
and decrypting data, so the average transmission rate is
high. Compared to the AES algorithm, the encryption
and decryption of the combination algorithm take a lit-
tle bit more time, which makes its average transmission
efficiency slightly lower.

Under the three encryption schemes, the packet cap-
ture program was used to capture the transmitted data
during the communication process. The captured data
content, plaintext, and average completeness after brute-
force decryption are demonstrated in Table 2. From Ta-
ble 2, it is evident that the data bytes encrypted by the
encryption algorithm were significantly different from the
plaintext. In the same encryption algorithm, the differ-
ence of only one letter in the plaintext could make a signif-
icant difference in the ciphertext, and all three encryption
algorithms had encryption sensitivity.

The cracking completeness of the three sensitive data
such as name, address, and contact information after 60
min of brute force cracking under the three encryption
schemes is displayed in Table 3. From Table 3, it can be
seen that the average cracking completeness of the three
sensitive data under the same encryption scheme did not
differ much, and the comprehensive cracking completeness
of the AES algorithm was the highest, the RSA algorithm
was the second, and the RSA+AES algorithm was the
lowest.
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Table 1: The encryption and decryption time of three encryption schemes

Encryption scheme 100 MB 200 MB 300 MB 400 MB 500 MB

Time consumption of encryption and decryption by
RSA/ms

740 950 1140 1320 1530

Time consumption of encryption and decryption by
AES/ms

520 680 870 1020 1130

Time consumption of encryption and decryption by
RSA+AES

580 730 890 1070 1190

Figure 2: Average transmission rate of files of different sizes under three encryption schemes

Table 2: Data content captured under three encryption schemes

Encryption algorithm Plaintext Plaintext hexadecimal bytes Captured data

hello 68656C6C6F 13551364da64d6355233
RSA hella 68656C6C61 20d5366d2gde2141da23

nello 6E656C6C6F 635dg2e5f62314dde212
hello 68656C6C6F 587a55a21ef56ac5dd54

AES hella 68656C6C61 98a85d65ec6f54a55723
nello 6E656C6C6F 7456fcea544f4dc44ef4d
hello 68656C6C6F 3484ada8818461da4154

RSA+AES hella 68656C6C61 7dfa2a45d5646654da11
nello 6E656C6C6F 369a5f32587df1256564
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Table 3: Brute force decryption completeness for different sensitive data types under three encryption schemes

Types of Average Cracking Comprehensive Cracking
Encryption scheme Sensitive Data Completeness/% Completeness/%

Name 3.2
RSA Address 3.1 3.2

Contact information 3.3
Name 4.2

AES Address 4.1 4.1
Contact information 4.1

Name 2.1
RSA+AES Address 2.2 2.1

Contact information 2.1

4 Conclusion

This paper offers a brief overview of the AES encryp-
tion algorithm and incorporated the RSA algorithm to
encrypt the AES key, aiming to enhance the encryption
algorithm’s performance. Subsequently, it conducted sim-
ulation experiments to compare the encryption and de-
cryption efficiency, transmission efficiency, and security of
three encryption algorithms: RSA, AES, and RSA+AES.
The results are summarized as follows.

1) With the increase of the file size in the transmission,
the encryption and decryption time for all three en-
cryption schemes rose. When the file size was the
same, RSA encryption and decryption required the
most time, whereas AES encryption and decryption
required the least amount of time. The RSA+AES
algorithm showed slightly higher time consumption
compared to the AES algorithm for the same file size.

2) As the number of transmitted files increased, the
average transmission rate of the three encryption
schemes showed a decreasing trend. Under the same
file size, the RSA scheme had the smallest average
transmission rate, while the AES scheme exhibited
the largest average transmission rate. The aver-
age transmission rate of the RSA+AES scheme was
slightly lower than that of the AES scheme.

3) All three encryption algorithms were cryptographi-
cally sensitive, meaning that even a minor change in
the plaintext can result in a substantial change in the
ciphertext.

4) Regarding the average completeness after 60 min-
utes of brute force decryption attempts, the AES en-
crypted ciphertext achieved the highest completeness
upon decryption, followed by the RSA algorithm.
The RSA+AES algorithm had the lowest complete-
ness level.
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Abstract

Public key encryption with keyword search (PEKS)
scheme enables one to send the trapdoor, which involves
the encrypted keyword in querying data without revealing
the keyword. The trapdoor should transfer into the secret
channel, which is costly and inefficient. Many articles pro-
posed efficient, secure, channel-free public key encryption
with keyword search (SCF-PEKS) schemes. After that,
many schemes focus on ”against the offline keyword guess-
ing attack (OKGA)” by enhancing the model. However,
most PEKS/SCF-PEKS schemes are constructed with bi-
linear pairing. However, the PEKS/SCF-PEKS based on
bilinear pairing is susceptible to offline keyword-guessing
attacks. In this article, we will propose a new SCF-PEKS
based on ElGamal cryptography. The scheme is secure
against offline keyword guessing attacks and improves ef-
ficiency.

Keywords: Designate Tester; ECC; ElGamal; Off-line
Keyword Guessing; PEKS

1 Introduction

Since cloud computing has become the most popular is-
sue in recent years, more and more Cloud services such as
storage space, computing resources, and various software
have been widely used worldwide. When people gradu-
ally use Cloud storage servers as the daily data storage
space and replace hard discs in desktop computers, the
problem of Cloud security has become an essential issue
in the recent study. Moreover, people usually respect pri-
vacy; for example, when a user wants to search specific
data in the Cloud with keywords, they do not want the

query contents to be known by others, including the cloud
systems [5, 13].

Public key encryption with keyword search (PEKS)
scheme, the first proposed by Boneh et al. [2] in 2004,
enables people to query data without revealing the key-
word. PEKS scheme provides one of the alternatives for
mail routing systems to route emails. For example, when
a mail server receives mail with specific keywords in the
title, such as ”urgent” or ”emergency,” the server will
route those emails to the receiver’s mobile or tablet PC,
and the receiver can read those emails immediately. The
other emails will route to the receiver’s desktop computer
and read it later.

The PEKS scheme involves three roles: sender, re-
ceiver, and server. To avoid revealing the keywords, the
sender encrypted them and appended them to the mail be-
fore uploading them to the mail server. Then, the server
stores the emails and encrypted keywords. When the re-
ceiver wants to search specific emails related to the key-
word w, they can send a trapdoor Tw, which involves the
keyword w, to the server and get the corresponding emails
after retrieving the encrypted keyword w of all the emails
by the server. However, Boneh et al.’s scheme requires
constructing a secure channel between the server and re-
ceiver for sending trapdoors. Therefore, it is unsuitable
for some applications because the building cost is high [1].

In 2008, Baek et al. [1] proposed an efficient, secure,
channel-free public key encryption with keyword search
(SCF-PEKS) scheme that removes the secure channel as-
sumption in the original PEKS scheme of Boneh et al.
In Baek et al.’s scheme, only the designated server can
test whether the trapdoor contains the specific keyword
in the server so that the trapdoors can transfer to the
public network. However, Byun et al. [3] pointed out
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that [2] may be attacked by an offline keyword guessing
attack. The attackers can capture trapdoors and have
a chance to guess keywords because of the low entropy
of keywords for searching documents. Keywords are cho-
sen from much smaller spaces than passwords. In [1],
trapdoors are transferred in the public network, and that
means anyone can capture trapdoors. Yau et al. [28]
demonstrated that outsider adversaries that capture the
trapdoors sent in a public channel could reveal encrypted
keywords by performing offline keyword guessing attacks.

In 2009 and 2010, Rhee et al. [19, 20] defined two
criteria for the SCF-PEKS scheme: ciphertext indistin-
guishability and trapdoor indistinguishability. Further-
more, they constructed an SCF-PEKS scheme that satis-
fies these criteria. Fang et al. [6] think the random oracle
model can only guarantee the existing schemes’ security
limitations. But, unfortunately, proof in the random or-
acle model has been shown to possibly not secure in the
standard model [4]. Therefore, Fang et al. proposed a
new and efficient scheme that does not require any secure
channels, and its security does not use random oracles.
Recently, Hu and Liu’s scheme constructed an enhanced
SCF-PEKS and extended the proposed scheme to secure
decryptable encryption with a designated tester [11]. All
the PEKS/SCF-PEKS schemes mentioned above are con-
structed in bilinear forms, susceptible to offline keyword
guessing attacks [27]. Although both [20] and [11] can
successfully against keyword-guessing attacks by outside
attackers, they still can not resist the inside attack.

In 2010, Gu and Zhu proposed a PEKS scheme based
on bilinear pairing [9]. No pairing operation is involved in
the encryption process, so their PEKS scheme is efficient.
In 2013, Hsu et al. outlined six existing security mod-
els of PEKS/SCF-PEKS schemes and summarized five
security requirements that must be met to construct a se-
cure PEKS/SCF-PEKS scheme [10, 14]. In 2015, Wang
et al. proposed an improved decentralized fault-tolerant
keyword search (DFKSSVS) scheme that supports verifi-
able search capabilities in the hybrid cloud. By improving
the dictionary-based keyword creation scheme, fuzzy key-
word sets are generated, and secure indexes are created
to achieve efficient fuzzy search [22].

In 2016, Wang et al. proposed an ElGamal encryp-
tion scheme with fuzzy keyword search, which has the
following advantages [24]: 1). External attackers cannot
obtain any keyword-related information without knowing
the server’s private key. 2). It not only supports accu-
rate keyword search encryption but also supports searches
when the entered keywords have spelling errors or incon-
sistent formats, which significantly improves the usability
of the system. 3). This scheme is built based on El Gamal
encryption rather than bilinear pairing encryption, which
significantly improves computing efficiency.

In 2017, Thiyagarajan and Ganesan proposed an archi-
tecture for multi-keyword search by using Bloom filters to
create indexes and generate key pairs through a pseudo-
random bit generator [21]. The Bloom filter’s search time
on large encrypted file systems is O(N) without decrypt-

ing the document, thus speeding up the process of user-
side ciphertext retrieval. To achieve greater efficiency and
security in information retrieval, Zou et al. introduced
the concept of decentralized searchable asymmetric en-
cryption in 2018, which is helpful for security and enables
search operations on encrypted data [30].

In 2019, Hu et al. proposed a secure and efficient rank-
ing keyword search for outsourced cloud data based on
chaotic arithmetic coding and obfuscation [12]. Liu and
Fan proposed an ingenious signcryption search scheme
based on key policy attributes and a specific searchable
attribute-based authentication encryption scheme [15]. In
2019, Feng et al. proposed a searchable CP-ABE pri-
vacy protection scheme that supports users to revoke it
directly [8].

In 2020, Wang et al. proposed an improved homomor-
phic encryption method for multi-keyword retrieval [23].
Their scheme can effectively solve the privacy leakage
problem of search keywords. In 2020, Liu et al. pro-
posed an encryption scheme based on the ciphertext pol-
icy attribute, supporting data retrieval, result verifica-
tion, and attribute revocation [16]. They use BLS signa-
ture technology to achieve attribute-based keyword search
encrypted result verification.

In 2021, Liu et al. proposed a novel attribute-based
IoT encryption scheme that can provide user revoca-
tion, multi-keyword search, and data integrity verifica-
tion [17]. In 2021, Feng et al. proposed searchable en-
cryption and proxy re-encryption [7]. They proposed
a blockchain data-sharing scheme based on searchable
proxy re-encryption, which solved the problems of conven-
tional blockchain data privacy leakage and rapid query. In
2021, Wu et al. proposed a searchable encryption based
on ciphertext policy attributes to eliminate these short-
comings [26]. Their scheme supports large attribute do-
mains and multi-keyword searches in electronic medical
record sharing. In 2021, Ren et al. proposed a decentral-
ized multi-authority ABSE scheme based on access trees,
which can resist keyword guessing (KG) attacks and key
recovery attacks [18].

In 2022, Wang et al. proposed a forward-safe joint key-
word search scheme for result-free pattern leakage [25].
Furthermore, they proposed a baseline joint keyword
FSSE scheme by combining the resulting pattern-hidden
joint keyword search scheme (HXT) with a single keyword
FSSE.

To construct an efficient SCF-PEKS scheme, we pro-
pose a new SCF-PEKS scheme based on ElGamal cryp-
tography. The following are some criteria that query hid-
ing needs to achieve in a cloud environment:

1) Unforgeable of the trapdoor [29]: The receiver gener-
ates his trapdoor information based on his keyword
and secret key. Others can get nothing from the trap-
door and cannot produce the same trapdoor.

2) Anonymous of the ciphertext [29]: No one could get
the embedded keywords from the ciphertext. Af-
ter the keyword is encrypted, the information is safe
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without the private key.

3) Authorized identity protection: The data sender can
produce the keyword ciphertext and authorize a spe-
cific user to search the data. Others cannot learn the
authorized users from the keyword ciphertext.

4) User authentication: Although no one can know the
authorized users’ identities, the server still has to
recognize whether the authorized user uploaded the
trapdoor. Hence, the server should be able to au-
thenticate the user’s identity.

The paper is organized as follows: Section 2 reviews the
concept of some relative works. In Section 3, we perform
an offline keyword guessing attack on two SCF-PEKS
schemes based on bilinear form. In Section 4, we list our
proposed scheme. Then, discuss and analyze the security
and performance comparison of the proposed scheme in
Section 5. The conclusion is in Section 6.

2 Related Works

In this section, we first review the concept of a bilinear
map and how PEKS/SCF-PEKS use it. Then, review the
definition of ElGamal.

2.1 Bilinear Pairing

Let G1 and G2 be multiplicative cyclic groups of prime
order p, and g be a generator of G1. We say e : G1×G1 →
G2 is a bilinear map if the following conditions hold.

1) e(Sa, V b) = e(S, V )ab for all a, b ∈ Zp and S, V ∈ G1.

2) (g, g) ̸= 1.

3) There is an efficient algorithm to compute e(S, V ) for
all S, V ∈ G1.

2.2 Public Key Encryption with Key-
word Search (PEKS) [2]

Global Parameter: G1 and G2 are two cyclic groups
and e : G1 × G1 → G2 is a bilinear map. g and h
are two generator of G1 and e(g, g) is a generator of
G2. There are two hash function H1 : {0, 1}∗ → G1

and H2 : G2 → {0, 1}log p. So, the global parameter gp
= (G1, G2, e,H1(·), H2(·), g, h), where h ∈ G1 are random
values.

KeyGenReceiver(gp). Input global parameter gp and
choose a random value α ∈ Z∗

p . It outputs public
key pkR = [g, h = gα] and private key pkR = α.

PEKS(pkR, w). First compute t = e(H1(w), h
r) ∈ G2

where w is the keyword for a random value r ∈ Z∗
p .

Output C = [gr, H2(t)].

Trapdoor(skR, w). Output Tw = H1(w)
α ∈ G1.

Test(pkR, S, Tw). Let S = [A,B]. Test if H2(e(Tw, A)) =
B. If so, output ’yes’; if not, output ’no.’

2.3 Secure Channel Free Public Key En-
cryption with Keyword Search (SCF-
PEKS)

Secure channel free public key encryption with keyword
search, also named searchable keyword encryption with
designated tester, was developed by Baek et al. [1] in 2008.
The proposed scheme is based on bilinear pairing, and the
algorithm is as follows:

Global Parameter: G1 and G2 are two cyclic groups
and e : G1 × G1 → G2 is a bilinear map where the
order is q. P is a generator of G1 and e(g, g) is a
generator of G2. There are two hash function H1 :
{0, 1}∗ → G∗

1 and H2 : G2 → {0, 1}p. So, the global
parameter gp = (q,G1, G2, e, P,H1(·), H2(·), dw),
where dw denotes a keyword space.

KeyGenServer(gp): Choose a random value x ∈ Z∗
q

and compute X = xP . Choose a random value
Q ∈ G∗

1. Return public key pkS = (Q,X) and
private key skS = x.

KeyGenReceiver(gp): Choose a random value y ∈ Z∗
q

and compute Y = yP . Return public key pkR =
Y and private key skR = y.

SCF − PEKS(pkS , pkR, w): Choose a ran-
dom value r inZ∗

q and compute k =
(e(Q,X)E(H1(w), Y ))r. Output ciphertext
C = (U, V ) = (rP,H2(k)).

Trapdoor(skR, w): Output Tw = yH1(w).

Test(skS , C, Tw): Test if H2(e(xQ + Tw, U)). If so,
output ’yes’; if not, output ’no.’

2.4 ElGamal Public Key Cryptography

ElGamal public key cryptography system was created in
1985, and its security rests on the difficulty of solving the
discrete logarithm problem. Compared to the RSA cryp-
tography system, the same document can produce differ-
ent ciphertexts as encrypting by using ElGamal cryptog-
raphy. That is, the same data encrypted at different times
are distinct thoroughly, so the attacker can not learn the
plain text from gathering a large amount of ciphertext.

ElGamal Encryption
Suppose Bob wants to send a secret message M to
Alice, he has to encrypt the message with Alice’s
public key, and Alice’s private key can only decrypt
the ciphertext. The operation is as follows:

Key Generation: Let G be a cyclic group of prime
order P with generator g, and let ZP be the field
of integers modulo P . Alice randomly chooses
a private key x and computes the public key
y = gx mod P .

Encrypt: First, Bob chooses a random value r ∈ ZP

and compute

b = gr mod P,

c = M × yr mod P.
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Finally, Bob sends ciphertext b and c to Alice.

Decrypt: As Alice receiving ciphertext b and c, she
uses her private key x to decrypt the ciphertext:

M = c× (bx)−1 mod P.

ElGamal Signature
Before Bob sends the ciphertext to Alice, he must
also create his digital signature.

Sign If Bob’s private key is x and the public key is
(y, P ) where y = gx mod P . First, Bob choose
a value k which gcd(k, P − 1) = 1 and compute
r = gk mod P . Then, compute

s = k−1(M − xr) mod (P − 1).

Finally, Bob sends (M, r, s) to Alice.

Verify As Alice gets the ciphertext and Bob’s signa-
ture, she can confirm Bob’s identity using Bob’s
public key. She only has to confirm whether the
following equation holds.

gM = yrrs mod P.

3 Analysis of Two SCF-PEKS
Scheme against KGA

In this section, we choose two SCF-PEKS schemes based
on bilinear pairs and try to attack them with an offline
keyword-guessing attack.

3.1 Attack on Scheme in [11]

The first scheme we review is Hu and Liu’s scheme. The
following is how Hu and Liu’s scheme works:

Given a security parameter λ, it returns a global pa-
rameter gp = (G1, G2, e,H1, H2, g), where H1 : {0, 1}∗ →
G1, H2 : G2 → {0, 1}∗.

KeyGenServer(gp): It randomly chooses α ∈R (ZP )
∗,

and Q ∈R G1, and returns skS = α and pkS =
(pk1, pk2) = (Q, gα) as a server’s pair of private and
public keys.

KeyGenReceiver(gp): It randomly chooses x, t ∈R

Z∗
P , and returns skR = (x, t) and pkR =

(pkR1
, pkR2

, pkR3
, pkR4

) = (gx, gtx
2

, gxt, pkS2
) as a

receiver’s pair of private and public keys.

SCF − PEKS(gp, pkR, pkS , w): This algorithm ran-
domly picks a value r ∈R Z∗

P , and check if
e(pkR1

, pkR4
) = e(pkR3

, pkS2
). If the equal-

ity is satisfied, then outputs C = [A,B] =
[(pkR2)

r, H2(e(pkR4 , H1(w)
r))].

Trapdoor(gp, pkS , skR, w): This algorithm randomly
picks a value r′ ∈R Z∗

P , and outputs Tw = [T1, T2] =

[(pkS2
)r

′
, H2(w)

1/x2 · gr′ ].

Test(gp, C, skS , Tw): This algorithm computes T =
(T2)

α/T1 and checks if B = H2(e(A, T )). If the
equality is satisfied, output ”1”; otherwise, output
”0”.

Now, we show Hu and Liu’s scheme is insecure against
offline keyword guessing attacks (OKGA) by inside at-
tackers. The following parameters (g, pkR2 , pkR4 , H1) are
public. The attacker can perform OKGA as follows:

1) The attacker compute T = Tα
2 /T1.

2) The attacker guess a keyword w′ and compute
H1(w

′).

3) The attacker check if e(pkR2
,T) = e(pkR4

, H1(w
′)).

If the equation holds, the guessed keyword w′ is valid;
otherwise, go to 2.

3.2 Attack on Scheme in [20]

Let G and GT be bilinear groups of prime order p.
Given a security parameter λ. First, we pick a ran-
dom generator g ∈ G and several random elements
u, ũ ∈ G. Let H : {0, 1}∗ → G, H1 : {0, 1}∗ → G
and H2 : GT → {0, 1}λ be hash functions that are mod-
eled as a random oracle. The global parameter gp =
(p,G,GT , e,H(·), H1(·), H2(·), g, u, ũ).

KeyGenServer(gp): Takes as an input gp. This algo-
rithm chooses a random exponent α ∈ Zp, and sets
skS = α, and computes pkS = (pkS,1, pkS,2) =
(gα, u1/α). This algorithm outputs (pkS , skS).

KeyGenReceiver(gp): Takes as an input gp. This al-
gorithm chooses a random exponent β ∈ Zp, and
sets skR = β, and computes pkR = (pkR,1, pkR,2) =
(gβ , ũβ). This algorithm outputs (pk)R, skR).

SCF − PEKS(gp, pkR, pkS , w): Takes as in-
puts emphgp, the receiver’s public key
pkR = (pkR,1, pkR,2), the server’s public key
pkS = (pkS,1, pkS,2), and a keyword w. This
algorithm chooses a random value r ∈ Zp and sets
A = pkrR,1 and B = H2(e(pks,1, H1(w)

r)). This
algorithm outputs a dPEKS ciphertext C = [A,B].

Trapdoor(gp, pkS , skR, w): Takes as inputs gp, the
server’s public key pkS = (pkS,1, pkS,2), the receiver’s
secret key skR = β, and a keyword w. This algo-
rithm chooses a random value r′ ∈ Zp and computes

T1 = gr
′
and T2 = H1(w)

1/β · H(pkr
′

S,1). This algo-
rithm outputs a trapdoor Tw = [T1, T2].

Test(gp, C, skS , Tw): Takes as inputs gp, a dPEKS ci-
phertext C = [A,B], the server’s secret key skS =
α, and a trapdoor Tw = [T1, T2]. This algorithm
computes T = T2/H2(T

α
1 ) and checks if B =

H2(e(A, (T)α)) holds. If the above equalities are sat-
isfied, output ’yes’; otherwise, output ’no.’



International Journal of Network Security, Vol.25, No.6, PP.1070-1076, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).20) 1074

Now, we show Rhee et al.’s scheme is insecure against
offline keyword guessing attacks (OKGA) by inside at-
tackers. The attacker can perform OKGA as follows:

1) The attacker compute T = T2/H(T skS
1 ) =

H1(w)
1/skR .

2) The attacker guess a keyword w′ and compute
H1(w

′).

3) The attacker check if e(pkR1
,T) = e(g,H1(w

′)). If
the equation holds, the guessed keyword w′ is valid;
otherwise, go to 2.

4 The Proposed Scheme

After reviewing the above concepts and scheme, we try to
develop a new scheme that can against outside keyword
guessing attacks. We apply the ElGamal cryptography
system to improve the efficiency of SCF-PEKS. The algo-
rithm is as follows:

LetG be a cyclic group of prime order P with generator
g.

KeyGenServer: First, select a value randomly x as pri-
vate key skS and compute X = gx mod P as public
key pkS .

KeyGenReceiver: Similar to the key generate steps of
server. First, select a random value y as private key
skR and compute Y = gy mod P . Set public key
pkR = Y .

SCF-PEKS : In this step, data sender encrypted the key-
word w with server’s public key pkS and appends
them to the encrypted message. First, choose two
random values α, θ ∈ ZP and compute

a1 = gα mod P , b1 = θH(w)× pkαS mod P .

Then, output the ciphertext of keyword C =
[C1, C2, C3] = [θpkR, a1, b1] and send C to the server.

Trapdoor: In this step, the authorized receiver produces
a trapdoor with the keyword w′ they want to search.
There are two parts to generating Trapdoor Tw′ : cre-
ate a signature using skR and encrypt the H(w′) us-
ing pkS . In the first part, the receiver chooses a value
k which gcd(k, P − 1) = 1. Then, compute

r = gk mod P and S = k−1 mod P .

Finally, output (H(w’), r, S). In the second part,
the receiver chooses another random value β ∈ ZP .
Then, compute

a2 = gβ mod P, b2 = H(w)× psβS mod P .

After two parts, it will output the trapdoor Tw′ =
[T1, T2, T3, T4] = [a2, b2, S, r] and send Tw′ to the
server.

Test: After receiving the trapdoor Tw′ , server start to
find the corresponding keyword ciphertext. First,
decrypts ciphertext C and trapdoor Tw with the
server’s private key skS as follows:

v = b1 × (askS
1 )−1 mod P = θH(w)

u = b2 × (askS
2 )−1 mod P = H(w′)

Then, compute Z = (C1)
r × rS mod P . Finally,

check if vgu mod P = uZ mod P . If it holds, it
means w = w′.

5 Discussion and Analysis

5.1 Security Analysis

This section will analyze whether the proposed scheme
meets the criteria in Section 1.

Unforgeable of the trapdoor: The receiver produces
the trapdoor with the keyword they want to search
for and their secret key. Since our scheme is based on
ElGamal cryptography, an attacker can get nothing
before solving the discrete logarithm problem. That
is, an attacker cannot get any information from trap-
doors.

On the other hand, the receiver will select two ran-
dom values to produce the trapdoor every time they
query the data, so the attacker cannot get any infor-
mation from gathering it.

Anonymous of the ciphertext: As the data sender
encrypts the keyword w before uploading to the
server, they select a random value to protect H(w).
Although the server can decrypt C3, he cannot learn
the keyword w by performing an offline keyword
guessing attack. That is, an attacker cannot get any
information from the ciphertext.

Authorized identity protection: When the data
sender encrypts the keyword, they will also au-
thorize a user who can download the data. In
the proposed scheme, the data sender will select a
random value to protect H(w) and the authorized
receiver’s public key so others cannot know the
authorized user’s identity.

User authentication: Since others cannot learn the
keyword, authorized identity, and anyone’s secret
key, the server still can perform the Test algorithm to
match trapdoor with ciphertext that is stored in the
server and send data to the authorized user. The pro-
posed scheme can achieve user authentication with-
out revealing any information.

5.2 Performance Evaluation

The proposed scheme is based on the ElGamal cryptog-
raphy system. Here, we compare the efficiency with [11]
and [20] on SCF − PEKS and Trapdoor algorithm.
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From Table 1, we could find that our scheme only
has one exponentiation computation and one hash func-
tion computation required by the data sender in the
SCF −PEKS algorithm, and the receiver requires three
exponentiation computations and one hash function com-
putation in the Trapdoor algorithm. Therefore, our
scheme is more efficient than [11] and [20].

6 Conclusions

This paper presents a more efficient secure channel-free
public key encryption with a keyword search (SCF-PEKS)
scheme based on ElGamal cryptography. This scheme is
secure against offline keyword guessing attacks and more
efficient than other SCF-PEKS schemes. We also give out
a simple analysis of the security criteria of our scheme.
However, this scheme can extend to various query types,
such as conjunctive keyword searches, range queries, etc.
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