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Abstract

The rapid increase in terminal devices in the robot en-
vironment has brought many security risks. Detecting
abnormal traffic efficiently has become an essential task
in robot safety research. The existing detection meth-
ods have the problem of high computational cost. They
cannot explicitly capture the relationship and structure
of traffic data, so it is difficult to deal with new network
attacks. This paper proposes a novel abnormal traffic de-
tection scheme based on an RBF fuzzy neural network in
a robot environment. Fuzzy rules are used to simulate the
relationship between factors. The incremental fuzzy neu-
ral network training method and batch fuzzy neural net-
work training method are combined to train the network.
The risk level derived from the fuzzy rules is de-blurred
to get the risk index of the information system. On this
basis, the attention module is introduced to enhance the
extraction of key features, enhance the interpretability of
the model, and further improve the detection accuracy.
Experimental results on the open data set CTU-13 show
that the proposed method can detect traffic effectively
and save more time than other advanced methods.

Keywords: Abnormal Traffic Detection; Attention Mod-
ule; RBF Fuzzy Neural Network; Robot Environment

1 Introduction

With the development of the robot ecosystem, a large
number of intelligent terminal devices are widely used
in a number of IoT application fields, such as smart
home [17,18], smart healthcare, smart transportation 4.0
and so on. However, the sharp increase in the number of
robot terminal equipment has brought many serious secu-
rity risks, and the complex network environment makes

the data generated by robot equipment easy to be leaked,
attacked or interrupted [11, 29, 39]. On the one hand,
the robot terminal equipment is often limited by comput-
ing, memory, bandwidth and other resources, and its own
limitations bring higher security challenges to the robot.
On the other hand, there is a close correlation between
robot devices. Once a device is invaded, it may lead to
user privacy data disclosure, network infrastructure fail-
ure, network congestion or paralysis, etc., and even cause
huge economic and social losses, seriously threatening en-
terprise and national security [40,41].

In the past few years, the rise and development of ma-
chine learning and deep learning have promoted the re-
search in the field of Internet of Things security [19,20,28],
and various types of neural networks (such as convolu-
tional neural networks [6], long short-term memory net-
works [37], and auto-encoders [31]) have been extensively
applied in the intrusion detection of Internet of Things.
Reference [2] proposed a hierarchical intrusion detection
system based on three different classifiers (decision tree,
JRP algorithm, random forest). The first two classifiers
run in parallel and feed the results to the third classifier,
achieving good results in the IDS2017 data set, but the
system model was relatively simple and the accuracy and
false positive rate are not ideal. In order to solve the prob-
lem of unbalanced samples, a CNN-FDC method based
on convolutional neural network was proposed in refer-
ence [30]. After converting KDD-CUP99 data set into
gray image, the original loss function was replaced with
focal length loss, which weakened the influence caused
by fewer attack samples. However, this model often had
low accuracy in the face of high-dimensional data. Ref-
erence [10] proposed a hybrid deep learning model CNN-
LSTM, which used long short-term memory network to
learn the time features of high-dimensional traffic data.
Compared with other advanced intrusion detection al-
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gorithms [13, 14], although the accuracy of the model
was 99.03%, the main disadvantage was that the method
based on back-propagation random gradient was used to
update the weight, which required a long time for train-
ing and updating, could not meet the low time ductility
requirements of the Internet of Things system, and the
operation cost was large. In reference [35], Transformer,
a popular method in the field of natural language process-
ing, was introduced to improve the model combined with
the traffic data set, which improved the detection accu-
racy and reduced the delay. However, the trained sample
was a statistic-based attack sample, and the detection ef-
fect was poor when it encountered propagating attacks,
which could not meet the high dynamic requirements of
the Internet of Things system [8,9, 21,24,25].

Machine learning and deep learning methods are
mostly applied to Euclidian Spaces with fixed neighbor
nodes, but in real IoT scenarios, a large number of edge
devices and sensors are connected together in a com-
plex, non-linear manner, thus forming a non-Euclidian
space with non-fixed neighboring nodes [15,27,38]. How-
ever, most of the traditional methods are shallow learning
methods, which only analyze the anomalies of the traffic
data of a single node from a statistical point of view,
and do not explicitly learn the existing relationships or
structures between variables [12, 32]. Therefore, the per-
formance of conventional deep learning methods in pro-
cessing non-European spatial data is still difficult to be
satisfactory. Some cunning intruders will launch attacks
with low-intensity and highly targeted abnormal traffic,
in which the packets are very similar to legitimate traffic
and do not cause significant changes at the level of statis-
tical analysis [34], and such new attacks are often difficult
to detect by traditional methods.

Based on neural network, this paper proposes a dis-
tributed abnormal traffic detection scheme for robot envi-
ronment. RBF neural network is used to remove the mes-
sage passing module in the network. The distributed traf-
fic anomaly detection architecture will perform anomaly
detection at the active node of each robot. The atten-
tion mechanism is introduced to calculate the attention
of each adjacent node, and the detection accuracy of the
model is further improved by optimizing the weight selec-
tion process of each fully connected layer.

2 Abnormal Network Traffic De-
tection Model

This paper considers deploying an AI distributed detec-
tion module on the side of the fog node or on the SDN
edge transponder to replace the detection methods run-
ning on the virtual server or the cloud. These detection
modules are implemented by a low-power AI processor
on the edge transponder. Each distributed unit focuses
on a subset of the data transmission business, including
the detection of module information and abnormal status
of neighboring nodes, and ultimately the localization of

Figure 1: RBF fuzzy neural network structure

abnormal traffic detection.

According to the basic principle of information secu-
rity risk assessment and the characteristics of RBF fuzzy
neural network [4,23], the information structure diagram
shown in Figure 1 is constructed, which is composed
of five layers, namely, input layer, membership function
layer, regularization layer, result layer and defuzzifying
output layer.

First layer. Input layer, whose input is consistent with
output. The three inputs are the factors that affect the
information security risk level including the probability of
threat occurrence, the value of assets, and the severity of
vulnerability.

In1(i) = out1(i) = X = [x1, x2, x3]. (1)

Second layer. The blurring layer, for each input fac-
tor, is divided into 5 levels. For example, factor 1 is di-
vided into Aj(j ∈ [1, 5]), which respectively represents
high, high, medium, low and very low, and the other two
factors are similarly divided into Bj and Cj(j ∈ [1, 5]).
These factors belong to different levels according to dif-
ferent membership degrees. Here, the membership func-
tion adopts Gaussian radial basis function. cij and bij by
are the center and base width of the membership func-
tion of the j − th fuzzy set of the i − th input variable,
respectively.

out2(i, j) = e
(out1(i)−cij)

2

(bij)
2

. (2)

Third layer. In the rule layer, each node in layer 3
is only connected to a single level node of each factor
in layer 2, then the number of nodes in layer 3 is 125,
which is expressed as Ri, i ∈ [1, 125]. That is, each rule
is determined by three factors, and the input is the result



International Journal of Network Security, Vol.25, No.6, PP.1018-1024, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).13) 1020

of the multiplication of the three.

Out3(k) = out2(1, j1)× out2(2, j2)× out2(3, j3). (3)

Fourth layer is the result layer. The nodes are rep-
resented by Oi, i ∈ [1, 125]. All rules produce different
results with different combinations of weights. Each node
of this layer is connected to the third layer. wkj is the
weight from the k−th node of the third layer to the j−th
node of the fourth layer. The transfer function uses the
logsig() function to compress the output value between 0
and 1.

in4(j) =

125∑
k=1

in3(k)wkj . (4)

out4(j) = logsig(in4(j)). (5)

The fifth layer is the deblurring layer. This layer has
only one node, which is represented by Y . The 5 level val-
ues are combined according to certain weights to produce
the final output result. wj represents the weight of the
fifth node of the fourth layer to the output layer, and the
output function uses logsig() function that compresses
the output value between 0 and 1.

in5 =

5∑
j=1

w∗
j (j). (6)

out5 = logsig(in5). (7)

As shown in Figure 2, this paper presents two inde-
pendent models for updating the attributes of nodes and
their corresponding edges. Based on this, a distributed
detection unit deployed on the edge transponder is con-
structed. The core module of the architecture consists of
edge RBF and node RBF, which are used to classify the
state of nodes and edges respectively, and update the at-
tributes of nodes and their corresponding edges. Edge de-
tection units are used to classify features and predict the
probability of anomalies on adjacent nodes, while node
detection units are used to update features of nodes and
calculate the probability of causing their own abnormal
state.

Different from the conventional RBF neural network
model, a communication channel is implemented in this
paper, and the information exchange neighborhood is es-
tablished in the channel, which is used to combine the
information of edge RBF and node RBF. The inputs to
the model represent three properties of the edge feature
and five properties of the node feature, and each neuron is
connected by a one-way link. In detail, the input and out-
put are defined: suppose there is a node j and its adjacent
nodes i = 1, 2, · · · , N . The input of the edge is composed
of the edge feature vector corresponding to the neighbor,
the information of the node itself and the edge feature
vector corresponding to the neighbor. Update the edge

feature vector through the output of the fully connected
layer. At the same time, the node RBF module also up-
dates the node’s own feature representation according to
the collected information, and then concatenates the up-
dated edge feature vector with the features of the i − th
node as the input of Softmax classifier [16,42], and finally
gets the anomaly probability of node j through classifi-
cation. Compared with other centralized intrusion detec-
tion systems, this way of information exchange does not
require explicit message passing and effectively reduces
the resource occupation.

In the forward propagation of RBF, node information
that plays an important role should be paid attention to,
while node information that plays a secondary role should
be ignored. In order to further improve the detection ac-
curacy, this paper adds the attention mechanism module
before the last layer classification. When each node up-
dates the output of the hidden layer, different weights
are assigned to each adjacent node by calculating the at-
tention of adjacent nodes, and nodes with higher weights
are taken as the focus of the neural network. The intro-
duction of the attention mechanism reduces the compu-
tational burden of processing high-dimensional data, and
makes the detection system more focused on finding sig-
nificant relevant and useful information in the data, thus
improving the output quality.

3 Experimental Results and Anal-
ysis

3.1 Experimental Environment

In order to evaluate the detection performance of the
scheme in this paper, Python, NumPy, Pandas, Pytorch
and other tools are used. Simulation experiments were
performed on a 64-bit computer using Intel i9-9700K
16GB RAM, Nvidia GeForce RTX2080Ti 32GB and ver-
sion 10.2 of CUDA.

3.2 Experimental Data

The data set used in this paper is CTU-13 [5, 33], which
is a botnet traffic dataset captured at CTU University
in 2011. The dataset contains 13 different attacks, with
each packet containing information about various clients
and servers. The network consists of 30 transponders and
170 iot devices that exchange data based on distributed
devices in the CTU.

3.3 Evaluation Index

The performance index of abnormal traffic detection de-
pends on the confusion matrix. In the confusion matrix,
the true class (TP) is the correctly classified abnormal
traffic instances; False positive class (FP) is a misclassi-
fied normal traffic instance; True and inverse class (TN)
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Figure 2: Structure of traffic anomaly detection

is a correctly classified normal traffic instance; False anti-
class (FN) is an abnormal traffic instance that is misclas-
sified. These 4 items are used to generate the following
performance evaluation indicators [7].

Accuracy, that is, the ratio of the number of samples
correctly classified by the model to the total number of
samples, is calculated as follows:

Accuracy =
TP + TN

TP + FN + FP + TN
. (8)

Precision, that is, the ratio of the number of normal
samples correctly classified by the model to the total num-
ber of normal samples, is calculated as follows:

Precision =
TP

TP + FP
. (9)

Recall, that is, the ratio of the number of intrusion
samples correctly classified by the model to the total num-
ber of correctly classified samples, is calculated as follows:

Recall =
TP

TP + FN
. (10)

False Positive Rate (FPR) is the ratio of the number
of normal samples wrongly reported as intrusions to the
total number of normal samples. The formula is as fol-
lows:

FPR =
FP

FP + TN
. (11)

3.4 Analysis of Experimental Results

In order to prove the advantages of the proposed scheme,
classical machine learning algorithms and deep learn-
ing methods were used for experimental comparison on

dataset CTU-13, including three machine learning meth-
ods and three deep learning methods. The Adam opti-
mizer is used to train the model, uniformly setting the
batch size to 1024, the learning rate to 0.0001, the batch
to 30, and the dropout to 0.5. Pytorch is used to build
a detection model, and the performance indicators of the
experiment are shown in Table 1. The results show that
the accuracy rate, accuracy rate, recall rate and false pos-
itive rate in the CTU-13 dataset are up to 0.9995, 0.9831,
0.9964 and 0.0041. This is due to the fact that the im-
proved RBF neural network model in this paper can bet-
ter learn complex features in large data sets, because the
larger the data set, the more complex the communication
mode, the more IP nodes and interaction edges. Com-
pared with other methods, the improved model in this
paper can more easily play an advantage and detect ab-
normal traffic more accurately. In addition, the intro-
duction of attention mechanism also further improves the
detection effect, making the detection performance of the
proposed scheme better than other schemes.

Table 1: Detection comparison with different schemes/%

Scheme Accuracy Precision Recall FPR
Decision tree [1] 0.7884 0.7492 0.7789 0.1845
Naive Bayes [3] 0.8089 0.8175 0.8764 0.1553

SVM 0.8575 0.9028 0.9226 0.0774
PCA-SSH [36] 0.9587 0.9044 0.9360 0.0293

BGA [22] 0.9194 0.9217 0.9517 0.0171
DAE-GAN [26] 0.9726 0.9815 0.9705 0.0097

Proposed 0.9995 0.9831 0.9964 0.0041
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Table 2: Computational complexity comparison of different schemes

Method Number of trainable parameters/103 Training time/s Testing time/s
PCA-SSH 18.7 168.4 10.41

BGA 23.3 172.6 12.51
C 43.7 266.2 18.61

DAE-GAN 6.4 98.4 9.27

Figure 3: Bandwidth comparison of different schemes

To validate the advantages of deploying distributed de-
tection units over centralized IDS, the paper also com-
pares the performance of different schemes in terms
of resource consumption and time overhead. The bar
chart shows the resource consumption between different
schemes, as shown in Figure 3. According to the data,
it is not difficult to see that the minimum bandwidth
consumption of the proposed scheme is only 856kb/s.
Compared with other mainstream methods, the resource
consumption is significantly reduced, because distributed
anomaly detection does not need to transmit data to the
IDS of the cloud server for calculation, and each detection
unit reduces the resource consumption of centralized IDS
with less bandwidth occupation.

Table 2 shows the number of training parameters and
running time of the proposed scheme and other compar-
ison schemes, using GPU to speed up the training of all
models. It can be seen that by improving the message
passing module of traditional RBF, the scheme in this pa-
per has achieved a good improvement in time overhead,
and the training time and training speed have been re-
duced. At the same time, there are few trainable param-
eters in the algorithm, which can realize efficient parallel
computation.

4 Conclusions

In this paper, a distributed abnormal traffic detection
scheme is proposed based on the complex characteristics
of device nodes in robot environment and the require-

ment of low delay and high precision detection. The RBF
convolutional neural network is optimized to replace the
existing messaging module with an improved multi-layer
perceptron to learn, making the model more suitable for
iot environment. On this basis, combined with numerous
characteristics of robot nodes, node RBF and edge RBF
are designed to implement distributed traffic anomaly de-
tection, realize localized abnormal traffic detection, and
introduce attention mechanism to further improve the de-
tection effect of the model. The experimental results show
that the proposed scheme not only improves the detection
accuracy effectively, but also reduces the overhead of net-
work communication and speeds up the detection speed.
The next step will be to perform graph structure analy-
sis on more types of traffic datasets to train and test the
model in a wider range of scenarios.
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