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Abstract

In English education, the security of English data is very
important. It is related to the leakage of English data in
the transmission process. In order to solve the problem of
uncontrollable processing behavior of parallel chaotic En-
glish data encryption and realize secure transmission of
English data of network encrypted information, a parallel
chaotic English education data based on a 4-order cellular
neural network is designed. Firstly, the 4-order cellular
neural network is synchronized by the active-passive syn-
chronization method, generating chaotic signals. Then,
the synchronous random sequence generated by the syn-
chronous chaotic signal is used for data scrambling and
diffusion. Finally, the Advanced Encryption Standard
(AES) encryption algorithm is combined with the spiral
matrix-based scrambling diffusion model, and the ellip-
tic curve is used to encrypt the AES key. The key and
encrypted data are transmitted through the public chan-
nel. The experimental results show that compared with
the application system based on parameter optimization,
the memory ratio and mixed ratio values of host compo-
nents are closer to the ideal value level under the action of
the 4-order cellular neural network, which not only solves
the problem of uncontrollable data encryption behavior
but also realizes the secure transmission and processing
of network encrypted information.

Keywords: 4-order Cellular Neural Network; AES; Paral-
lel Chaotic English Education Data; Scrambling Diffusion

1 Introduction

In the modern era of information diversification, data has
become a part of People’s daily life, and people use it
all the time. Database management technology is widely

used in data storage, reading and updating, it can provide
corresponding services according to the needs of users,
so as to achieve the purpose of easy data management
for users [16]. However, when performing specific tasks,
databases are vulnerable to a wide range of threats, such
as excessive privilege abuse, legal privilege abuse, weak
authentication, and backup data exposure [12, 18–20].
Therefore, it is essential to ensure the security of the
database [1, 44,47].

Domestic and foreign scholars have carried out a lot of
research on how to ensure the security of database. In
2016, Malik et al. [27] proposed a layered reference model
of database security agent to improve the ability of key
applications to resist malicious attacks on database man-
agement System. It enhanced the ability of firewall refer-
ence model to defend against enemies by adding trans-
mission unit modification function and attribute value
mapping function. With the development of Data infor-
mation security technology, Transparent Data Encryption
(TDE) technology [26] has entered the field of vision of
researchers, and since then, due to its excellent charac-
teristics of encryption and decryption processes are com-
pletely transparent to applications and users, it has been
widely used.

Today, TDE is the best choice for bulk database en-
cryption. Based on the principle of transparent data en-
cryption and the deployment of transparent database en-
cryption process, Almuzaini et al. [2] implemented and
tested the whole process of transparent database encryp-
tion in the SQL Server 2008 environment. Shmueli et
al. [33] studied five database encryption architectures, in-
cluding Always Encrypted (AE) and Transparent Data
encryption (TDE), Cell Level Encryption (CLE), Dy-
namic Data Masking (DDM) and Vormetric Transparent
Encryption (VTE). The study showed that choosing the
right encryption strategy was the most important to keep-
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ing your organization safe and protecting data and infor-
mation. Bhattacharjya et al. [3] studied how the mas-
sive transparent data encryption of data security solu-
tions on Microsoft SQL Server affected the performance
of database management systems. The authors conducted
stress and load tests on the performance of each system,
and the results showed that using transparent data en-
cryption on standard databases has many advantages.

Cellular Neural Network (CNN) [8, 29] is a feedback
neural network proposed on the basis of artificial neu-
ral network. It is a nonlinear system formed by a finite
number of cells arranged and connected according to cer-
tain rules [35]. When the connection and arrangement
rules of cells meet certain conditions, CNN can produce
high-dimensional hyperchaos [11,46], so it is often used to
generate high-dimensional chaotic signals and applied to
various encryption systems [22,28]. At the same time, in
order to more effectively resist various attacks, some dig-
ital encryption algorithms, such as Elliptic Curve Cryp-
tography (ECC) [15, 17, 36, 38, 41], RSA encryption algo-
rithm [6, 32, 37], etc., are also applied to encryption sys-
tems. In reference [31], the plaintext image was converted
into two-dimensional code, and then ECC was used for
encryption, and an anti-noise image encryption scheme
was proposed based on the anti-noise property of two-
dimensional code [7, 39, 40]. In reference [42], RSA al-
gorithm was improved to control the initial values of 4-
wing and Chen 4D hyperchaotic systems, and an image
encryption system with larger key space and shorter en-
cryption time was proposed [13]. Reference [43] firstly
compressed the plaintext image, and then used 4D cat
mapping and EC-ElGamal algorithm to globally scram-
ble the compressed image [10, 21, 23]. RSA and ECC are
the two most mainstream asymmetric cryptography tech-
nologies, which have the characteristics of simple key dis-
tribution and high key security [4, 14]. However, because
of the slow encryption speed of asymmetric key system,
it is difficult to be used for big data encryption. AES is
a symmetric cryptographic technology that divides plain-
text into independent plaintext blocks for block encryp-
tion. It has the advantages of flexible key length and fast
encryption speed [34], but the key distribution of AES is
more complicated. Aiming at the defects of existing im-
age encryption schemes and the advantages of symmetric
and asymmetric encryption schemes, an image encryp-
tion system based on 4-order cellular neural network and
AES encryption is proposed in this paper. The key is
distributed through the public channel, and the plaintext
image is scrambled and diffused by synchronous random
sequence and spiral matrix, which can effectively break
the correlation between the plaintext image pixels The
ability of encryption algorithm to resist differential at-
tack, noise attack and clipping attack is improved.

In recent years, with the complexity of the Internet
construction environment, parallel chaotic data, which
combines parallel characteristics with chaotic character-
istics, has become the core object of information process-
ing. However, the encryption behavior of this type of data

is always affected by various uncontrollable factors, and
ultimately the security transmission ability of encrypted
information is affected. Although the data encryption sys-
tem based on parameter optimization can define the unit
transmission capability of parallel chaotic data, it cannot
encode and decode the transmitted information accord-
ing to specific read and write rules, which is the main
reason why the secure transmission capability of network
encrypted information cannot reach the ideal standard
level all the time. In order to solve the above problems, a
novel parallel chaotic data encryption system is designed
under the function of 4-order cellular neural network.

2 Proposed Data Encryption
Scheme

The system framework of an image encryption algorithm
based on 4-order cellular neural network and AES pro-
posed in this paper is shown in Figure 1. The 4-order
CNN hyperchaotic system at the sending and receiving
ends realizes chaos synchronization through the active-
passive synchronization method [30]. The plaintext im-
age Hash function is used to generate AES encryption key
and control the generation of random sequence. After the
AES encryption key is encrypted through ECC, it is sent
to the receiving end by the public channel, and the gen-
erated random sequence is used for image scrambling and
diffusion at the sending end respectively.

2.1 Chaotic System

The model of the fourth-order cellular neural network at
the sending end is represented as follows:

ẋ1 = −x3 − x4

ẋ2 = 2x2 + x3

ẋ3 = 14x1 − 14x2

ẋ4 = 100x3 − 100x4 + 100(|x4 + 1| − |x4 − 1|)

(1)

Where, xi represents the state variable of the i−th cell
at the sending end.

In order to realize chaos synchronization between the
sender and the receiver, active and passive synchroniza-
tion methods are used in this paper, and s(t) = x3 + 4x2

is used as the driver signal of synchronization. Therefore,
Formula (1) can be expressed as:

ẋ1 = −x3 − x4

ẋ2 = s(t)− 2x2

ẋ3 = 14x1 − 14x2

ẋ4 = 100x3 − 100x4 + 100(|x4 + 1| − |x4 − 1|)

(2)

At the same time, the model of the receiving end is
represented as:

ẋ′
1 = −x′

3 − x′
4

ẋ′
2 = s(t)− 2x′

2

ẋ′
3 = 14x′

1 − 14x′
2

ẋ′
4 = 100x′

3 − 100x′
4 + 100(|x′

4 + 1| − |x′
4 − 1|)

(3)
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Figure 1: The proposed scheme

Its initial value is [-2,-2,1,1]. In formula (3), x′
i repre-

sents the state variable of the i− th cell at the receiving
end.

2.2 Key Generation

SHA-512, as a summarization algorithm, has one-way
irreversibility, uniqueness and unpredictability, and can
generate arbitrary data into a 128-bit hexadecimal string
summarization with low algorithmic complexity [9]. This
paper uses SHA-512 function to generate 128-bit hex-
adecimal string from plaintext image as AES key, and is
used to generate random sequence, so that different plain-
text image has different key and random sequence, which
greatly strengthens the security of image.

2.3 Random Sequence Generation

Suppose the size of the encrypted image isM×N , and the
chaotic signal generated by CNN and sampled is Cj(i),
i = 1, 2, · · · ,M × N , j = 1, 2, · · · , 4. The random se-
quence is generated as follows:

1) Calculate the SHA-512 value of the image and get the
vector H represented by the hexadecimal number;

2) Convert each digit of H to a decimal number, and
sum these decimal numbers to get K;

3) Generate random sequences R1, R2.

R1(i) = ⌊K × (C1(i) + C2(i))× 105⌋
mod(M ×N) (4)

R2(i) = ⌊K × (C3(i) + C4(i))× 105⌋
mod256. (5)

Where, mod(·) represents modulo operation, and ⌊
and ⌋ represents two different random sequences R1

and R2 generated by round down operation, which
are respectively used for image scrambling and dif-
fusion operations at the sending end, and the same
random sequence is used for image inverse diffusion
and inverse scrambling operations at the receiving
end.

2.4 Scrambling and Diffusion

The scrambling and diffusion operations can greatly re-
duce the correlation between adjacent pixels. At the same
time, in order to compensate for the small key space of
AES encryption algorithm, additional nonlinear opera-
tions are provided before AES encryption [25]. There-
fore, an index-based spiral matrix scrambling method is
proposed, the steps are as follows:

1) Obtain the length M and width N of the plaintext
image;

2) The spiral matrix S is generated according to M and
N ;

3) Rearrange the spiral matrix S into one-dimensional
vector form s and the plaintext image into one-
dimensional vector form p;
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4) Arrange the random sequence R1 from the largest to
the smallest, and obtain the index sequence I after
the arrangement;

5) The index sequence U is obtained by rearranging the
index vectors using the spiral matrix;

6) The scrambling sequence Q is obtained by indexing
the scrambling vector;

7) Rearrange the scrambled matrix G according to M
and N ;

8) The random sequence R2 is rearranged into a diffu-
sion matrix D according to the spiral matrix S;

9) The scrambling matrix G and diffusion matrix D are
specified or operated to obtain the ciphertext matrix
E;

2.5 Data Parallel Authentication

The data parallel authentication process must consider
three physical indexes: two-factor factor factor, secure
storage space of encrypted information [24] and encrypted
file marking factor. Two-factor factor factor is also called
PIN source protection factor, for parallel chaotic data, be-
cause the neural network environment does not limit the
information transmission behavior, so the data source up-
per and lower limit positioning coefficient have unlimited
expansion ability, which is easy to affect the encryption
execution ability of the system host, but the performance
ability of this influence is not unique. The secure stor-
age space of encrypted information refers to the maxi-
mum storage capacity of the secure encryption system for
parallel chaotic data. In a neural network environment,
the larger the remaining space of the database host, the
stronger the storage capacity of related data information.
The markup coefficient of encrypted files can restrict the
practical ability of the data read and write interface mod-
ule, and generally satisfies the change rule that the larger
the coefficient value, the stronger the module structure’s
ability to process data information [5, 45].

Let ξ indicate the two-factor coefficient and µ indicate
the encryption file marking coefficient. F (d) represents
an indicator function based on the secure storage space
of encrypted information. F ′(d) represents the inverse
function of F (d). d represents a given parallel chaotic
data index. The data parallel authentication condition
can be defined as:

K =
Q/ξ[F (d)− F ′(d)]2

µ
√
x2
1 + · · ·+ x2

n

. (6)

Where x2
1+ · · ·+x2

n represents n different data encryp-
tion calibration values, and n represents the maximum
query result of the calibration instruction. In order to
ensure the application security of encryption system, all
parallel identities of chaotic data to be stored must be
authenticated by neural network host.

Figure 2: Encryption algorithm execution flowchart

2.6 Encryption Execution Flow

For parallel chaotic data, the encryption execution pro-
cess should start with the data text definition. In the neu-
ral network environment, the storage form of these data
samples is not unique, and its specific order of magnitude
level should match the real-time input volume of paral-
lel chaotic data samples. In order to satisfy the chaotic
mapping relationship of data information, the neural net-
work host should follow the principle of parallel identity
authentication when processing data samples. Generally
speaking, only the data samples that fully meet the au-
thentication standards can have the ability of secondary
transmission. The specific execution process is shown in
Figure 2.

In the cognitive range of encryption execution law,
whether the information parameter conforms to the data
parallel authentication standard is the only criterion to
judge whether the information parameter belongs to the
parallel chaotic data. At this point, the implementation
of the implementation of the hardware and software en-
vironment, the combination of the two to complete the
parallel chaotic data security encryption system based on
neural network design.

3 Instance Analysis

The control ability of network host for parallel chaotic
data encryption processing can be considered from two
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aspects: memory ratio and mixed ratio. Under normal
circumstances, with the increase of parallel chaotic data
transmission volume, the two indicators of memory ratio
and mixed ratio will show a trend of increasing change,
but when the ratio value exceeds the rated limit value
(ideal maximum value), it can be judged that the net-
work host is uncontrollable for the current parallel chaotic
data encryption processing behavior. Therefore, it can be
considered that when the memory ratio and mixing ratio
curves are close to the ideal numerical curve, but do not
exceed the rated maximum value, the network host has
the strongest control ability for parallel chaotic data en-
cryption processing.

Two Internet hosts with identical configurations were
selected as experimental objects, in which the experimen-
tal host was equipped with a parallel chaotic data secu-
rity encryption system based on neural network, and the
control host was equipped with a data encryption system
based on parameter optimization. The specific experi-
mental execution process is as follows:

Step 1: Configure the Internet host of the experimen-
tal group and the control group at the same time,
and input the neural network control program and
parameter optimization control program into the es-
tablished host components;

Step 2: Control the actual input of parallel chaotic data,
and record the value change of correlation coefficient
index after removing unreasonable information pa-
rameters;

Step 3: Record the value changes of memory ratio and
mixed ratio, and compare the actual recorded results
with the ideal values.

Table 1 records the change of ideal values of memory
ratio index and mixed ratio index in experimental group
and control group. Here, PCD: Parallel chaos data input,
MER: memory ratio, MIR: mix ratio.

Table 1: Ratio indicator ideal value

PCD/Mb MER/% MIR/%
0 12.6 30.1
10 15.8 37.7
20 24.5 45.0
30 26.4 60.1
40 32.0 65.2
50 36.3 68.8
60 37.5 72.9
70 42.6 77.4

According to the analysis of Table 1, as the input vol-
ume of parallel chaotic data increases, both the memory
ratio index and the mixed ratio index show a continu-
ous increasing trend, but the unit increase value of the

mixed ratio index is significantly greater than that of the
memory ratio index.

Figure 3 reflects the actual changes of the memory ratio
index in the experimental group and the control group.

The analysis of Figure 3 shows that the initial value of
the memory ratio index of the experimental group is com-
pletely consistent with the initial value of the ideal curve.
If this node is not considered, when the input volume of
parallel chaotic data is equal to 60Mb, the difference be-
tween the memory ratio index of the experimental group
and the ideal index is the smallest, only 1.2%. The initial
value of the memory ratio index of the control group is
slightly larger than the initial value of the ideal curve. If
this node is not considered, when the input amount of
parallel chaotic data is equal to 10Mb, the difference be-
tween the memory ratio index of the control group and
the ideal index is at least 4.3%, which is higher than the
physical value difference of the experimental group.

Figure 4 reflects the actual changes of the mixed ratio
index of the experimental group and the control group.

According to figure 4, the initial value of the mixed pro-
portion index of the experimental group is also completely
consistent with the initial value of the ideal curve. If this
node is not considered, when the input volume of parallel
chaotic data is equal to 60Mb, the difference between the
mixed proportion index of the experimental group and the
ideal index is the smallest, only 2.8%. The initial value of
the mixed proportion index of the control group was sig-
nificantly higher than the initial value of the ideal curve.
During the whole experiment, when the input of parallel
chaotic data was equal to 30Mb, the difference between
the mixed proportion index of the control group and the
ideal index was at least 5.5%, which was higher than the
difference of the physical value of the experimental group.

In summary, under the effect of neural network sys-
tem, both the network host memory ratio index and the
mixed ratio index can better fit the ideal value change
curve. Compared with the application system based on
parameter optimization, the difference between the ex-
perimental index and the ideal index is significantly re-
duced under the effect of the new system. It can not only
solve the problem that the parallel chaotic data encryp-
tion processing behavior is uncontrollable, but also realize
the secure transmission of network encrypted information,
which meets the practical application requirements.

4 Conclusion

Aiming at the new parallel chaotic data security encryp-
tion system, the neural network system is taken as the
entry point, and under the role of BP topology, the en-
cryption processing module and data reading and writing
interface module are combined to authenticate the paral-
lel identity of the transmitted information by constructing
a chaotic mapping relationship, so as to improve the en-
cryption execution process of the system. From the per-
spective of experimental results, the trend of the memory
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Figure 3: Memory ratio change curve

Figure 4: Mixing ratio change curve



International Journal of Network Security, Vol.25, No.6, PP.1010-1017, Nov. 2023 (DOI: 10.6633/IJNS.202311 25(6).12) 1016

ratio index and the mixed ratio index can fit the ideal
numerical curve well, and the physical difference between
them is low, which not only solves the problem of uncon-
trollable parallel chaotic data encryption processing, but
also realizes the secure transmission of network encrypted
information.
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