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Abstract

Given the current industrial control system security sit-
uation prediction method accuracy is insufficient, the
model is challenging to build. Aiming at the above prob-
lems, this paper proposes a security situation prediction
method for industrial control systems based on the self-
attention mechanism and GRU neural network. Firstly,
the self-attention mechanism generates attention weight
combined with security situation data. Secondly, The
data with attention weight is input to the gated cyclic
unit to mine the correlation between the safety data of
the industrial control system. Finally, the trained model
is used to predict the security situation of the industrial
control system, and the final predicted security situation
value is output. Experimental results show that the pro-
posed method has faster convergence speed and higher
accuracy than existing network security situation predic-
tion methods.

Keywords: Gated Recurrent Unit; Industrial Control Sys-
tem; Neural Network; Security Situation Prediction; Self-
Attention Mechanism

1 Introduction

Industrial control system refers to the induction, analy-
sis and arrangement of all kinds of information collected
by sensors and LAN through industrial control computer,
to realize the integration of information management and
automatic control, and can ensure the security of infor-
mation through authority authentication [4,6]. It usually
includes supervisory control and data acquisition system,
distributed control system, process control system and
programmable logic controller [14].

In recent years, there have been a lot of organized,
hidden, long-lasting and large-scale cyber attacks against
Industrial control system, many of which are mixed with
national background, such as ”Stuxnet” virus, Ukraine

power grid virus incident, etc [15].Traditional security
measures, such as access control and firewall, only ana-
lyze the system from their own point of view, and do not
consider the correlation between information, lack of a
certain systematic, and the traditional defense measures
are also relatively passive, difficult to deal with Industrial
control system attacks [7]. It is different from traditional
security measures, industrial control system security sit-
uational awareness can get information combined with
other factors in the system, and the safety of the sys-
tem state is given, and the macro security situation, and
values according to the current safety situation of system
to predict the security situation in the future, so as to
realize the early warning, make the process more active
and defense has targeted [13].

Security situation awareness is usually divided into
three stages: security situation recognition, security situ-
ation understanding and security situation prediction.At
present, there are many methods for security situation
awareness. Shi [11] proposed a security situation as-
sessment method of industrial control system based on
improved probabilistic neural network, which used the
improved Drosophila algorithm to optimize the param-
eters of the probabilistic neural network, and used the
optimized probabilistic neural network for training, and
achieved good evaluation results. Zhu [12]combined the
information entropy with the improved LSTM, which ef-
fectively removed the noise redundancy, reduced the com-
putation amount and improved the prediction accuracy.
Yang [17] applied the self-correcting coefficient smooth-
ing method to network security situation prediction. The
initial prediction value was obtained by static smoothing
adaptive solution, and the time-varying weighted Markov
chain was used to modify the initial prediction result of
network security situation, which has high adaptability
and prediction accuracy.

Through the above analysis, this paper studies and an-
alyzes the industrial Internet security situation predic-
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tion method, and combines the security situation char-
acteristics of industrial control system and the attack
threat probability distribution in the industrial control
vulnerability sub-library of the china national vulnerablil-
ity database to obtain the security situation assessment
values at different times. Then, a security situation pre-
diction method combining self-attention mechanism and
Gated Recurrent Unit (GRU) is proposed, which improves
the prediction accuracy and provides support for the re-
search work of industrial control system security situation
prediction.

2 Security Situation Prediction
Model Method Based on Self-
Attention-GRU

2.1 Self-Attention Mechanism

By referring to the attention of human brain, the self-
attention mechanism enhances the attention degree of
key information to improve the contribution of key in-
formation to the results [5]. The neural network with
self-attention mechanism can help the model to better
learn the relationship between multiple content modali-
ties, avoiding the neural network to treat different predic-
tors equally and ignore the special attention to important
information [3].The structure of the self-attention mech-
anism is shown in Figure 1.

Figure 1: Structure diagram of self-attention mechanism

Self-attention models often adopt the query-key-value
(QKV) model, where Q, K, and V in the self-attention
mechanism come from the same input [10]. Given the
input matrix I, matrices Q, K and V are obtained af-
ter different matrix transformations.The matrices Q, K
and V are obtained after different matrix transformations.
Firstly, the similarity of the query matrix Q and the key
matrix K is calculated by transpose multiplication, and
the correlation matrix A is obtained.Secondly, the cor-
relation matrix A is normalized to obtain B by softmax
operation. Finally, the normalized correlation matrix B

Figure 2: GRU structure diagram

is multiplied by the value matrix V to obtain the result of
the self-attention layer. The calculation of self-attention
mechanism is shown in Equation (1):

fSelf−Att(Q,K,V ) = softmax(
QKT

√
dK

)V. (1)

In the above equation, Q ∈ Rn×dk , K ∈ Rn×dk ,V ∈
Rn×dv , T is the transpose of the matrix, dk,dv are the di-
mensions of the vectors k, v. In essence, the self-attention
mechanism is to re-encode an n×dk matrix into an n×dv
matrix by considering the global information through ma-
trix operation, and assign different weights to different
data.

2.2 Gated Recurrent Unit

In order to solve the problem of gradient disappearance
and short-term memory in recurrent neural networks, its
variants LSTM and GRU introduce the internal mecha-
nism of ”gates” to regulate information flow [20]. Com-
pared with LSTM, GRU has simpler structure and cal-
culation process, and fewer parameters, so it converges
faster than LSTM [19]. Therefore, the GRU model is se-
lected to extract data features in this paper.

The unit state is removed from the GRU structure, and
the hidden state is used to transmit information. Its core
structure can be divided into two parts to parse, namely
the update gate zt and the reset gate rt, whose structure
is shown in Figure 2.

The update gate zt decides to retain information and
add information to control the influence of the output hid-
den state at the previous time on the current time. The
reset gate rt decides to discard information, controlling
how much information is ignored in the previous moment.
At time t, the update gate and reset gate are firstly cal-
culated.Then the new memory content will then use the
reset gate rt to store past related information. Finally, the
network calculates the hidden state ht, which retains the
information of the current unit and passes it to the next
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unit. GRU updates parameters through Equations (2)
to (5) :

zt = σ (W z · xt +Uz · ht−1) (2)

rt = σ (W r · xt +U r · ht−1) (3)

h̃t = tanh
(
W̃ · xt + Ũ · (rt ◦ ht−1)

)
(4)

ht = (1− zt) · ht−1 + zt · h̃t (5)

In the above equations Wz, Wr, W̃ , Uz, Ur, Ũ are the
weight matrix of the GRU. xt is the input vector at time
t, ht−1 denotes the state information at time t-1, h̃t de-
notes the candidate hidden stateis, ht denotes the hidden
state, ◦ stands for the element multiplication operation,
σ stands for the sigmoid function.

2.3 Prediction Value Solving Process

Different data in industrial control systems have different
importance. To pay more attention to the important in-
formation in the industrial control system security data,
this paper proposes a security situation prediction method
for industrial control system based on self-attention mech-
anism and GRU neural network. Using the proposed
method for security situation prediction can better mine
the relationship between the original security data, en-
sure that important information is not lost, and improve
the prediction accuracy [21]. As shown in Figure 3, the
network model of this method is mainly composed of the
input layer, the self-attention layer, the GRU layer, and
the output layer.The model is described as follows.

1) Input layer: the industrial control system security
situation data is used as the input of the model. The
data sequence can be expressed as x1, · · · , xn, and
xi is the security situation value at different time
points.The industrial Internet security situation data
is converted into a tensor suitable for model process-
ing, and the shape of the input tensor is (number of
samples sent, number of loop kernel time expansion
steps, number of input features per time step) : In
the first dimension, the number of samples is the total
amount of data sent to the input layer. In the second
dimension, the number of loop kernel time expansion
steps is how much historical data is input in a batch
at a time. The third dimension is the dimension of
the input feature at each time step.

2) Self-attention layer: The self-attention mechanism
can assign the information of all input items in the
sequence to each item, that is, each input item can
use the information of the whole sequence to rea-
son [2]. The self-attention layer improves the impor-
tant information contribution by iteratively updating
the weight of input features. The data sequence S is
changed to the data sequence Y by assigning differ-
ent importance weights to different data through the
self-attention layer.

Figure 3: Structure of Self-attention-GRU model

3) GRU layer: A two-layer GRU neural network is used
to receive new inputs from the self-attention layer for
learning [16]. The first layer of GRU neural network
is used to preliminarily predict the security situation
data and capture the internal variation law of the
sequence. The second GRU makes more accurate
predictions based on the processed data of the first
layer.Let the output of the GRU layer be h:

h = GRU (hn−1, yn) . (6)

4) Output layer: The output layer calculates the output
prediction results through the fully connected layers
(FCN), and the output is expressed as follows:

Ypredict = FCN(h). (7)

2.4 Loss Function

In the training phase of the network, the mean square
error function (MSE) is used as the loss function of the
model, which is mathematically defined as follows:

MSE =
1

n

n∑
i=1

(ŷi − yi)
2

(8)

In the above equation, n is the number of samples; yiis

the actual value;
∧
yi is the model output value.

Since the whole prediction process is smooth and differ-
entiable, end-to-end learning can be used to jointly opti-
mize the network parameters directly through the forward
propagation of the neural network and the back propaga-
tion of the gradient.

The Adam optimization algorithm is used to optimize
the model parameters [18]. In the optimization process,
the weight matrix and bias of neurons are iteratively up-
dated by minimizing the loss function to minimize the
output value of the loss function.
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3 Experimental Scheme and
Analysis of Results

3.1 Experimental Scheme

In order to verify the accuracy of the proposed predic-
tion model, the natural gas dataset publicly available from
Mississippi State University is used as the experimental
basis. In total, the dataset contains records of 274,627
Modbus network packets, of which 60,048 packets are re-
lated to cyber attacks. The natural gas dataset contains
normal data and seven different types of attack data, as
shown in Table 1.

At present, there is no clear definition of security situ-
ation assessment indicators for industrial control systems,
and most of them consider three elements: threat, asset
and vulnerability [1]. The threat is evaluated according to
the probability distribution of each attack threat in the
industrial control vulnerability sub-library of the china
national vulnerablility database. Since this experimen-
tal data set does not provide relevant data of assets and
vulnerabilities, the assets and vulnerabilities elements can
be simulated by using values in line with the Poisson dis-
tribution according to the trend of data change and the
characteristics of Poisson distribution [8]. However, con-
sidering that the experimental environment is unchanged
and the assets and vulnerabilities are fixed values, the
threat value when an attack occurs can be used as the
security situation value of the industrial control system.
Each data is normalized to the industrial system secu-
rity situation value [9]. The normalization formula is as
follows:

x′ =
x−min(x)

max(x)−min(x)
(9)

In the above equation, x is the data before processing,
min(x) and max(x) are the minimum and maximum val-
ues in the dataset before processing, x’ is the data value
after normalization. After experiments, it is found that
part of the natural gas data set has a periodicity with a
period of 4, so the average value of every 4 normalized
values is taken as the security situation value of the in-
dustrial control system. The first 1000 industrial control
system security situation values are shown in Figure 4.
The first 90% of 68656 security situation data is selected
as the training set and the last 10% is used as the test set.
The training set data is input to the model to obtain the
training output, and Equation (8) is used to measure the
loss value between the training output and the training
label. The model’s learnable parameter vector is continu-
ously optimized according to the Adam back propagation
algorithm.The trained optimal model is saved and input
into the test data set to obtain the corresponding predic-
tion value.
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Figure 4: Industrial control system security situation
value

3.2 Analysis of Experimental Results

The experimental environment of this paper is: Windows
10 operating system, Python3.6 environment using Keras
deep learning framework based on TensorFlow.The hard-
ware configuration is: 64-bit operating system, proces-
sor is AMD Ryzen 7 5800H with Radeon Graphics CPU
3.20GHz

3.2.1 Evaluate Metric Selection and Parameter
Settings

In this paper, two measurement methods are selected to
evaluate the proposed prediction model: mean absolute
error (MAE) and root mean square error (RMSE).The
specific formula is defined as follows:

MAE =
1

n

n∑
i=1

∧
|yi − yi| (10)

RMSE =

√√√√ 1

n

n∑
i=1

(ŷi − yi)
2

(11)

In the above equation, n is the number of samples; yi

is the actual value;
∧
yi is the model output value. After

data preprocessing in Section 3.1, the optimal parameters
of the combined model are obtained through experiments:
the number of GRU layer memories is 64 for each layer,
the time step is 20, the Batch size is 256, the parameters
of Adma optimizer are 0.001, and epochs is 20.

3.2.2 Prediction Accuracy Analysis

In order to evaluate the performance of the proposed
model in security situation prediction, comparative exper-
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Table 1: Attack categories and corresponding abbreviations

Category Description Label
Normal Normal data 0
NMRI Simple malicious response injection attack 1
CMRI Complex malicious response injection attacks 2
MSCI Malicious status command injection attack 3
MPCI Malicious parameter command injection attack 4
MFCI Malicious function command injection attacks 5
DoS Denial of service attack 6
Recon Reconnaissance attacks 7

iments are carried out with other deep learning methods,
including GRU, LSTM, RNN, Self-Attention-LSTM,and
Self-Attention-RNN. The performance of each model is
shown in Table 2.

Table 2: Comparison of model prediction error indicators

Prediction model RMSE MAE
Proposed 0.069598 0.013859

Self-Attention-LSTM 0.069715 0.016482
GRU 0.070083 0.024133
LSTM 0.071150 0.033075
RNN 0.069416 0.023168

Self-Attention-RNN 0.069329 0.020466

In this paper, two evaluation indexes, mean absolute
error and root mean square error, are selected to measure
the accuracy of the prediction results. The two evalua-
tion indexes respectively represent the deviation between
the predicted value and the true value and the fitting ac-
curacy, and the smaller the value, the better the predic-
tion effect. According to Table 2, the proposed method,
The MAE of Self-attention-LSTM prediction results are
0.013859 and 0.016482. Compared with the MAE of
GRU, LSTM and RNN prediction results are 0.024133,
0.033075 and 0.023168 respectively, it can be seen that the
single type prediction method cannot effectively predict
random fluctuations security situation data. The results
show that the self-attention mechanism has a positive ef-
fect on the weight redistribution, which indicates that the
prediction method of security situation value proposed in
this paper is effective. In order to show the change trend
of network security situation more clearly, Figure 5 shows
the network security situation prediction curves under dif-
ferent methods.

In order to facilitate observation, this paper selects the
prediction results of the security situation in the period of
5500-5600 when the security situation value changes fre-
quently to show the effect. As can be seen from Figure 5,
we can intuitively see that all prediction models have cer-
tain prediction ability,but the predicted value of the pro-
posed method has the highest fitting degree with the real
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Figure 5: Comparison of security situation values of dif-
ferent prediction models

value. It can be seen from Table 2 that the proposed
method is not as effective as RNN in terms of RMSE
value, but the MAE value of RNN is far from that of the
proposed method. It can be seen intuitively from Fig-
ure 5 that RNN is not as effective as the proposed method.
The main reason is that although RNN can capture the
change law between time series data, it is difficult to cap-
ture the long-term dependence between data, resulting in
large fluctuations in the predicted data and high MAE
values.

3.2.3 Convergence Analysis

Figure 6 shows the variation of the training error of dif-
ferent models with the number of iterations. It can be
observed from the figure that all models reach the inflec-
tion point at almost the same time during training, but
the proposed method has advantages in convergence speed
and convergence accuracy, indicating that the model has
good learning efficiency.
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Figure 6: Curve of training error as a function of iteration
number

3.2.4 Execution Time Analysis

The execution time referred to in this paper includes the
model training time and the test time. The execution time
of the proposed method is closely related to the number
of iterations of the algorithm, the advantages and disad-
vantages of the hardware system and other reasons. The
execution time of each model is recorded through experi-
ments, as shown in Table 3.

Table 3: Comparison of execution time of different models

Prediction model Execution time /s
Proposed 136.27159

Self-Attention-LSTM 183.55769
GRU 126.25753
LSTM 143.94127
RNN 52.80577

Self-Attention-RNN 60.30961

Table 3 shows that the execution time of the proposed
method is better than that of LSTM and Self-attention-
LSTM, which is due to the fact that the GRU unit has
one less gate function and the number of parameters is less
than that of LSTM. So the training speed of this paper is
better than the other two. RNN has the best execution
time performance, but RNN is a neuron with a simple
activation function inside, and the optimization parame-
ters are few, the prediction error is large, and the network
security situation value cannot be accurately predicted.

4 Conclusions

This paper proposes a security situation prediction
method based on self-attention mechanism and GRU neu-
ral network. This method solves the problem of insuffi-
cient accuracy of the existing industrial control system
security situation prediction methods. The contribution
of different data is extracted by the self-attention mech-
anism, and then the features between time series data
are mined by GRU to predict the security situation. Ex-
perimental results show that compared with the existing
methods, the proposed method has higher prediction ac-
curacy. In the field of industrial control network security,
this method can help network administrators have more
time and preparation to deal with the possible coming
threats, and reasonably allocate network resources to take
correct and effective defense measures for the network.
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Abstract

Integrating social networks and the Internet of Things
has formed an emerging field of Social Internet of Things
(IoT). Aiming to address the shortcomings of traditional
TBAC (Trust based on Access Control) and ABAC (At-
tribute based on Access Control) in dynamic authoriza-
tion and security, this paper proposes a hybrid access con-
trol model based on trust and risk for SIoT. The model
supports social relationship-based trust assessment and
risk prediction between SIoT nodes and integrates trust
and risk values into SIoT security values through reason-
able weight allocation. Furthermore, by simulating the
safety requirements of different scenarios, it was verified
that the model was efficient and more secure than the
current models.

Keywords: Access Control; Attribute Integration; Social
Internet of Things; Trust and Risk; Security

1 Introduction

The rapid development of Internet technology offers
tremendous potential for the Internet of Things based on
social networks. The Social Internet of Things (SIoT) [1],
which combines social networks with the Internet of
Things, contains the features of social networks and the
Internet of Things [2]. It has been progressively extended
to new areas of research, such as Smart Home [3,4], Smart
Medical [5] and Smart Transportation [6, 7]. Build a so-
cial IoT model and analyze the social network structure
based on IoT objects, so as to expand the model of human
social network into various fields based on things-things,
things-people, people-things, and people-people [8]. The

Social Internet of Things defines the social relationships
between objects within the Internet of Things by adding
social network attributes to the Internet of Things. By
integrating the characteristics of social networks and the
Internet of Things, SIoT has more attributes [9]. Com-
bining new SIoT attributes with traditional access con-
trol models and technologies, the implementation of SIoT-
based access control mechanism has become an important
research direction. Current research has mostly focused
on authentication as well as encryption to enforce secu-
rity controls on network security mechanisms and access
authorisation methods [10]. However, whether focusing
on encryption to enable authentication is more applicable
than an effective access control model in the social IoT
still needs further discussion.

The application of social network technology to the
field of the Internet of Things has attracted more and
more attention, which makes it a new research idea to
establish social relations between devices based on the
interaction history. In the traditional Internet of Things-
oriented access control studies, most of them choose to
build trust or risk models, which only authorize access
based on trust or risk, instead of combining the two at-
tributes, and implement access control based on the inte-
grated attributes. The trust attribute of SIoT represents
the reliability of the service provided by the smart device,
and the smart object can establish relationships with the
objects it trusts and provide the required services to those
people and devices with which they have established good
relationships. At the same time, the access between nodes
in the traditional Internet of Things is often accompanied
by access risks, such as IP address, access time and access
location, etc, which need to be considered when object
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system implements authorization.

The traditional trust evaluation methods in the field of
Internet of Things mainly include: trust fuzzy evaluation
based on user behavior and comprehensive trust evalua-
tion based on trust attributes [11–14]. At present, most
of the trust evaluations in SIoT are based on the aggre-
gation of direct trust and indirect trust to calculate the
overall trust, or to evaluate and aggregate trust through
custom methods or protocols, and use the research results
for service recommendation or access control [15,16].

This paper conducts trust and risk assessment based on
SIoT social relations and risk factors, which combines the
attribute-based access control framework structure of tra-
ditional Internet of Things to aggregate trust and risk into
SIoT security attributes. As is known to us, the security
status of a node plays a significant impact on authoriza-
tion decisions. After implementing an effective analysis
of the security state of the SIoT, we finally implemented
an access control mechanism based on SIoT attributes to
enhance the security of the SIoT system.

The rest of this paper includes: Section 2 describes
the relationship work; Section 3 mainly introduces the
main modules of the access control model based on set
attributes, including the calculation and quantification
process of each attribute value. In Section 4, we verify
the model’s validity by establishing a reasonable assess-
ment function. The feasibility of the model is illustrated
experimentally from the level of interactive success. Fi-
nally, We conclude the whole paper in Section 5.

2 Related Work

At present, researches have reviewed the security issues
of SIoT, while there is still little specific studies focusing
on access control. This paper has extensively summarized
and combed the access control research of SIoT in recent
years. In current studies, literature [17] adopted Bayesian
decision theory and proposes a Bayesian decision-based
authorization method for the security problem of autho-
rization in access control. However, without sufficiently
considering dynamic and after authorization, authoriza-
tion security is slightly insufficient. Among other studies
oriented towards access decision methods, literature [18]
proposed a multi-attribute decision approach that im-
proves the adaptability of the model and the security of
authorization through dynamic evaluation of trust, but
the model is not adaptable in complex and lightweight
IoT environments. In addition, for the identification of
malicious nodes and malicious behaviour. Literature [19]
used attribute encryption and reliable attribute authori-
ties to improve the effectiveness of the model. In the study
of access control based on risk and security attributes, lit-
erature [20] combined the attribute-based XACML frame-
work to implement effective risk prediction and security
assessment focusing on access interactions of data re-
sources. However, it lacked the combination of risk and
trust attributes to achieve more effective system or data

resource security management. In the current research
for access control in SIoT, Literature [21] focused on fine-
grained cross-domain access control mechanism in SIoT,
including the trust model of certificate authorization, user
login protocol, cross-domain security authentication pro-
tocol and cross-domain fine-grained access control, which
provides a reference for the security integration of the In-
ternet of Things and social networks. Literature [22] con-
ducted preliminary authorization based on the labeling
similarity of SIoT account, uses game theory technology
to realize adaptive access control, and realizes fine-grained
authorization method based on labeling technology, but
the security of the model still needs to be improved. Liter-
ature [23] proposed a fine-grained access control scheme
based on attributes in Internet of Vehicles, by evaluat-
ing multiple trust attributes, comprehensively calculat-
ing trust value, which determined whether to authorize
according to the threshold, implements fine-granularity
authorization based on SIoT trust, and improves system
security through trust computing.

In order to improve the security of legal node inter-
action in the SIoT environment and protect resources or
data from theft and destruction by malicious nodes, previ-
ous studies have carried out research on access control. In
the traditional access control model, RBAC [24] granted
permissions to users who have legally obtained roles based
on the role-permission mapping relationships. But the
model lacked dynamic adjustment of permission granting;
TRBAC [25] was an extension of the RBAC model, which
proposed a method of trust attribute. The security of the
model was been improved and inherited the advantages of
the fine-grained authorization of the RBAC [24], however
after neglecting to gain high levels of trust through ille-
gal means, permissions are still available, there are still
defects in safety; ABAC [26] was based on whether the
attribute set of visitors complies with the current access
authorization policy. Nervertheless, decide whether to al-
low or refuse access depending on the main empowerment
factors, which is not applicable in the Social Internet of
Things. In addition, they met the needs of reasonable
authorization and fine-grained degree, while ignored the
adjustment of trust and the assessment of risk factors.
At present, how to carry out effective trust assessment in
the social Internet of Things to prevent malicious nodes
from obtaining high trust has become the focus of current
research.

The above studies have designed and implemented ac-
cess control schemes in SIoT or IoT, but lack of analysis
and quantification of SIoT attributes between smart ob-
jects in SIoT, mostly based on the formulation of SIoT
models and access control protocols, or implemented an
access control mechanism considering a single attribute.
Based on the traditional attribute-based access control
framework, we quantifies the multi-social relationships be-
tween nodes into two attributes of trust and risk. Accord-
ing to the characteristics of the two attributes, the real-
time security value between the subject and the object is
calculated. And dynamicly setting a reasonably security
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threshold realize access control in different SIoT scenar-
ios. The security attribute, which combines trust and risk
factors, represents the security value of the current access
environment. In a high trust and low risk environment,
the access control mechanism makes authorization deci-
sions based on the security value. It is an extension of
the trust based access control and risk-based access con-
trol models, and has the advantages of the two models in
attribute security.

3 SIoT Trust and Risk Based on
Access Control Model

3.1 Access Control Model Design

The access control model based on SIoT attributes in this
paper is shown in Figure 1, which consists of three main
modules: SIoT trust assessment module, SIoT risk predic-
tion module and security integration module. The trust
assessment module mainly aims at the real-time trust of
the access initiated by the SIoT node, and obtains a re-
liable trust value after calculation. Similarity, the risk
assessment module coordinates and standardizes the risk
factors between SIoT nodes, and obtains the SIoT risk
value by calculating the Euclidean distance in the multi-
dimensional space. The above modules are all part of the
preparation for authorisation decisions. After quantifying
the trust and risk values, we integrate trust attributes and
risk attributes into security attributes, and implement ac-
cess authorization in the security integration module. In
addition, other modules of the model include audit, se-
curity policy, and authorization. Among them, the au-
dit module is used to record and track access operations,
the authorisation section includes security classification
and security policies, and the authorisation module is im-
plemented in accordance with predefined security access
policies. Security attribute integration module is mainly
implemented for the two attributes of trust and risk, high
trust and low risk will improve the security of the sys-
tem, otherwise it will reduce the security value between
subjects and objects.

We select SIoT social relationship as the evaluation fac-
tor of SIoT trust and risk. According to the definition of
social relationship in literature [3] and improvement, this
paper obtains several basic social relationships as shown
in Table 1. In addition, mainly implements SIoT-based
system trust assessment for IoT devices, and quantifies
the social intimacy and interaction intimacy of devices.
Trust assessments are based on two main dimensions: in-
timacy and social similarity [13,14].

Definition 1. Transaction Intimacy(TI).The intimacy-
based mutual trust of node i is oriented to node j, and the
mutual trust value is obtained by calculating the ratio of
the number of successful interactions of nodes i and j to
the total number of interactions of nodes. In the SIoT
trust evaluation based on social relationship, the social

Figure 1: Trust and Risk Based on Access Control Model

relationship of nodes mainly has two aspects: friendship
similarity and group similarity.

Definition 2. (Friendship Similarity: FS). It refers to
the ratio of the common friends between nodes to the num-
ber of all friends of the node. The higher the similarity
value between nodes, the higher the FS value will be, which
also means that their friendship level is higher.

Definition 3. (Interest Similarity: IS). It refers to the
ratio of the common interests between nodes in SIoT to
the number of all interests of the nodes. Similar to FS,
the higher the degree of interest similarity, the higher the
IS value and the higher the likelihood of providing interest
recommendations.

This paper implements trust assessment based on FS
and IS. In the FS calculation, the presence of all basic
social relationships has an impact on FS, while the rela-
tionship between POR and CLOR is mainly obtained by
superposition in the IS calculation. In the rest of this sec-
tion, the three main modules of the model are explained
and illustrated.

3.2 SIoT Trust Evaluation Module

The following is an explanation of the social relationships
in Table 1, we describe SIoT trust attributes by fine-
grained social relationship types, including POR, OOR,
CLOR and CTOR [9, 13].The model evaluates the inti-
macy trust of nodes to nodes through direct observa-
tion. The calculation formula is as follows shown in Equa-
tion (1):

STrustFS
ij =

| ORi ∩ORj |
| ORi ∪ORj |

. (1)

OR represents the social relationship set of node, which
contains the following four basic sets of social relations:

ORi = {PORi, OORi, CLORi, CTORi, SORi} . (2)

The similarity of social interests between node i and node
j forms social interest trust.And calculation formula of
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Table 1: The social relationship of SIoT

Social relationship type Descriptions
Parent Object Relationship (POR) Create objects by the same manufacturer during the same period

Co-location Object Relation (CLOR) Create between objects (homogeneous or heterogeneous) used in
the same location

Ownership Object Relation (OOR) Create between objects with the same owner
Co-temporal Object Relation (CTOR) Create between objects at the same period

social interest trust is as follows in Equation (3):

STrustISij =
| ISi ∩ ISj |
| ISi ∪ ISj |

. (3)

IS represents the social interest set of node.The calcu-
lation formula of IS is as follows in Equation (4):

ISi = PORi · ∗CLORi. (4)

The FS Trust and IS Trust is linearly combined to form
SIoT Trust, which is calculated as follows in Equation (5):

STrustTotal
ij = α× STrustFS

ij + (1− α)× STrustISij . (5)

where the parameter is an adjustment factor of the total
trust of the node.

In addition, the interaction success trust is generated
during the historical access interaction of nodes. We be-
lieve that interaction trust needs to be initialized before
the number of interactions between nodes reaches the
threshold, so as to avoid the small number of node in-
teractions and the impact of the interaction trust evalua-
tion mechanism.Considering the instability of interaction
trust at the early stage of interaction, the historical in-
teraction trust between nodes is calculated as follows in
Equation (6):

STrustHA
ij =

{
β,N < π
A

A+B , N ≥ π
(6)

A represents the number of successful interactions be-
tween nodes, B represents the number of successful inter-
actions between nodes. N is the number of access between
nodes.

The trust formed by the historical records between
nodes is regarded as the historical efficiency of cooper-
ation between nodes. When the number of interactions
is below a certain threshold, no cooperation condition ex-
ists; while the trust between nodes is determined by the
success rate of inter-node interactions when the number
of interactions between nodes reaches a certain level.

In this paper, the evaluation of SIoT comprehensive
trust needs to be adjusted according to the mutual trust
between nodes. Considering the contribution of interac-
tion trust to total trust throughout the process, high in-
teraction success rates have a positive effect on overall
trust, while low historical success rates have a negative

effect on trust. Using interaction trust as a moderator, a
dynamic moderation of overall trust is implemented. The
final comprehensive trust calculation formula is as follows
in Equation (7):

STrustTotal
ij = γ ∗ STrustTotal

ij ∗ STrustHA
ij . (7)

Different from traditional attribute-based trust assess-
ment mechanisms, the initial SIoT trust is built based
on social attributes and trust is dynamically adjusted
through historical interaction implementation. The re-
sulting composite trust value is more reasonable in the
SIoT scenario.

3.3 SIoT Risk Prediction Module

In the SIoT system, the access control entity not only
includes smart device objects, but user [1]. Therefore
the spatiotemporal attributes of device users are incorpo-
rated into the access authorization decision-making fac-
tors. This module describes SIoT risk attributes in terms
of social attributes and other attributes. In the SIoT en-
vironment, moving nodes are spatially variable, and the
access of SIoT nodes is accompanied by location and tem-
porality.

The Euclidean distance between the location and tem-
porality of SIoT nodes and the average center point of
this attribute in the authorization policy can be taken as
the SIoT risk value. The risk value can be specifically
interpreted as the degree of deviation between the node’s
current risk factor and the historical average risk factor.
The selection of SIoT risk factors is diverse according to
different SIoT scenarios. Since the selection of risk factors
is not the focus of this article, this article will not repeat
the selection of risk factors.

The number of evaluation factors for SIoT risk is set as
n, k is the number of risk predictors and the calculation
formula is as follows in Equation (8):

SRisknij =

√√√√ n∑
k−1

(xik − xjk)
2
. (8)

The selection of risk factors needs to combine different
SIoT scenarios. The space-time factor is one of the most
common factors. In other scenarios, equipment power
consumption and network conditions are also important
risk factors. The evaluation method of these risk factors
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needs to be adjusted according to the type of factors. We
do not focus on these aspects in detail.

3.4 Security Integration Module

In this module, the SIoT security attribute values between
nodes are calculated based on the SIoT trust value and
the SIoT risk value. We set an appropriate authorisa-
tion threshold based on the security requirements between
devices in a given scenario. When the SIoT security at-
tribute value is greater than or equal to when equal to the
authorisation threshold, access is granted to the node.

In a trust and risk-based SIoT environment, trust
serves as the primary factor in assessing the current secu-
rity state of a system, while risk serves as a valid attribute
for assessing the privacy and security of a user or device.
Therefore, we will obtain the security attributes of the
current SIoT system based on two main attributes, trust
and risk, using an attribute integration approach. The
formula for calculating the SIoT security attribute value
is as follows in Equation (9):

SRTij = µSTrustTotal
ij + (1− µ)SRisknij . (9)

There are many attributes in SIoT, among which trust
and risk are particularly important. Changes in their at-
tribute values will greatly affect the security status of the
current SIoT system. As shown in Figure 2, the two main
sources of the SIoT node security attribute quantification
model are SIoT trust and SIoT risk.

Among them, the trust attribute is mainly based on
the social relationship between the current nodes, and the
risk attribute needs to be obtained by aggregating mul-
tiple influencing factors in specific scenarios. The trust
attribute and risk attribute are used as the evaluation
factors of SIoT security attribute, and finally the SIoT
security attribute value is obtained.

3.5 Model Implementation

The smart home environment is used as the application
scenario to illustrate the implementation of the model in
SIoT. In the trust evaluation module, the access is mainly
based on the interaction between devices, and the OR is
spontaneously formed between devices, and used to guide
the object’s judgment of the trust degree of the subject
node, mainly based on the current OR matrix between
them to calculate the initial trust of the device. In addi-
tion, historical interactions are a major factor in trust. In
addition, the risk prediction between devices is calculated
by evaluating risk factors such as geographic location,
working hours, and IP addresses between devices. And
the authorization of the target node to the subject node
is determined by the current security value of the subject
node. If some node wants to access objects or resources
with high security requirements, it must achieve the cor-
responding access control security level, and to achieve
a certain security level, it needs to work hard from two
aspects: high trust and low risk.

4 Experiment and Analysis

The dataset [27] is based on real IoT objects provided
by the city of Santander, which classified according to
the object types.And data models introduced in the FI-
WARE data model to construct a realistic small-world
based model of a smart city in social IoT movement. The
simulation environment is implemented in matlab 2016a.

To observe the relationship between the SIoT security
thresholds set by visitors in the SIoT attribute-based ac-
cess control model and the node access success rate. We
selected 329 devices as access initiators, which have their
own device ID, device model, device owner, device brand
and device type. At the same time, devices can be con-
nected at all times and in all locations. In order to balance
the differences of individual devices, 100 devices were ran-
domly selected as subjects and objects among 329 devices,
including 99 visitors and one objects. 99 devices respec-
tively initiated 99 requests, and 10 of the 99 devices are
randomly selected to observe the final results.

4.1 Validation and Dynamic Adaptability

To simplify the experimental process, the experiment
evaluates the initial trust of SIoT nodes based on the three
social relationships of OOR, POR and CLOR. In SIoT
trust calculation, the intimacy trust and social interest
trust values are obtained mainly according to Equation
(1)(3)(4),and the historical interaction record between
nodes is obtained through Equation (6). The interactive
trust value is obtained based on the interaction success
rate, which is used as an adjustment factor to dynami-
cally adjust the combined trust value between nodes. We
set the initial trust values for OOR and POR to 0.7 and
0.8 respectively.

Also, there are only two risk assessment factors in
the two-bit risk space, determine their coordinates in
the spatial coordinate system and calculate the multi-
dimensional Euclidean distance between the nodes. In
this paper, the risk factors selected are time and posi-
tion in the 2D scenario as a risk assessment. Euclidian
temporal and localization coordinates were obtained from
CTOR and CLOR.

In the authorization stage, authority to grant access
control is determined by the relationship between the se-
curity threshold value set by the system and the current
security value of the host and guest nodes. When the
security threshold value is greater than the real-time se-
curity value, the system denies the node’s current access
request; otherwise, the node’s access request is granted.

The difference between the average security value of
multiple accesses to the device, which is calculated as fol-
lows in Equation (10). H is the default security threshold
and the system threshold is defined as the p.

p =
1

L

L∑
1

(SRTij −H). (10)
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Figure 2: SIoT security attribute quantification model

Figure 3: p value and access success rate of the model in
the scenario where H=0.2

As shown in Table 2, this paper divides the security
status of the accessed system into four levels: low, mid-
dle, high and very high. As is generally believed that it
is difficult to achieve a very high security state between
nodes. The security status among most nodes is mostly
low, middle or high. By implementing trust assessment
and risk prediction, trust and risk values are obtained and
used as a basis to quantify the value of security attributes
between nodes as the current node security state value.

When the security threshold set by the system defaults
to 0.2, the system security level is required to be lower. At
this time, as the device node initiates an access request,
the simulation experiment can obtain the access success
rate of the device, the average security value of the node,
the simulation diagram of the p and and the relationship
between them as shown in Figure 3.

It can be seen from the Figure 3 that the average secu-
rity value of 10 randomly selected access devices is higher
than 0.2, p is always positive, and the access success rate
of the system is close to 100. When p is larger, the access
success rate of the node is closer to 100.

The default security threshold set by the system is 0.3,

Figure 4: p value and access success rate of the model in
the scenario where H=0.3

and the security requirements of the system are medium.
When the device node initiates an access request, the ac-
cess success rate of the device, the average security value
of the node and the p value are shown in Figure 4.

As can be seen from Figure 5 and Figure 6, there are
two situations for p: when it is positive, the device access
success rate is greater than 50. At this time, the larger p
is, the access success rate is slowly rising on the basis of
50; when it is negative, the device access success rate is
lower than 50. At this time, the larger p is, the further
the access success rate will decrease.

The above experimental results can prove that the
model is reliable to predict the success rate of access
through the p value. According to the principle that the
access control interception rate corresponds to the system
requirements in different scenarios, the validity of the sys-
tem model will be verified below.

To verify the dynamic flexibility of the access con-
trol model under different scenarios, the system security
thresholds of 0.1, 0.2, 0.3, 0.4 and 0.5 were selected for
experimental simulation due to the different requirements
for the system security state under different scenarios.
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Figure 5: Average value of security attributes of SIoT
nodes

Figure 6: Effectiveness of access control mechanisms

And the effectiveness of the access control of the model is
analysed in five scenarios.

This paper calculates the effectiveness of the model
mechanism in access control, where p is the average in-
teraction success rate of the nodes and e denotes the ef-
fectiveness of access control.The calculation method is as
follows in Equation (11):

e =

{
0.5(p−1) − 1, p ≥ 0
malicious, p < 0

(11)

It can be seen from Figure 5 and Figure 6 that the
random fluctuation and situational distribution of the se-
curity value among the nodes of the access control of the
system in different scenarios. As the system security level
requirement increases, the effective value e of the access
control mechanism increases, in line with the principle
of high security requirement and high effectiveness. The
higher the value of p, the lower the value of e, which
can be interpreted as the higher the security between the
nodes and the easier the access control mechanism. In ad-
dition, there are a large number of malicious nodes with
low trust values and high risk values in the IoT environ-
ment. Given that malicious nodes tend to be insecure, the
model’s identification of malicious nodes is mainly based
on positive and negative p-values. When the p value of

the node is negative, it is determined as a malicious node,
and recorded in the decision database.

Table 2: Relationship between safety value and system
safety level

SRT Security status level
[0, 0.2) Low
[0.2,0.3) Middle
[0.3,0.5) High
[0.5,1.0] Very High

4.2 Comparing with Other Literatures

Our model is compared to other models, as can be seen
from Table 3. Considering the two security attributes -
trust and risk, the initial trust of the node is evaluated for
the social relationship between the nodes in SIoT. Cur-
rent trust value is adjusted based on the access history
interaction results. At the same time, the access control
can be dynamically changed by adjusting the authoriza-
tion threshold in different SIoT scenarios. Compared with
other literatures, the security of this model is greatly im-
proved. In view of scenario changes and security require-
ments, this paper can adjust the authorization threshold
to achieve dynamic adaptivity of access control. Com-
pared with the complex algorithms of other models, the
method in this paper is more suitable for light weight IoT
scenarios.

In this paper, trust and risk are used as the main de-
cision attributes for the authorization of the access con-
trol mechanism based on the multiple social relationships
of SIoT nodes, which are synthesized by the method of
weight analysis to obtain the values of security attributes
among nodes. According to the security requirements in
the scenario, the authorization threshold is reasonably ad-
justed to achieve a dynamic, flexible and efficient SIoT
attribute-based access control model.

5 Conclusions and Future Work

In SIoT environment, we propose an access control model
based on trust and risk. First, we have integrated so-
cial relationships and spatial and temporal characteristics
into the confidence and risk attributes of site access. Sec-
ond, we calculated SIoT trust and risk by assessing the
attributes. Then, we obtained the security attribute val-
ues between SIoT access nodes. Ultimately, security val-
ues are treated hierarchically with fuzzy classification and
reasonable mapping is determined by the level of safety
of the system. Through the experimental form of multi-
ple access nodes accessing the same node, combined with
experimental results and practical scenarios, we demon-
strate the effectiveness and rationality of the access con-
trol model and implement a trust and risk-based access
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Table 3: Comparison with other references

Schemes Trust Property Risk Property System Security Dynamically Lightweight
Wu et al. [21] Y N N Y N
Pan et al. [11] Y N N N N
Zheng et al. [28] N Y Y N N
Zhang et al. [22] N Y N Y N
This paper Y Y Y Y Y

control mechanism in SIoT scenarios. In future work,
we will explore more SIoT attributes and improve ex-
perimental methodologies and scenario simulation more
efficiently.
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Abstract

Network devices are essential to connect nodes and users
on any given network. Network devices perform the ad-
ditional task of protecting services and users from known
and unknown attacks. This feature of network devices to
stop or minimize network attacks to secure the nodes and
all attached devices needs further research studies and ex-
perimentation to confirm their resilience against potential
known attacks. Denial-of-Service (DoS) Attack is one of
the deadliest attacks that make network services and de-
vices unavailable. One of these attacks, which is growing
significantly, is the Distributed Denial of Service (DDoS)
attack. DDoS attack has a high impact on crashing the
network resources, making the target servers unable to
support valid users. The current methods use the stan-
dard datasets to deploy the Deep Learning (DL) Model
for intrusion detection against DDoS attacks in the net-
work. However, these methods suffer several drawbacks,
and the used datasets do not contain the most recent
attack patterns – henceforward, lacking in attack vari-
ety. In this paper, we proposed an interruption detec-
tion model system and, against DDoS attacks is based on
DL technique, the combination of the Recurrent Neural
Network (RNN) and Deep Neural Network (DNN) algo-
rithms are compared with an autoencoder. We evaluated
our DL model system using the newly released dataset
CIC DDoS2020, which contains a comprehensive variety
of DDoS attacks and addresses the gaps of the existing
current datasets (CIC DDoS2020). We obtained a signif-
icant improvement in attack detection compared to other
benchmarking methods. Hence, our model provides ex-
cellent confidence in securing these networks.

Keywords: Deep Learning (DL) Technique; Deep Neural
Network (DNN Algorithm); Distributed Denial of Service
(DDoS Attack); Intrusion Detection Against; Recurrent
Neural Network (RNN Algorithm)

1 Introduction

The Distributed Denial of Services attack (DDoS) attack
is a popular threat in the services provided online. Such
a type of attack is used to target the packets and destroy
different network resources such as the bandwidth of the
network is compromised, the servers or the equipment can
be crashed [20]. One of the useful methods to overcome
the DoS attack is packet filtration on the DDoS attack
routers that prevent DDoS attacks by identifying as well
as blocking the attack before reaching its target. The
authors provided another method for the prevention of
DDoS attacks. An algorithm based on learning as well as
the statistical analysis was proposed for a packet filtration
system. [24] researched Distributed Denial of Services at-
tacks (DDoS). The DDoS in the UDP-based network has
been abused by troublemakers. Amplification systems can
face these vulnerable challenges. The authors divided this
problem into four steps. The first step was to monitor and
classify the source of amplification that showed the high
diversity in OS architecture.

Based on the results, the authors collaborated with the
security community in a large-scale campaign for reducing
the vulnerable NTP up to 92%. The authors analyzed and
found the root cause of amplification attacks these may
be the networks that are allowing the spoofing of IP ad-
dresses. The authors deployed a method for identifying
spoofing-enabled networks. In our recent experiment, no
significant differences in tuber yield of water yam strain
cv. proposed a defense system for facing the Distributed
Denial of Services attacks that is the combination of both
software-defined controllers as well as the decision-making
system based on fuzzy. The Numerical results in the re-
search of the authors show that their proposed system
has a very low computation load as well as the response
times are high as much as 38. 04% of the N intake were
thought to have been derived from the air and strains
of nitrogen-fixing bacteria (NFB) were subsequently iso-
lated from the stem and roots. The publisher regrets to
inform the readers that the typesetter misinterpreted the



International Journal of Network Security, Vol.25, No.5, PP.745-757, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).03) 746

correction from the author. The text ’In the case of the
Andean condor, recent satellite tracking revealed that the
home range of immature birds (299, 770 km2) is more
than twofold that of adults (> 290, 000 km2) in northern
Patagonia an attack prevention system known as Link
Scope. According to the authors, it is a novel system
that can employ both hope-to-hope as well as end-to-end
network measure techniques for capturing the abnormal
paths for detecting flooding attacks. The authors tackled
several numbers of problems such measurement of long-
scale internet paths. The authors deployed link scope in
7174 lines of the Python Programming code and detected
with accuracy.

1.1 Distributed Denial of Services Attack
(DDoS)

This research Distributed Denial of Services attack
(DDoS). The DDoS in the UDP-based network has been
abused by troublemakers. Amplification systems can face
these vulnerable challenges. The authors divided this
problem into four steps. The first step was to monitor
and classify the source of amplification that showed the
high diversity in OS architecture. Based on the results,
the authors collaborated with the security community in
a large-scale campaign for reducing the vulnerable NTP
up to 92%. The authors analyzed and found the root
cause of amplification attacks these may be the networks
that are allowing the spoofing of IP addresses. The au-
thors deployed a method for identifying spoofing-enabled
networks.

In normal network circumstances, a user and server
perform a three-way handshake. However, DDoS attack,
a user sends a multiple handshake request by sending
packets to the server but does not reply to the server
by sending an acknowledgment. In this process, the con-
nection between the user and server remains half-opened
for a certain period of time. These half-open connections
formulate and resource constraint on the server and the
server remains busy for that whole period of time. In the
meanwhile, if a legitimate user tries to develop a connec-
tion with the server, then the server declines to open any
of the connections and hence this scenario can perfectly
be called a denial-of-service attack. This TCP and IP
connection is the backbone of the DDoS packets which
are exchanged between a user and a server. This is also
known as TCP/IP three-way handshake where these three
steps are performed.

1) A client request to the server for a connection
through DDoS: (Synchronizepackets);

2) The server replies with Synchronization-
Acknowledgement: DDoS-ACK;

3) A client replies to the server with DDoS-ACK to de-
velop and connection.

Different scientists have proposed different approaches to
handle DDoS attacks at various network levels.

1.2 Router Based DDoS Attack

This research work encompasses and router-based DDoS
attack. They further evaluated the router-based DDoS at-
tack. The authors proposed a novel approach for prevent-
ing the DoS attack in-network, and an approach of DPF
was introduced [23]. The authors have shown that the
DPF is a packet filtration system that is able to achieve
scalability and proactiveness as well. they have shown
that there is an intimate relationship between the effec-
tiveness of DPF in mitigating the DoS attack [22]. The
silent feature of the authors’ research was to filter the
spoofed packet and prevent attacks.

To achieve this research study, it is very essential to an-
alyze as well as to compare the quality of routing devices
that are used to manage the network. More specifically,
the focus may be kept on comparing the performance of
Ubuntu router pc router DDoS attacks from both ends
(Intranet and Internet). The Quality of Service (QoS)
may also need to be analyzed by using a static routing
method in accordance with parameter delay, throughputs,
and loss of packets. According to collection comparison
results, the DDoS attacks router is most stable in mod-
erate conditions with 47 ms delay parameter 54 KBit/s
throughput and time of crowded condition delay param-
eter 51 ms, packet loss 7% while router PC path is only
stable at the low time seen from 45 ms delay parame-
ter, throughput 54 KBit/s. In terms of comparison of
hardware interface and software interface, router DDoS is
better in the software interface, and PC router is better
in hardware interfaces.

2 Related Works

[4] argues that most notions of flatness are problematic
for deep models and cannot be directly applied to explain
generalization. Specifically, when focusing on deep net-
works with rectifier units, we can exploit the geometry of
parameter space induced by the inherent symmetries that
these architectures exhibit to build equivalent models cor-
responding to arbitrarily sharper minima. Furthermore,
if we allow to reparametrize of a function, the geometry
of its parameters can change drastically without affecting
its generalization properties. The key objective of a Dis-
tributed Denial of Service (DDoS) attack is to compile
multiple systems across the Internet with infected zom-
bies/agents and form botnets of networks [16]. The pur-
pose of this paper is to detect and mitigate known and un-
known DDoS attacks in real-time environments. We have
chosen an Artificial Neural Network (ANN) algorithm to
detect DDoS attacks based on specific characteristic fea-
tures (patterns) that separate DDoS attack traffic from
genuine traffic. Detection of DDoS attacks in the wake of
flash crowds is a challenging problem to be addressed [6].
The existing solutions are generally meant for either flash
crowds or DDoS attacks and more research is needed to
have a comprehensive approach for catering to the needs
of detection of spoofed and non-spoofed variants of DDoS
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attacks. This paper proposes a methodology that can
detect DDoS attacks and differentiate them from flash
crowds. NS-2 simulations are carried out on the Ubuntu
platform for validating the effectiveness of the proposed
methodology. Nowadays, in the field of SDN, various ma-
chine learning (ML) techniques are being deployed for de-
tecting malicious traffic. Despite these works, choosing
the relevant features and accurate classifiers for attack
detection is an open question. For better detection ac-
curacy, in this work, Support Vector Machine (SVM) is
assisted by kernel principal component analysis (KPCA)
with a genetic algorithm (GA) [15]. In the proposed SVM
model, KPCA is used for reducing the dimension of fea-
ture vectors, and GA is used for optimizing different SVM
parameters. To reduce the noise caused by feature differ-
ences, an improved kernel function (N-RBF) is proposed.
The experimental results show that compared to single-
SVM, the proposed model achieves more accurate classifi-
cation with better generalization. Moreover, the proposed
model can be embedded within the controller to define se-
curity rules to prevent possible attacks by attackers. If the
attack source is single, then the attack is referred to as
denial of service (DoS) and if the attack is sourced from
divergent servers, then it is referred to as DDOS. It is
imperative from the analysis that there are constraints
in the existing models since most of these models are
user session-based and/or packet flow patterns [13]. The
session-based evolution models are vulnerable to botnets
and packet flow pattern-based models are vulnerable if at-
tack sources are equipped with human resources and/or
proxy servers. Hence, there is an inherent need for im-
proving the solutions towards addressing the App-DDoS
attacks over the system. The crux for such a system is
about ensuring fast and early detection with minimal false
alarms in streaming network transactions and ensuring
that genuine requests are not impacted. To address such
a system, the model of Bio-Inspired Anomaly-based App-
DDoS detection is aimed, and the proposed model is de-
picted in detail along with experimental inputs. As for
the mitigation approaches, to detect the flooding DDoS
attack, the conventional schemes using the bloom filter,
machine learning, and pattern analysis have been investi-
gated. However, those schemes are not effective to ensure
high accuracy (ACC), a high true positive rate (TPR),
and a low false-positive rate (FPR) [3]. In addition, the
data size and calculation time are high. Moreover, the
performance is not effective from the fluctuant attack
packet per second (PPS).

Threats of distributed denial of service (DDoS) attacks
have been increasing day by day due to the rapid develop-
ment of computer networks and associated infrastructure,
and millions of software applications, large and small, ad-
dressing all varieties of tasks. Botnets pose a major threat
to network security as they are widely used for many In-
ternet crimes such as DDoS attacks, identity theft, email
spamming, and click fraud [7,19]. Botnet-based DDoS at-
tacks are catastrophic to the victim network as they can
exhaust both network bandwidth and resources of the vic-

tim machine. An Ad hoc Network is a wireless multi-hop
network with various mobile, self-organized, and wireless
infrastructure nodes.

The goal of [1, 5] is to implement a simulation model
called DDoS Attack Simulation Model (DDoS) in Network
Simulator 2(NS-2) and to examine the effect of DDoS
attacks on various routing protocol types in MANET
namely: Zone Routing Protocol (ZRP), Ad hoc On-
Demand Distance Vector (AODV) protocol and Location-
Aided Routing (LAR) protocol. The introduced model
uses the NS-2 simulator to apply DDoS on the three cho-
sen routing protocols. In terms of throughput and end-
to-end latency under the consequences of the attack, the
performance of three routing protocols was analyzed. Dis-
tributed Denial of Service (DDoS) attack has become one
of the most destructive network attacks which can pose
a mortal threat to Internet security. Existing detection
methods cannot effectively detect early attacks. In this
paper, we propose a detection method for DDoS attacks
based on generalized multiple kernel learning (GMKL)
combined with the constructed parameter R. The super-
fusion feature value (SFV) and comprehensive degree of
feature (CDF) are defined to describe the characteristic
of attack flow and normal flow [4].

The network traffic was classified by the detection sys-
tem in a controlled network environment using different
sampling rates. In the experiments, raw network traf-
fic of the CIC DDoS 2020 [10, 18], datasets and the raw
network traffic captured in the customized testbed exper-
iments were employed. DDoS attacks Detection system
has reached high accuracy and low false-positive rate.
Experiments were conducted using two Virtual network
traffic classifieds.

Antidote system [2,19] presents a means of interaction
between a vulnerable peripheral service and an indirectly
related Autonomous System (AS), which allows the AS to
confidently deploy local filtering rules under the control
of the remote service.

3 Methodology

DDoS attacks on the Internet in a modern collaborative
way. In this approach, the system collects network traffic
samples and classifies them. Attack notification messages
are shared using a cloud platform for convenient use by
traffic control protection systems. Whole process is illus-
trated in Figure 1. The crucial steps from model build to
system operation.

First, normal traffic and DDoS signatures were ex-
tracted, labeled, and stored in a database (CIC DoS2020),
which was then created using feature selection techniques.
Finally, the most accurate MLA was selected, trained,
and loaded into the traffic classification system. (e.g. ar-
chitecture of the detection system was designed to work
with samples of network traffic provided by industrial
standard traffic sampling protocols, collected from net-
work devices). The samples are received and grouped in
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Table 1: Current related works

References Dataset Online L/H DoS DoS Attacks
[16] CIC-DoS True False True
[18] None False True False
[19] DoS Customized True False True
[8] Developed Authors False True True
[21] CIC DoS (2019) True False False

Proposed DL Model CIC DoS (2020) True True True

Figure 1: DDoS attacks on the Internet in a modern col-
laborative

flow tables in the receiver buffer. US, when the table
length is greater than or equal to the reference values,
they are presented to the classifier responsible for label-
ing them. If the flow table expires, it may be processed
one more time. (e.g. occurrence of small flow tables is
higher at lower sampling rates or under some types of
DDoS attacks - DDoS flood attacks). Table 2 details
the parameters for fine-tuning the system. (e.g. com-
plete algorithm of the detection system is summarized in
Figure 1). During each cycle of the detection process,
traffic samples are received and stored in a flow for each
new flow, and a unique identifier (FlowID) is calculated
based on the 5-tuple (src IP, dst IP, src port, dst port,
and transport protocol) in Steps 1 and 2. If this is a new
flow, [13, 14, 19], there is not any other flow table stored
with the same FlowID, the flow table is registered in a
shared memory buffer. Otherwise, if there is a flow table
registered with the same FlowID such as the previously
calculated one, the data of the new flow will be merged
with the data in the existing flow table in steps 3 and
4. After the merging operation, if the length is greater
than or equal to the reference value T l ≤ Tmax, the flow
table is classified, and if it is found to be an attack, a
notification is emitted. Meanwhile, in Step 7, the cleanup
task looks for expired flow tables in the shared buffer, i.e.,
flow tables that exceed the expiration time of the system
E < ET . For each expired flow table, the system checks
the table length. If the flow table length is less than or
equal to the minimum reference value T l ≤ Tmin, this
flow table will be processed by Step 8. A new FlowID
is calculated using the 3-tuple (src IP, dst IP, and trans-

port protocol).

3.1 Traffic Sampling

Detection uses a network traffic sampling technique be-
cause processing all the packets in the network can be a
computationally expensive task, even if only the packet
headers are parsed. In many cases, performing a deep
inspection and analyzing the data area of the applica-
tion layer is unfeasible for detection systems. Among the
protocols adopted by the industry for sampling network
traffic, the sFlow protocol is widely used in current de-
vices, e.g. technique used by sFlow is called N-out-of-N
sampling.

In this technique, n samples are selected out of N pack-
ets. One way to achieve a simple random sample is to
randomly generate n different numbers in the range of 1
to N and then choose all packets with a packet position
equal to one of the n values. Besides, the sample size
is fixed in this approach [14, 24]. Flow monitoring sys-
tem consists of an agent (embedded in a switch, a router,
or an independent probe) and a collector. Architecture
used in the monitoring system is designed to provide con-
tinuous network monitoring of high-speed switched and
routed devices. Agent uses the sampling technology to
capture traffic statistics from the monitored device and
forward them to a collector system.

3.2 Feature Extraction

In supervised classification strategies, a set of examples is
required for training the classifier model. (Is set is com-
monly defined as the signature database. Each instance
of the database has a set of characteristics or variables as-
sociated with a label or a class. In this work, the goal is to
identify characteristics in network traffic that can distin-
guish normal network behavior from DoS attacks. Study
is focused on the analysis of the header variables of the
network and transport layer packets of the TCP/IP archi-
tecture because it allows saving computational resources
and simplifies the deployment in the ISP networks [11,12].
To achieve this research study, a proper literature review
has been conducted to validate the null hypothesis. Ad-
ditionally, a real environment, as well as a simulation set-
ting, has been developed for experimentation of this re-
search work. Additionally, PYTHON has been utilized to
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develop a proper testing environment by defining a DDoS
router and by fine-tuning and optimizing it against DDoS
attacks. At the initial stage, the router has been tested
against a DDoS attack without fine-tuning the configura-
tion against this kind of attack. Test readings have been
taken, and data have been analyzed for comparison at
the later stages. Since DDoS attack exploits TCP and IP
three-way handshake and lets the half-open connection be
used for malicious data transfer or theft of data. A similar
attack has been simulated in Deep Learning Techniques.
Readings of real vs simulated data have been compared
and presented in the following subsequent sections. As the
last step, the countermeasures of DDoS attacks have been
taken to see if there is any improvement in router per-
formance by comparing the result before and after taking
countermeasures. This research study is going to help the
research community to effectively take measures against
DDoS attacks and make the performance of routers im-
proved in many folds. In the following, a PYTHON sim-
ulation environment is presented where a test network is
presented.

To effectively detect the flooding DDoS attack, we pro-
posed lightweight detection using a bloom filter against
flooding DDoS attacks. To detect the flooding DDoS at-
tack and ensure high accuracy, a high true positive rate,
and a low false-positive rate, the dec-all (decrement-all)
operation and the checkpoint are flexibly changed from
the fluctuant PPS in the bloom filter. Since we only con-
sider the IP address, all kinds of flooding attacks can be
detected without the blacklist and whitelist. Moreover,
there is no complexity to recognize the attack. By the
computer simulation with the datasets, the authors in-
troduce the DDoS attacks and discuss the incapability of
network-level detection methods for catching the DDoS
attacks. These attacks are growing rapidly, are harder to
detect, and cause severe problems in accessing a particu-
lar online service (or webserver) as compared to the Net-
DDoS attacks. In invulnerability attacks, the attacker
browses for unprotected openings in the software imple-
mentation and exploits them to bring the system down
or to recruit zombies for further attacks. These attacks
use the exacted performance of different protocols (such
as TCP/IP and HTTP) to ravage the resources of the
victim server and prevent it from processing events or re-
quests from authorized users.

PYTHON network simulation environment contains
DDoS router software called RouterOSWinBox v5. 20
which is installed on the PC having network connectivity
with the network switch. Router OS can also be installed
on Router BOARD and serve as Router Operating Sys-
tem. DDoSRouterOS relates to a switch. There are three
more nodes that relate to the switch which are a test
client, a web server, and an attacker machine. These
three machines are connected on a separate VLAN of
the switch. A test client is connected to VLAN 10, a
web server machine is connected to Vlan 20, and an at-
tacker machine is connected to Vlan 30. After achiev-
ing these connections, a ping is performed to see whether

Figure 2: A particular online web server as compared to
the DDoS attacks

every node is reachable. As a major research contribu-
tion of this research work, it was of utmost importance
to find out the attacker on the network. Since DDoS at-
tack prevention is only possible when an attacker is found.
We have achieved this task by examining ICMP packets.
Since attackers commonly use ICMP protocol to generate
a DDoS attack. Through properly configuring DDoS we
traced out the origin of the ICMP packet. Specifically,
we traced out the TCP and IP address of the attacker
by properly configuring the built-in firewall for DDoS at-
tacks. After tracing out the IP address of the attacker,
the DDoS grab the IP address of the attacker. After trac-
ing the TCP/IP address of the attacker we made sure
to enlist the attacker’s IP address into the built-in fire-
wall by setting Level-2 (L-2) and Level-3 (L-3) policies.
L2 is the network portion that is specifically associated
with the local area network where no routing is required.
On the other side, L-3 is the network portion of which
is specifically associated with the routing portion means
that routing is strictly required. As a summary of the
handling of the attacker through DDoS attacks, we essen-
tially perform the following four steps importantly what
we need to look at in the above code is line 5. As we
know that the ground truth output(y) is of the form [0,
0. . . . , 1.. . 0] and predicted ŷ is of the form [0.34, 0.
03. . . . . . , 0.45], we need the loss to be a single value to
infer the total loss from it. For this reason, we use the
sum function to get the sum of the differences/error for
each value in the y and ŷ hat vectors for that timestamp.
The total loss is the loss for the entire model inclusive of
all time stamps.

To know more about the loss derivatives, please refer
to this blog. There are two gradient functions that we will
be calculating, one is the multiplication backward and the
other is addition backward. In the case of multiplication
backward, we return 2 parameters, one is the gradient
with respect to the weights (DLoss/DV) and the other
is a chain gradient which will be a part of the chain to
calculate another weight gradient. In the case of addition
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Figure 3: The total loss is the loss for the entire model

backward while calculating the derivative we find out that
the derivative of the individual components in the add
function(ht unactivated) are dh unactivated/dU frd= 1
as (h unactivated = U frd +W frd ) and the derivative of
dU frd/dU frd= 1. Since the cost is a function output of
activation a, the change reflected by the activation is rep-
resented by dCost/da. Practically, it means the change
(error) value seen from the point of view of the activation
nodes. Similarly, the change of activation with respect to
z is represented by DA/DZ, and z with respect to w is
given by DW/DZ. We are concerned with how much the
change (error) is with respect to weights. Since there is no
direct relation between weights and cost, the intermedi-
ate change values from cost all the way to the weights are
multiplied (as can be seen in the equation above). After
configuring the network on PYTHON, it was important
to test the stress level of the DDoS. Importantly, we must
check whether processor usage is normal, or it increases
while communicating. We have used the ping command
to test the stress level of broadcasting a ping of 65000
bits/sec to verify the stress level of the DDoS attacks.
The IP Ping command is to be incorporated here fur-
thermore; it was important to verify the stress level SYN
attack not only on DDoS but also on the other network
nodes which are connected through DDOS Attacks.

3.3 System Architecture DDoS Attacks

The factors are data from the network history and net-
work background of the DDoS attacks. These above-
specified variables will be extracted from the given data

Figure 4: System architecture DDoS attacks

and will be provided to the neural network layers as the
input. Then the neural network layers are also given the
target output for the mapping of the input variable to the
corresponding output variable by adjusting the weight of
DDos Networks attacks. The Activation Function is used
to ease this task. An activation function of a layer defines
the output of that layer given an input or set of inputs.

� Dataset selection;

� Data preprocessing;

� Feature selection and building a classification model;

� Prediction;

� Evaluation.

3.3.1 Dataset Selection

From the provided dataset by the (CIC DDoS2020). We
have modified it by decreasing the number of dimensions
in the dataset for the implementation of our DDoS net-
work services. The data collected for the process may
contain missing values, noise, or DDoS network attacks.
This leads to producing inconsistent information from the
process. A data process with high-quality data will pro-
duce efficient data results. The dataset after selection
and understanding is loaded into Python programming
language.

3.3.2 Data Preprocessing

Import the Libraries: There are many libraries we
have used for this experiment.

1) NumPy: which is the fundamental package for
scientific computing with Python.

2) Pandas: is for data manipulation and analy-
sis. In particular, we have used operations for
manipulating numerical data.
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3) Matplotlib: is a Python plotting library we
have used to plot the figures in an interactive
environment across platforms.

4) Seaborn: we have used to visualize the
static data to data visualization based on mat-
plotlib because it provides informative statisti-
cal graphics.

5) NumPy: is used for the multidimensional ar-
ray as we have used in our work to compute with
and manipulate these arrays. Fancy impute is
used to handle the missing values because fancy
impute can be easily used to replace missing val-
ues in huge data sets.

Import the Data-set: By using the Pandas library we
import our dataset and the file I used here is used
firstly we use CSV files because of their lightweight.
After importing the dataset, we can see the head
function (This function returns the first n rows for
the object based on position. It is useful for quickly
testing if your object has the right type of data in it.

Missing Values: The concept of missing values is im-
portant to understand in order to successfully man-
age data. If the missing values are not handled prop-
erly by the researcher, that’s the way we have re-
moved the missing values and have chosen the Im-
putation method to handle the missing values. This
method can only be used with numeric data and we
are using numerical data that’s the way we have cho-
sen the Imputation method, to replace the missing
values within each column separately and indepen-
dently from the others.

3.3.3 Feature Selection and Building Classifica-
tion Model

Splitting the dataset into Training and Test In our model
we have organized as training dataset contains 99% and
the testing dataset 1% from the original data and the
model learns on this data to be generalized to other data
later on. We have the test dataset (or subset) in order
to test our model’s prediction on this subset and got a
better result.

Feature selection: It is a process of selecting the most
significant features from a given dataset. In many
cases, Feature Selection can enhance the performance
of a deep learning model as well. There are two types
of feature selections Unsupervised, and Supervised,
we have chosen the Supervised type which uses the
target variable (e. g. remove irrelevant variables).
For the usage of the Unsupervised type of feature
selection, we have chosen the “Attacks” and for the
Supervised type of feature selection, we have chosen
the “Normal” variable for further processing.

Feature Scaling: It is a step of Data Pre-Processing
that is applied to make independent variables or fea-
tures of data. It basically helps to normalize the data

within a particular range. And it also helps in speed-
ing up the calculations in an algorithm and another
befit is that is generally performed during the data
preprocessing steps.

3.3.4 Prediction

It is important to use the correct model from various mod-
els present because the model chosen plays a crucial role
in determining the efficiency, and accuracy of the predic-
tion system. predicting models use this data to predict
whether the particular case may be a loan default case
or not. However, from various models, there is no spe-
cific model which can be said as the most optimal model.
DNN has better adaptability than other predicting mod-
els and this model is able to construct a non-linear model
and can better predict.

3.3.5 Evaluation

In the final stage, the designed system is tested with the
test set, and the performance is assured. Evolution anal-
ysis refers to the description and model of regularities
or trends for objects whose behavior changes over time.
Common metrics calculated from the confusion matrix
are Precision; Accuracy. The calculations for the same
are listed below.

Precision =
True Positives

True Positives + False Positives

Recall =
True Positives

True -nonPositive + False -non Negative

F =
2 x Precision x Recall

Precision + Recall

Accuracy =
True Positives × False -non Negative

Total Sum of True Positive False Naative

In the reprocessing, classification, and evaluation of the
traffic during Steps 4 and 5, the raw data traffic was re-
played by TCP and IP Replay software in a specific DDoS
port and sampled by the Flow agent for DDoS. The proba-
bility model is a conditional model over a dependent class
variable with a limited number of outcomes means classes,
and conditions on the feature variables F1 to Fn.

P (c = F1, · · · , Fn)

If the value of n is large, basing a model is infeasible.
Then we are reformulating the model then it is feasible or
tractable.

P (c = F1, · · · , Fn)

→ [(P (c)P (F1, · · · , Fn) → (F1, · · · , Fn)]

The above equation can be written in plain as follows

posterior = (prior*like li hood)/evidence)

We are only concentrating on the numerator because the
denominator not depending on the class and values of
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Algorithm 1 RNN usisg in DL Model

Input: Database Descriptors
Output: Selected Variables
1: Begin
2: Create empty optimized model set;
3: For i ⇐ 1 to Number of rounds do
4: Define all the Descriptor database variables as cur-
rent variables
5: while True do
6: Split database in training and test partition;
7: Create and train the model using training data par-
titions;
8: Select the most important variables from the trained
model;
9: Calculated the cumulative importance of variables
from the trained model;
10: if max ( cumulative importance of variables)¡ vari-
ables of importance threshold then
11: Exit loop;
12: end
13: Train the model using only the most important
variables;
14: Test the trained model and calculate the accuracy;

15: if Calculated accuracy < threshold then
16: Exit loop;
17: end
18: Add current model to optimized model set;
19: Define the most important variables from the
trained model as the current variables;
20: end

features F.

P = TP + FP

R = TP + FN

A = TP + FN + FP + TN.

Evaluation Metric From the confusion matrix table Ac-
curacy (A) and F-measure are the metrics that are used
for the evaluation of the classifier performance. F- Mea-
sure is defined in terms of Recall (R) and Precision (P). If
evaluation metrics have a higher value, then the classifier
is best suitable for the data set. The evaluation metrics
are described effectively by a confusion matrix.

System Setup: The DDoS attacks detection system has
three main parameters that directly influence its per-
formance. The parameters shown in Table 1 allow
the user to calibrate the detection system according
to the operating environment. In scenarios where the
DDoS attacks are too large, for example, traffic sam-
ples are discarded before processing by the classifier.
On the other hand, is too small, the True Positive
(TP) increases because the classifier has little data
to analyze. In the case of slow False Negative (FN)
DDoS, low True Negative (TN) and also False Pos-

Algorithm 2 DNN using in DL Model

Input: Network attacks Characterized by type
Output: Specialized attacks based on attack inten-
tions
Lets a set attacks originating from different source
s 1, s 2, s 3 . . . , s n
Define ARk whereby K, ≤1
Set AD as the conditions for attack dependencies
ad1, ad2, ad3 . . . , adn
Define AD for ARk whereby AD , ARK ≥ 1
Designate I as the set all probable attack intentions
i 1, i 2, i 3 . . . , i n
Do Define I for each ARk

While AR, AD is associated with ARk

End While
End Do
End

Figure 5: Customized topology, network traffic file is re-
processed on SVM-01 [16]

itive (FP) reduce the attack detection rate due to
in-memory flow table-2 expiration time (E T = 2).

Evaluation Metrics: System performance was evalu-
ated using the Precision (PREC), Recall (REC), and
F-Measure (F) metrics present in the literature [8,17].
PREC measures the ability to avoid false positives,
while REC-Measures system sensitivity. F is a har-
monic average between PREC and REC. In this con-
text, (i) True Positive (TP) is the attack traffic pre-
dicted correctly, (ii) True Negative (TN) is normal
traffic also predicted correctly, (iii) False Positive
(FP) is the normal traffic predicted incorrectly, and
(iv) False Negative (FN) is the attack traffic pre-
dicted incorrectly.

The DDoS attack Detection system and the classifica-
tion result were compared with the attack plan. Figure 9
summarizes the procedures carried out by the proposed
validation methodology.

Figure 5: Customized topology, network traffic file is
reprocessed on SVM-01 [16] The customized topology net-
work traffic file is reprocessed on SVM-01 [16], and the
Flow agent collects traffic samples and sends them to
DDoS attack Detection.
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Figure 6: Through properly configuring out the origin of
ICMP packets

4 Results

As a major research contribution of this thesis work, it
was of utmost importance to find out the attacker on the
network. Since DDoS attack prevention is only possible
when an attacker is found. We have achieved this task by
examining ICMP packets. Since attackers commonly use
ICMP protocol to generate a DDoS attack. Therefore, we
are encompassing the direct stress level of DDoS and the
stress level of nodes connected through DDoS. We uti-
lize the ping command to test the stress level of network
nodes. We have verified the stress level of the Test-PC
and Web server through the ping command.

The major finding of stress level on the single attack is
presented in the following. It was recorded that when a
single hacker is engaged in the process of a DDoS attack
on DDoS, we observed 100% of CPU usage on the DDoS
router see Figure 5. Additionally, it was observed that
when the single hacker DDoS attack was performed on
Webserver, a severe bandwidth constraint was observed
as can be seen in Figure 6.

Figure 6: Through properly configuring out the origin
of ICMP packets Through properly configuring DDoS we
traced out the origin of the ICMP packet. Specifically,
we traced out the IP address of the attacker by properly
configuring the built-in firewall of DDoS. After tracing
out the IP address of the attacker, the DDoS grab the IP
address of the attacker. After tracing the IP address of the
attacker, we made sure to enlist the attacker’s IP address
into the built-in firewall of DDoS by setting Level-2 (L-
2) and Level-3 (L-3) policies. L2 is the network portion
that is specifically associated with the local area network
where no routing is required. On the other side, L-3 is the
network portion which is specifically associated with the
routing portion means that routing is strictly required.
As a summary of handling the attacker through DDoS
attacks, we essentially perform the following four steps.

1) To identify the IP address of the attacker through
ICMP packets.

2) To add the IP address of the attacker into the firewall

Figure 7: Single DoS attack having data burst stress level

list to set the policy.

3) To perform the above two steps on L-2 (which can
be referred to as a chain input).

4) To perform the above two steps on L-3 (which can
be referred to as chain forward).

This contains the outcome of the efforts made in this
research study. Since the chief concern of this research
study was to assess the resilience of DDoS routers against
D0S Attacks. DoS attack causes the router to be over-
loaded and makes it reach its CPU usage to 100% and
this attack causes the router to be unreachable by the
clients or services. Additionally, in this research study,
the DDoS FLOOD attack which is one of the famous DoS
attacks has been formulated on the DDoS router. The
effectiveness of the DDoS FLOOD attack on the DDoS
router has been tested by properly observing the stress
level of its processor in the PYTHON simulation environ-
ment. Furthermore, results have been taken precisely and
presented in the following section for analysis.

4.1 Single DoS Attack

The impact of a single DoS attack (SYN attack) was mea-
sured on CPU stress and network bandwidth. In Figure 5.
it can be seen that a single DoS attack put 2% stress on
RouterOS, This stress level can be increased in many folds
if a single DoS attack is converted into multiple DoS at-
tacks and or if Data burst packet through broadcasting is
increased. Additionally, the load on the network has also
been verified which is 500 kbps on a normal single DDoS
attack. It is pertinent to mention that this network load
can be increased in many folds when it comes to multiple
DDoS attacks.

After performing a single DDoS attack and a Double
DDoS attack and it was required to check the resilience of
the DDoS router on script attack. To perform the script
attack we developed a script having a constant loop for
increasing data bursts of 65000 each. As can be seen in
Figure 5, a script can be seen to perform a double DDoS
attack.
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Figure 8: Distributed denial-of-service attack deliver con-
nectivity to nodes and users on the given network

Network devices are using a vital role to deliver connec-
tivity to nodes and users on any given network. Network
policies perform the additional task of shielding facilities
and users from known and unknown attacks. This fea-
ture of network policies to stop or curtail network attacks
in order to make the nodes and all attached devices se-
cure needs further research studies and experimentation
to confirm their resilience against potential known at-
tacks. The Distributed Denial-of-Service Attack (DDoS
Attack) is known as one of the deadliest attacks which
make network services and/or devices completely unavail-
able. DDoS routers are very well known for their perfor-
mance and functionalities among their peers.

In this research study, the resilience of the DDoS router
is going to be tested against DDoS attacks. The DDoS
attack causes the router to be overloaded and makes it
reach its CPU usage to 100% and this attack causes the
router to be unreachable by the clients or services.

The four important data pre-processing techniques are
data cleaning, data integration, data reduction, and data
transformation. Here feature selection has a major role
in preprocessing to select suitable features that affect the
accuracy of the algorithm and it comes under data re-
duction. The data sets are implemented using the Deep
Neural Network (DNN) model and the Recurrent Neural
Network RNN model. The comparison of accuracies ob-
tained from the two models was made and arrived at the
conclusion was that the loan credibility behavior of DDoS
network users can be predicted more accurately using the
proposed model.

Table 3 showed that precision, recall, precision, f score,
and accuracy are show attack and normal scores.

The proposed DL system model can reduce the data
dimensionality by automatically extracting the features
from input data. we also use various metrics to evaluate
our proposed model, such as precision, recall, precision,
F-score, and accuracy, to have a systematic benchmarking

Figure 9: Proposed model for DDoS attacks dataset

analysis with other related.
Figure 10 is compared to show learners of RNN and

DNN algorithms, and techniques achieved the best per-
formance in terms of precision, recall, F-score, and accu-
racy of the RNN 99% and DNN 89. 78%. The ability
of the ANN proposed model to deal with a high ratio
of complex nonlinear relationships makes them promis-
ing techniques for detecting network intrusion. It can be
used to tackle the limitation of the traditional classifi-
cation methods, which are implemented to identify the
anomalies in traffic based on the domain of the services.
this paper is to represent the potential of the ANN pro-
posed model for anomaly detection systems. We achieved
a new technique based on RNN-Autoencoder classified
the input traffic into normal or malicious types of URLs

Figure 10: Compared between RNN and DNN for the
DDoS Attacks
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Table 2: Attack and normal values

Attack Normal
Attack 0.99 0.99
Normal 0.01 0.99

Table 3: Precision, Recall, Precision, F score, and Accuracy are showing attack and normal scores

Precision Recall precision
Techniques Attack Normal Attack Normal Attack Normal Accuracy

DNN 0.63 0.74 0.54 0.67 0.56 0.70 89. 78%
RNN 0.99 1.00 0.99 0.99 0.99 0.99 99%

F-score, and the accuracy of the RNN is 99%.

5 Conclusion

This article is presented the DDoS attack Detection
(ANN) proposed model system, an online approach to
a DDoS attacks detection system. The internet network
users and show learners compared RNN and DNN algo-
rithms, and techniques achieved the best performance in
terms of precision, recall, F-score, and accuracy of the
RNN is 99%, and then DNN is 89. 78%, is classified net-
work traffic based on samples taken by the flow protocol
directly from network devices. In this research study, the
resilience of the router is going to be tested against DDoS
Attacks. The DDoS attacks cause the router to be over-
loaded and make it reach its CPU usage to 100% and this
attack causes the router to be unreachable by the clients
or services. Not only that but it causes all operations
on packets performed by the router CPU such as packet
filtering, TCP/IP ping, and logging, queuing may also
cause overloading of the router. Particularly in this re-
search study, DDoS attacks that are focused on DDoS at-
tacks have been formulated on DDoS routers. The DDoS
attacks have been tested in the PYTHON simulation en-
vironment and a physical environment and results have
been taken for analysis and further processing which are
implemented and identified the anomalies traffic based on
the domain of the services. This research paper has rep-
resented the potential of DL techniques for anomaly de-
tection (DL) proposed model system and we are achieved
a new DL technique based on RNN-Autoencoder are clas-
sified the input traffic into normal or malicious types
of URLs. This research study has fulfilled the gap in
testing identified security DDoS network services against
DDoS attacks and will help the research community to
develop new mechanisms to make the routers more pow-
erful against identified security, and DDoS attack holes
systems. We achieved a new DL technique based on RNN-
Autoencoder classified the input traffic into normal or ma-
licious types of URLs.

6 Future Work

Furthermore, the major achievement of this research work
is to secure the webservers through a firewall by hiding
TCP/IP ping on the web services. If the webserver can-
not be pinged then it is more secure. The most important
thing to achieve is that with the current configuration sim-
ulation, we can track down the IP address of the hacker
and can set policies.
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Abstract

The Internet is used in all aspects of people’s lives, and
the scale of the network is expanding, but every network
that people access may have abnormal network traffic,
which brings hidden dangers to people’s lives. This pa-
per combined K nearest neighbors (KNN) with a support
vector machine (SVM) to form the KNN-SVM algorithm.
Then, the information gain method was used to obtain
the feature vectors of network traffic in the dataset, and
the KNN-SVM algorithm was used to detect and identify
the network traffic in the dataset. The experimental re-
sults showed that the accuracy, precision, and recall rate
of the KNN-SVM algorithm were over 90% in identify-
ing different categories of abnormal traffic; in identifying
network traffic with different features, the combination of
all features had the best identification result; compared
with other algorithms, such as SVM and decision trees,
the KNN-SVM algorithm not only had higher detection
accuracy but also took less time to detect. The results
show that the KNN-SVM algorithm has excellent detec-
tion and recognition performance and high detection effi-
ciency, which is very suitable for real-time detection and
anomaly recognition of network traffic.

Keywords: Anomaly Traffic Identification; K Nearest
Neighbor; Real-Time Detection; Software Defined Net-
work; Support Vector Machine

1 Introduction

As Internet technology continues to evolve, researchers
have proposed software defined network (SDN) to solve
problems such as configuration difficulties. However, the
emergence of SDN also brings new network security prob-
lems, so it is necessary to protect the network by detect-
ing anomalies and preventing network intrusion [1]. Tra-
ditional detection methods cannot guarantee the traffic
detection accuracy while considering the detection rate,

so how to perform real-time detection and anomaly iden-
tification for network traffic in SDN environment has be-
come another new research topic for researchers. The
related literature on network traffic detection in SDN is
reviewed. Zhang et al. [16] put forward a network-wide
forwarding anomaly detection and localization method
FOCES in SDN. The experimental results show that the
proposed method achieved more than 90% accuracy when
the packet loss rate was less than or equal to 10%, and the
localization accuracy reached about 80% when the packet
loss rate was less than or equal to 5%.

Tang et al. [14] designed and implemented an online
attack detection and mitigation system (ADMS) frame-
work. The final assessment of the prototype ADMS im-
plementation showed that the framework was able to ac-
curately identify and effectively mitigate low-rate denial-
of-service attacks in real time. Jafarian et al. [7] devel-
oped an organizational structure for detecting anomalies
in SDN environments through information gain ratio and
integrated learning scheme (stacking). The experimental
results showed that the suggested technique outperformed
other methods in terms of improving accuracy and de-
tection rate, lowering classification error, and decreasing
false alarm rate.

DeepGuard, a framework for effective anomaly detec-
tion presented by Phan et al. [12], improved the effec-
tiveness of network attack detection in SDN-based net-
works by using a fine-grained traffic monitoring technique.
Through a lot of experiments, it was shown that Deep-
Guard significantly outperformed previous traffic match-
ing techniques in terms of performance at the traffic gran-
ularity level. For edge computing-based architecture in
Internet of Things networks, Qureshi et al. [13] put for-
ward a SDN-based anomaly detection system. Simulation
experiments showed that the system had better perfor-
mance in case of different performance parameters. In
order to enhance the accuracy of network traffic anomaly
detection in SDN, this paper combined K-nearest neigh-



International Journal of Network Security, Vol.25, No.5, PP.758-763, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).04) 759

bor (KNN) algorithm and support vector machine (SVM)
algorithm to obtain a KNN-SVM algorithm for network
traffic detection and classification in datasets. It was com-
pared with other detection algorithms to verify its effec-
tiveness and superiority. This paper aims to provide an
approach for the subsequent real-time detection of abnor-
mal SDN traffic.

2 SDN Detection Algorithm

2.1 SDN Architecture

SDN is a new innovative architecture for networking [4],
which includes three layers, namely data layer, control
layer and application layer. The SDN is introduced layer
by layer. The data layer is mainly composed of multi-
ple network devices, such as switches and routers. The
control layer is the most critical part of the whole net-
work, and its core is the SDN controller. Through the
controller, all switch devices can be seen, and it is the
brain of managing the network in the SDN. SDN can use
its core technology, Open Flow protocol, to separate the
control layer and data layer of network devices [6]. The
application layer consists of various types of network ap-
plications, which are mainly designed to provide services
to users. Users implement their needs through program-
ming. Meanwhile, the SDN architecture allows admin-
istrators to program and control the control part of the
network directly to achieve flexible management and con-
trol of all network devices.

2.2 Network Traffic Detection Algorithm

By reviewing the related literature on network traffic de-
tection, it is found that SVMs [8], random forests [10],
decision trees [3], and neural networks [17] are commonly
used in machine learning-based network traffic anomaly
detection algorithms. Since the results of the KNN algo-
rithm are concise and easy to understand, it is well suited
for solving classification problems, so it is used in this
paper. The principle of this algorithm is to classify sam-
ples by calculating the distance between sample data after
data statistics. The distance calculation method used in
this paper is the Euclidean distance, and its expression is:

d(x, y) =

√√√√ N∑
i=1

(xi − yi)2

However, often individual algorithms have their own lim-
itations in detection effect. The KNN algorithm needs
to calculate the distance between all data and then clas-
sify them according to the distance size, which makes the
operation time become longer. In order to better detect
network traffic in real time, this paper finally considers
the combination of KNN algorithm and SVM algorithm
and proposed to use the KNN-SVM algorithm to perform
real-time network traffic detection and anomaly identifi-
cation. The difference between the two algorithms is that

the KNN algorithm determines the value of the target
point by selecting the proximity of the target point, while
the SVM algorithm determines the category to which the
target point belongs by dividing the region. The combi-
nation of the two algorithms can simultaneously solve the
problem of inaccurate classification of the SVM algorithm
when it is close to the hyperplane, and the problem of long
computation time of the KNN algorithm. The main core
idea and steps of this combined algorithm in this research
paper are as follows.

1) The traffic data to be identified are input, and the
corresponding support vector sets and SVM classi-
fiers are calculated by the SVM algorithm.

2) Distance threshold ϵ between the data to be classified
and the hyperplane in the SVM algorithm is set as
1.

3) The support vector set obtained by training using the
KNN algorithm to obtain a KNN model;

4) For traffic data Xi to be identified, the distance from
the SVM hyperplane is calculated, i.e., P (Xi) =
WXi + b, where W and b represent the coefficient
and hyperplane intercept of the SVM algorithm de-
tection model, respectively.

5) If the calculation result is P (Xi) < ϵ, then the detec-
tion result of the SVM algorithm is output directly.
If the calculation result is P (Xi) > ϵ, the algorithm
is replaced, and the KNN model is used to detect and
identify the traffic data.

2.3 Feature Vector Selection

Before performing anomaly detection and identification
work on network traffic, in order to detect anomalous
traffic more accurately, network traffic data processing
is first required, which involves extracting a certain class
of features that appear multiple times or individually in
network traffic, so that the extracted traffic feature vec-
tor can be used by the detection algorithm. In this study,
the information gain method [5] is used to select the fea-
tures in the dataset. The so-called information gain is
the entropy. The larger the information gain value, the
more information the feature contains, the smaller the un-
certainty, and the more important the feature. Suppose
dataset A contains N categories of features in total, and
the proportion of samples of the i-th category in A is Ci.
The formula of information entropy is:

I(A) = −
N∑
i=1

Ci log2(Ci).

The empirical conditional entropy obtained by further
dividing dataset A according to feature T is:

I(A|T ) =
N∑
i=1

|Ai|
|A|

I(A).
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The final formula for the information gain is:

G(T ) = I(A|T )− I(A).

3 Example Analysis

3.1 Experimental Platform and Data

In order to verify the detection effect of the algorithm
proposed in this paper, the study built up a traffic de-
tection platform for SDN using Ryu controller, Openflow
switch and Mininet topology simulation tool [2]. The data
for the experiments were mainly from the KDDCUP-99
dataset [15], which is the most widely used in network
traffic detection, and includes both normal network traffic
and attack network traffic. The abnormal network traffic
in the KDDCUP-99 dataset was divided into four major
categories and 39 attack types.

Table 1 shows some of the attack types. In this pa-
per, a total of 10,000 network traffic were selected from
the KDDCUP-99 dataset, including 4,000 normal traffic,
2,000 denial of service (DoS) abnormal traffic, 2,000 probe
abnormal traffic, 1,500 remote to local (R2L) abnormal
traffic, and 500 user to root (U2R) abnormal traffic. The
data were divided into training set and test set according
to the ratio of 7:3 for experiments.

Table 1: KDDCUP-99 dataset abnormal traffic types

Category Type of attack

DoS Ping-of-death, neptune, mailbomb, pod
Probe Port-scan, Satan, ping-sweep, Saint
R2L Guessing password, Imap, Ftp write, Spy
U2R Buffer overflow attacks, perl, SQL attack

There were 41 features in the KDDCUP-99 dataset,
which were coded from 0 to 40. The information gain
value of each feature was calculated, and the selection
was based on the magnitude of the calculated value. The
ten features with the largest information gain values were
selected and input to the algorithm for training, as shown
in Table 2.

3.2 Evaluation Indicators

In order to better verify the detection results of the KNN-
SVM algorithm, decision tree and SVM algorithms were
also selected to simultaneously detect and identify the
network traffic, and the detection and identification re-
sults were compared. In view of the detection effectiveness
of abnormal network traffic mainly includes two aspects:
time efficiency and correct rate; therefore, the algorithm
evaluation indicators were determined as accuracy, preci-
sion, recall rate, and detection time [9] for result compar-
ison and analysis.

1) Accuracy, representing the proportion of correctly
classified network traffic to total traffic:

ACC =
TP + TN

TP + TN + FP + FN

2) Precision, representing the proportion of network
traffic correctly classified as positive classes to the
traffic predicted as positive classes:

PPV =
TP

TP + FP

3) Recall rate, representing the proportion of network
traffic correctly classified as positive classes to the
total traffic in all positive classes:

Recall =
TP

TP + FN

3.3 Analysis of Results

The choice of the K value in the KNN algorithm deter-
mines the final result of the algorithm in detecting and
identifying network traffic. To obtain the best traffic de-
tection results, the best K value should be chosen. In
the experiments, the final K value was first determined
by finding the highest accuracy through training the al-
gorithm under different K values. From the data in Fig-
ure 1, it can be seen that the KNN-SVM algorithm had
the highest accuracy when the K value was 30. Then, as
the K value increased, the accuracy tended to decrease.
Therefore, the K value for the KNN-SVM algorithm was
set to 30 in the experiments.

Figure 1: Variation of detection accuracy of the KNN-
SVM algorithm under different K values

According to the introduction of the dataset above, it
is known that the dataset contained five types of data,
namely, normal traffic, DoS, probe, R2L, and U2R. The
purpose of this study is to better detect the abnormal
traffic, so the results of the KNN-SVM algorithm in de-
tecting and identifying the four types of abnormal traffic
in the dataset were analyzed separately, and Figure 2 is
obtained. It can be seen from Figure 2 that the accuracy
of the algorithm in detecting DoS and probe types of ab-
normal traffic was over 98%, and the precision and recall
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Table 2: Results of the selection of flow characteristics

Code Feature name Description Information gain

1 duration The length of time this network has been connected 0.57
2 protocal type The type of the network connection protocol 0.63
4 flag The status of the network connection protocol 0.49
6 dst bytes The data traffic from the destination host to the

source host
0.51

11 num failed logins The number of failed login attempts for this network 0.58
24 serror rate The percentage of SYN errors in connections to the

same destination host
0.64

26 rerroe rate The percentage of REJ errors in connections to the
same destination host

0.65

32 dst host srv count The number of connections to the same destination
host and service

0.52

34 dst host diff srv rate The percentage of connections to different services
and the same destination host

0.55

35 dst host same src port rate The percentage of connections to the same destina-
tion host and the source port

0.48

rate were close to 100%. However, for R2L and U2R at-
tacks, the accuracy was below 95%, and the precision and
recall rate were much lower than those of DoS and probe.
The reason for this is that the sample data of R2L and
U2R were relatively small, which made the detection of
R2L and U2R difficult to some extent. However, overall,
the KNN-SVM algorithm had good results in identifying
anomalous network traffic, and the accuracy, precision,
and recall rate of the algorithm for four different cate-
gories of anomalous network traffic were all above 90

Figure 2: Detection and identification results of different
abnormal traffic categories

To ensure the validity of the algorithm, a tenfold cross-
validation [11] was performed on the dataset, and the ex-
perimental results obtained for the different features are
shown in Table 3. From the values in Table 3, it can
be seen that the values of the three evaluation indicators
were the highest when all the features were combined for
the detection and identification of the algorithm, which
were 96.73%, 97.69%, and 97.86%, respectively, and this

meant that the detection results obtained were the best.
It was found that whether the detection of network traf-
fic was performed by a single feature or a combination of
ten features, the recognition accuracy was over 90%. It is
verified that the KNN-SVM algorithm has high accuracy
for detecting and identifying anomaly network traffic, and
the use of this algorithm is effective and feasible.

In addition, the accuracy, precision, and detection time
of the KNN-SVM algorithm were also compared with
other algorithms, including SVM and decision tree algo-
rithms, and Table 4 was obtained. From the accuracy and
precision data in Table 4, it can be seen that the KNN-
SVM algorithm had the highest accuracy and precision
values, 96.73% and 97.69%, respectively, followed by the
decision tree algorithm, which also reached 90% or more,
while the SVM algorithm had the lowest accuracy and
precision, 89.74% and 91.35%, respectively. In terms of
the detection time of the algorithms, the KNN-SVM algo-
rithm took the shortest time, only 78.22 s, i.e., it had the
highest detection efficiency. This result showed that the
KNN-SVM algorithm had excellent detection and recog-
nition performance and high detection efficiency, which is
very suitable for real-time detection and anomaly recog-
nition of network traffic.

4 Conclusion

This paper briefly introduced the SDN and the KNN-
SVM algorithm. The study designed and implemented
an anomalous network traffic detection model based on
the SDN using the KNN-SVM algorithm to identify the
anomalous network traffic within the dataset. Finally, the
detection results were compared with other detection al-
gorithms to demonstrate the reliability of the KNN-SVM
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Table 3: Tenfold cross-validation results for different features

Feature name Average accuracy Average precision Average recall rate

duration 94.17% 95.24% 96.08%
protocal type 94.56% 95.13% 95.94%

flag 96.21% 96.88% 97.12%
dst bytes 95.83% 96.25% 96.74%

num failed logins 96.54% 97.19% 97.57%
serror rate 95.68% 96.27% 96.95%
rerroe rae 96.24% 96.75% 97.18%

dst host srv count 95.15% 96.31% 96.96%
dst host diff srv rate 96.39% 97.24% 97.67%

dst host same src port rate 96.22% 97.10% 97.48%
The combination of all features 96.73% 97.69% 97.86%

Table 4: Detection results of network traffic by different detection algorithms

Overall accuracy Overall precision Detection time/s

The KNN-SVM algorithm 96.73% 97.69% 78.22
The SVM algorithm 89.74% 91.35% 117.14

The decision tree algorithm 93.61% 94.92% 91.46

algorithm. The experimental results showed that the ac-
curacy, precision, and recall rate of the KNN-SVM algo-
rithm were over 90% in identifying different categories of
anomalous traffic; when identifying network traffic using
different features, the best detection result was obtained
by combining all the features; compared with algorithms
such as SVM and decision tree algorithms, the KNN-SVM
algorithm not only had higher detection accuracy, but
also took less time to detect. These results show that the
KNN-SVM algorithm has excellent detection and recog-
nition performance and high detection efficiency, which is
very suitable for real-time detection and anomaly recog-
nition of network traffic.
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Abstract

Authenticated key exchange (AKE) protocol is one of
the most fundamental cryptographic primitives for secure
communication systems. It allows two parties to securely
establish a common session key over an insecure public
network. Recently, Zhang et al. proposed a multi-factor
authenticated key exchange (MFAKE) protocol for mo-
bile communications. This paper presents the cryptanal-
ysis of Zhang’s MFAKE protocol. We find out Zhang’s
MFAKE protocol has a security flaw that renders it in-
secure against Man-in-the-Middle (MITM) attacks and
outsider Key Compromise Impersonation (KCI) attacks.
We present a simple case of MITM attacks and illustrate
how an adversary impersonates the client to the server if
just compromising the key of the server. And an improved
MFAKE protocol is proposed to overcome the weakness of
Zhang’s MFAKE protocol with minimum changes. Then
we give the formal security proof of our improved MFAKE
protocol in the random oracle model. The security fea-
tures and performance of our improved protocol are com-
pared with related protocols. The results show that our
improved MFAKE protocol is more secure and efficient.

Keywords: Authenticated Key Exchange; Key Compro-
mise Impersonation Attack; Multi-factor

1 Introduction

With the rapid development of communication technolo-
gies, mobile devices have become popular in daily life.
Advances in mobile telecommunication technology lay the
foundation for accessing critical infrastructure. (e.g., in-
dustrial manufacturing, energy, healthcare, transporta-
tion). People interact with these systems to obtain
personal services. However, adversaries could intercept,
modify or replay messages, as well as impersonate a le-
gal user to access the protected resource. Communication
security has become one of the most crucial issues when

accessing critical infrastructure for services [13, 25]. To
prevent unauthorized access, authentication is a domi-
nant form of access control in various services.

Authenticated key exchange (AKE) protocol allows
two parties to share a common session key for secure com-
munication over insecure public channels and verify the
legitimacy of each other. Legitimate access to any infor-
mation system requires authentication of the user access-
ing the protected information. Thus, password-based au-
thenticated key exchange (PAKE) protocols [4,5,8,15,17]
have received significant attention in user authentication
systems. PAKE protocols assume a realistic scenario in
which secret keys are not uniformly distributed over a
large keyspace, but chosen from a small and low-entropy
keyspace [19]. It is a realistic scenario in which users
tend to choose short, easily-rememberable passwords
since they may require to remember many passwords and
change the password frequently [16,20]. Thus, passwords
are vulnerable to many brute-force and dictionary-based
attack tools [12]. Although a solution [26] that the server
stores a one-way transform of password is introduced to
strengthen the security in client/server setting, Jarecki
et al. [15] pointed out that this solution allows for pre-
computation attacks that lead to the instantaneous com-
promise of user passwords upon server compromise. Sim-
ple password-based authentication has proven to be more
and more inadequate [18] since the existing solutions can-
not sufficiently prevent password-cracking, data-stealing,
and data-phishing practices. Various schemes [8, 31, 34]
have been proposed in succession to reduce the affection of
password-cracking and compromised password database.

With the growing number of innovative ways to au-
thenticate users, there are three main approaches [24] for
authentication: something you know (e.g., passwords),
something you have (e.g., smartphones and smart cards),
and something you are (e.g., biometric characteristics).
In certain circumstances, however, the above factors may
be insecure. When the honest user types in the correct
password, the malicious user could peep the input. The
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smart card might be lost, stolen, or cloned. Once an ad-
versary obtains the smart card, all the information stored
could be lost. The biometric characteristics are irrevoca-
ble. Once copied by the adversary, this will cause per-
manent damage. Various multi-factor authenticated key
exchange (MFAKE) schemes [7, 22, 27, 36] were proposed
successively by combining three factors in an authentica-
tion process to reduce the damage caused by compromis-
ing an authentication factor.

1.1 Motivations

User authentication is becoming more widely used to pro-
tect sensitive information from the illegitimate user. How-
ever, research over the past decade has shown that de-
signing a secure authenticated key exchange scheme is
very difficult. MFAKE schemes aim to achieve higher
security by combining three factors within the same au-
thentication process. Intuitively, an adversary would have
to break all three factors to break the MFAKE scheme.
However, an adversary could compromise less than three
factors to break the scheme if the scheme is not well de-
signed.

An AKE protocol is provable security if and only if
the security proof is correct. Several results [10,21,33,35]
show that even several of the proposed AKE protocols
that have provided security proof cannot achieve their se-
curity aims since the security proof might be flawed. Con-
structing a multi-factor authentication protocol remains
hard work. Analysis of defects in existing protocols can
make us avoid these shortcomings when designing a new
scheme.

1.2 Contributions

In this paper, we revisit Zhang’s MFAKE protocol [36]
and analyze its security. We hope our analysis would
help avoid such mistakes when designing a new MFAKE
protocol in the future. This paper is an extension work
of Ma et al. [23]. The first contribution was presented
in [23] at the CIMSS of ACNS workshop in 2022. The
second contribution has some minor changes for entity
authentication, which is different from [23]. The last two
contributions are our new results. All contributions of
this paper are listed as follows:

1) First, we show this protocol has a vital security flaw,
which may lead the protocol insecure against Man-in-
the-Middle (MITM) attacks and outsider Key Com-
promise Impersonation (KCI) attacks. The main
problem of Zhang’s MFAKE is the protocol message
transcript is not bound to the session key. We give
the details of a simple MITM attack and an outsider
KCI attack in Section 5.

2) We then propose an improved MFAKE protocol to
fix the problem of Zhang’s MFAKE protocol with
minimum changes. A hash algorithm takes proto-
col messages as inputs and outputs the session key.

And one party only computes the session key after it
authenticates another party.

3) In addition to the key indistinguishability security
experiment, we also define an entity authentication
security experiment. We provide the formal security
proof of entity authentication and key indistinguisha-
bility in the random oracle model.

4) Finally, we evaluate security features and perfor-
mance of our improved MFAKE protocol.

1.3 Organization of the Rest Article

The rest of the paper is organized as follows. In Sec-
tion 2, we review the related works. In Section 3, we
introduce the basic definitions for Zhang’s MFAKE proto-
col. In Section 4, we give the security model. In Section 5,
we review Zhang’s MFAKE protocol, analyze the draw-
back of Zhang’s MFAKE protocol, propose an improved
MFAKE protocol and provide the formal security proof in
the random oracle model. In Section 6, we show security
features and performance of some related protocols and
our improved MFAKE protocol. We conclude the paper
in Section 7.

2 Related Work

Bellovin and Merritt [4] proposed the first password-based
authenticated key exchange protocol, Encrypted Key Ex-
change (EKE), which allows the client and server to share
the plaintext password and exchange key material to de-
rive a common session key. Then the augmented EKE
protocol proposed by Bellovin and Merritt [5], replaced
the requirement that the server stores the plaintext pass-
word with a one-way transformed value of the password.
Augment EKE protocol prevents the adversary from im-
personating the honest user. They presented two ways
to accomplish this goal, digital signatures and a family of
commutative one-way functions. However, the EKE and
augment EKE are not given formal security analysis since
the lack of a proper security model. The first formal se-
curity model of AKE protocols between two parties was
introduced by Bellare and Rogaway [3]. Bellare et al. [2]
proposed the security model of PAKE protocols by ex-
tending the definition of Bellare and Rogaway [3]. And
this PAKE security model has been followed extensively
in papers [1, 23,27].

The protocols referred to above build on the single au-
thentication factor. Recently, MFAKE, a valuable and
challenging goal, has wildly caught researchers’ atten-
tion [7, 11, 22, 27]. Many papers claim security by com-
bining all three factors in a protocol. Pointcheval and
Zimmer [27] defined a new security model for MFAKE
protocols and proposed a multi-factor AKE protocol that
was proved to be secure in their security model. They
claim their MFAKE protocol remains semantically secure
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if there are at most two corrupt queries. Namely, an ad-
versary must break all three factors to win the game. Liu
et al. [22] proposed a three-party MFAKE protocol by
extending Pointcheval’s protocol [27]. They provided the
formal security proof of their three-party MFAKE pro-
tocol in the random oracle model. However, Hao and
Clarke [10] found out Pointcheval’s protocol and Liu’s
protocol are insecure. If an adversary has compromised
the client’s password, it could impersonate the server to
compromise the other two factors, thus breaking the en-
tire system. Fleischhacker et al. [7] introduced and mod-
eled a general framework for (α, β, γ)-MFAKE by extend-
ing the three-factor AKE model from [27]. And they de-
fined a generalized notion of tag-based multi-factor au-
thentication, extending the preliminary concepts from [14]
that considered the use of tags (auxiliary strings) in public
key-based challenge-response scenarios. In this way, they
avoided the problems identified in [10] for the protocol in
[27]. Wang et al. [29] introduced a multi-factor authenti-
cation protocol using elliptic curve cryptography. But Wu
et al. [32] demonstrated that Wang et al. [29] protocol was
insecure against impersonation attacks. Therefore, they
proposed an improved authentication scheme and fixed
the problems in [29]. Wu et al. [30] proposed a lightweight
scheme for wireless sensor networks with multi-factor au-
thentication. Hossein et al. [6] proposed a hash-chain-
based provably secure MFAKE scheme and analyzed the
security of their scheme in the Real-or-Random (ROR)
model [1].

Most recently, Zhang et al. [36] proposed a multi-factor
authenticated key exchange (MFAKE) scheme based on
the security model from [27]. It claims to reduce the se-
curity of protocol to the Decisional Diffie-Hellman (DDH)
hard problem. In this work, however, we found two
weaknesses that led to Zhang’s MFAKE insecurity. One
problem is that an adversary could easily modify the ex-
changed message to lead two non-partnered sessions to
compute the same session key. Another is that once an
adversary compromises the server, it could impersonate
the client to the server.

3 Preliminaries

Let λ ∈ N be the security parameter and 1λ be a string
that consists of λ bits. ∅ denotes an empty string. ∥ is the
string concatenation operation.

⊕
is the XOR operation.

For n ∈ N, [n] := {1, 2, . . . , n} denotes the set of integers

between 1 and n. If X is a set, x
$← X denotes the

operation of sampling a uniform random element x from

X. If A is a probabilistic algorithm, a
$← A means that

a is the output of running A with fresh random coins.
The hash function h(·) : {0, 1}∗ → {0, 1}λ is modeled as
a random oracle.

3.1 Metric Space

A metric space is a setM with a distance function Dist :
M ×M → [0,∞). Commonly, Hamming distance is
used to measure the distance from one value to another
value. Dist(w,w′) is the number of positions in which
the strings w ∈ M and w′ ∈ M differ. For an element
w ∈M, let Dist(w) := Dist(w, 0).

3.2 Min-Entropy and Statistical Distance

Definition 1 (Min-Entropy). The min-entropy of X is
H∞(X) = − log2(maxx Pr[X = x]).

Definition 2 (Statistical Distance). The
statistical distance between two random variables
A and B with the same domainM is

SD(A,B) =
1

2

∑
w∈M

|Pr[A = w]− Pr[B = w]|.

If SD(A,B) ≤ ϵ, A and B are called ϵ-statistically indis-
tinguishable.

3.3 Public Key Encryption Scheme

Generally, we consider a public key encryption scheme
PKE that consists of three probabilistic polynomial
time (PPT) algorithms PKE = (PKE.KeyGen, PKE.Enc,
PKE.Dec). The PKE scheme is associated with public
keyspace PKPKE, private keyspace SKPKE, message space
MPKE and ciphertext space CPKE. The algorithms of
PKE are defined as follows:

� (pk, sk)
$← PKE.KeyGen(1λ): This algorithm takes as

input the security parameter 1λ and outputs a pair
of public/private keys (pk, sk), where the public key
pk ∈ PKPKE and the private key sk ∈ SKPKE.

� c
$← PKE.Enc(pk,m): This is the encryption algo-

rithm that generates a ciphertext c ∈ CPKE for a mes-
sage m ∈MPKE with the public key pk.

� m
$← PKE.Dec(sk, c): This is the decryption algo-

rithm which takes as input a private key sk, a cipher-
text c, and outputs a message m. The correctness re-

quirement is for all pairs (pk, sk)
$← PKE.KeyGen(1λ),

we have m ≡ PKE.Dec(sk,PKE.Enc(pk,m)).

Definition 3 (Public Key Encryption Scheme).
We say that a public key encryption scheme
PKE = (PKE.KeyGen,PKE.Enc,PKE.Dec) is (q, t, ϵPKE)-
secure (indistinguishable) against adaptive chosen-
ciphertext attacks, if |Pr[EXPind-cca

PKE,A (λ) = 1]−1/2| ≤ ϵPKE
holds for all adversaries A running in time at most t in



International Journal of Network Security, Vol.25, No.5, PP.764-776, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).05) 767

the following experiment:

EXPind-cca
PKE,A (λ) : OPKE.Dec(sk, c) :

(pk, sk)
$← PKE.KeyGen(1λ); if c = c∗, return a failure ⊥;

(m0,m1)
$← A(pk); otherwise m

$← PKE.Dec(sk, c)

b
$← {0, 1}; return m;

c∗
$← PKE.Enc(pk,mb);

b′
$← AOPKE.Dec(sk,·)(pk, c∗);

if b = b′ then return 1,
otherwise return 0 ;

where ϵPKE = ϵPKE(λ) is a negligible function in the secu-
rity parameter λ and the number of queries q is bound by
time t.

3.4 Message Authentication Code
Scheme

We consider a message authentication code scheme
MAC that consists of three probabilistic polynomial
time (PPT) algorithms MAC = (MAC.KeyGen, MAC.Tag,
MAC.Vfy). The MAC scheme is associated with tag space
TMAC, message spaceMMAC and private keyspace SKMAC.
The algorithms of MAC are defined as follows:

� skMAC
$← MAC.KeyGen(1λ): This is the key genera-

tion algorithm which takes as input 1λ and outputs
a secret key skMAC ∈ SKMAC.

� τ
$← MAC.Tag(skMAC,m): The generation algorithm

is run by a party. It generates a tag τ ∈ TMAC for a
message m ∈MMAC with the generation key skMAC.

� {0, 1} $← MAC.Vfy(skMAC, τ,m): The verification al-
gorithm is run by the verifier. It takes as input a
private key skMAC, a tag τ , and a message m. Then
it outputs 1 if τ is a valid tag for m under skMAC, and
0 otherwise.

Definition 4 (Message Authentication Code
Scheme). We say that a message authentication code
scheme MAC = (MAC.KeyGen,MAC.Tag,MAC.Vfy)
is (q, t, ϵMAC)-secure against strongly existen-
tial forgeries under chosen message attacks, if
Pr[EXPseuf−cma

MAC,A (λ) = 1] ≤ ϵMAC holds for all ad-
versaries A running in time at most t in the following
experiment:

EXPseuf-cma
MAC,A (λ) :

skMAC
$← MAC.KeyGen(1λ);

(m∗, τ∗)
$← AOMAC.Tag(skMAC,·);

return 1 if the following conditions are held:

1) MAC.Vfy(skMAC, τ
∗,m∗) = 1 and

2) A didn’t submit m∗ to MAC.Tag(skMAC, ·),

and 0 otherwise;

where ϵMAC = ϵMAC(λ) is a negligible function in the
security parameter λ, on input message m the oracle

OMAC.Tag(skMAC, ·) returns τ
$← MAC.Tag(skMAC,m) and

the number of queries q is bound by time t.

If skMAC is a one-time authentication key of
MAC scheme, then MAC scheme is known as a one-time
message authentication code (OTMAC) scheme which is
(1, t, ϵMAC)-secure.

3.5 Fuzzy Extractor

We consider a fuzzy extractor FE that consists of a pair
of probabilistic polynomial time (PPT) algorithms FE =
(FE.Gen, FE.Rep). The FE is associated with metric space
MFE, randomness space RSFE, extracted string space
ESFE and helper string space HSFE. The algorithms of
FE are defined as follows:

� (R,P )
$← FE.Gen(crs, w): This is the generation

algorithm that takes as input crs ∈ RSFE and
w ∈ MFE and outputs an extracted string R ∈
ESFE and a helper string P ∈ HSFE. Note that
SD((R,P ), (Uλ, P )) ≤ ϵFE, where Uλ is uniform dis-
tribution on {0, 1}λ.

� R
$← FE.Rep(w′, P ): This is the reproduce al-

gorithm that takes as input a string w′ ∈ MFE

and a helper string P ∈ HSFE. If Dist(w,w′) is
no more than a predetermined threshold ts and

(R,P )
$← FE.Gen(crs, w), this algorithm outputs

FE.Rep(w′, P ) = R. Otherwise, no guarantee is pro-
vided about the output of FE.Rep.

Definition 5 (Fuzzy Extractor). Let W be a family of
distributions over metric spaceMFE with H∞(W) ≥ min,
where min is min-entropy of MFE. We say that a fuzzy
extractor FE = (FE.Gen,FE.Rep) is (min, ts, q, t, ϵFE)-
secure (indistinguishable), if |Pr[EXPind

FE,A(λ) = 1] −
1/2| ≤ ϵFE holds for all adversaries A running in time
at most t in the following experiment:

EXPind
FE,A(λ) : OFE.Gen(crs

′, w′) :

crs
$←RSFE; if A submits crs′ ̸= crs and

w
$←W, Uλ

$← {0, 1}λ; 0 < Dist(w,w′) ≤ ts,

b
$← {0, 1}; (Ri, Pi)

$← FE.Gen(crs′, w′),

(R∗, P ∗)
$← FE.Gen(crs, w); return (Ri, Pi);

R0 = Uλ, R1 = R∗; else, return a failure ⊥.
b′

$← AOFE.Gen(·,·)(crs,Rb, P
∗);

if b = b′ then return 1,
and 0 otherwise;

where ϵFE = ϵFE(λ) is a negligible function in the security
parameter λ and the number of queries q is always bound
by time t.

Definition 6 (DDH Assumption). We say the DDH as-
sumption holds, given parameters (G, p, g) where G is a
cyclic group of prime order p and g as a generator of G,
if it is hard to distinguish triples of the form (gx, gy, gxy)
from triples of the form (gx, gy, gz), where x, y, and z
are random chosen from Z∗

p. Namely, the DDH problem

is (t, ϵDDH)-hard, if |Pr[EXPDDH
G,p,g,A(λ) = 1]− 1/2| ≤ ϵDDH

holds for all adversaries A running in time at most t in
the following experiment:
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EXPDDH
G,p,g,A(λ) :

g
$← G, (x, y, z)

$← Z∗
p;

b
$← {0, 1};

if b = 0 then X
$← gxy , otherwise X

$← gz ;

b′
$← A(G, p, g, gx, gy , X);

return 1, if b = b′, and 0 otherwise;

where ϵDDH = ϵDDH(λ) is a negligible probability in the
security parameter λ.

4 Security Model

4.1 Execution Environment

In the execution environment, we fix a set of honest par-
ties IDS = {id1, . . . , idl} for l ∈ N, where idi (i ∈ [l])
is the identity of client or server. Each identity idi is
associated with a pair of long-term keys (pki, ski) ∈
(PKPKE,SKPKE). Each honest party idi can sequentially
and concurrently execute the protocol multiple times with
different intended partners. We may realize a collection of
oracles {Πs

idi
: i ∈ [l], s ∈ [d]} for (l, d) ∈ N that represent

the protocol executions of a set of honest parties. Each
oracle Πs

idi
works as the s-th protocol instance performed

by party idi. Moreover, we assume each oracle Πs
idi

main-
tains a list of independent internal state variables with
semantics listed in Table 1.

Table 1: Internal states of oracles
Variable Description

pidsi Identity of idi’s intended partner.

sidsi Session identity of Πs
idi
, sidsi

$← {0, 1}λ.
Φs

i Internal state of Πs
idi
, Φs

i ∈ {accept, reject}.
Ks

i Session Key of Πs
idi
, Ks

i ∈ K.
sT s

i Transcript of messages sent by Πs
idi
.

rT s
i Transcript of messages received by Πs

idi
.

All those variables of each oracle are initialized with
the empty string ∅. At some point, each oracle Πs

idi
may

complete the execution and decide the internal state Φs
i ∈

{accept, reject}. Additionally, we assume that the real
session key is assigned to the variable Ks

i iff oracle Πs
idi

has reached an internal state Φs
i = accept.

4.2 Adversarial Model

The adversary A considers being a probabilistic polyno-
mial time (PPT) Turing Machine, having complete con-
trol of the communication network. The adversary A
could interact with the challenger C by issuing the fol-
lowing queries:

� Execute(idi, s, idj , t): If the client oracle Πs
idi

and
server oracle Πt

idj
have not been used, this query will

carry out an honest execution of the protocol between
two oracles, and return the transcripts sT s

i and sT t
j

to A. This query models the capability of A passively
eavesdrops on plenty of honest executions.

� Send(idi, s,m): This query allows A to send a mes-
sage m of his own choice to the oracle Πs

idi
. The

oracle Πs
idi

will send back the response message m′

(if any) according to the protocol specification and
its internal states. After answering a Send query, the
variables of Πs

idi
will be updated depending on the

specific protocol. This query models active attacks
in the real world.

� Reveal(idi, s): If the oracle Πs
idi

has reached an inter-
nal state Φs

i = accept (holding a session key) and a
Test query has not been made to Πs

idi
or its partner

oracle (if it exists), it responds with the contents of
the variable Ks

i . Otherwise, a failure symbol ⊥ is re-
turned. This query models the leakage of the session
key agreed by the two parties.

� Corrupt(client, a): This query will respond with the
password pwd for a = 0, biometric data W for
a = 1, and private key sk for a = 2. By issuing
this query, A could obtain a-th authenticated fac-
tor {pwd,W, sk} of client. This query models corrupt
capabilities of A.

� Corrupt(server): This query will return server’s pri-
vate key to A.

� Test(idi, s): C first flips a coin b ∈ {0, 1} uesd for all
Test queries. If the oracle Πs

idi
has state Φs

i = reject
or Ks

i = ∅, then this query returns a failure symbol
⊥. Otherwise, C samples a random element Kr from
session key space K, and sets K0 = Kr and K1 = Ks

i .
Finally, this query responds with Kb. The oracle Π

s
idi

selected by the adversary in this query is called as
test oracle. This query does not model any actual
capabilities of A. It is used to measure the semantic
security of session keys.

4.3 Secure AKE Protocols

We first review the notion regarding the partnership of
two oracles, i.e. matching sessions [2].

Definition 7 (Matching Sessions). In an MFAKE pro-
tocol, we say that the oracle Πs

idi
and oracle Πt

idj
are

matching sessions, if both of them have been accept, hold
(Ks

i , sid
s
i , pid

s
i ) and (Kt

j , sid
t
j , pid

t
j), respectively, and all of

the following conditions hold:

1) sidsi = sidtj and Ks
i = Kt

j .

2) idi ∈ client, idj ∈ server, and vice versa.

3) Πs
idi

has pidsi = idj and Πt
idj

has pidtj = idi.

4) sT s
i = rT t

j and rT s
i = sT t

j .

Correctness. We say an AKE protocol Π is correct, if an
oracle Πs

idi
has a matching session to an oracle Πt

idj
and

they both accept with the same session key, i.e. Ks
i = Kt

j .
To define the security of the session key, we need the

notion of freshness of an oracle.
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Definition 8 (Freshness). We assume that a client in-
stance Πs

idi
has been accept with its intended server idj.

And a server instance Πt
idj

(if it exists) is an oracle with
intended client idi, such that Πs

idi
has a matching session

to Πt
idj
. Then the oracle Πs

idi
is said to be fresh if none of

the following conditions holds:

1) A queried Reveal(idi, s).

2) If Πt
idj

exists, A queried Reveal(idj , t).

3) A queried Corrupt(client, a) for all three factors.

4) If Πt
idj

exists, A queried Corrupt(server).

4.4 Entity Authentication Security Ex-
periment EXPEnt-Auth

Π,A (λ)

The entity authentication security experiment is pro-
cessed as a game between the challenger C and adversary
A based on MFAKE protocol Π, where the following steps
are performed:

1) With the security parameter λ, the challenger C first
implements the collection of oracles {Πs

idi
: i ∈ [l], s ∈

[d]}, and generates l long-term key pairs (pki, ski) for
all honest parties idi where identity idi ∈ IDS of
each party is chosen uniquely.

2) A could issue queries to oracles Execute, Send, Reveal
and Corrupt as defined above.

3) Finally, the experiment outputs 1 if and only if there
exists Φs

i is accept and the following two conditions
hold: both idi and its intended partner idj were not
corrupted before query Test; there is no unique Πt

idj
,

such that Πs
idi

has a matching session to Πt
idj
.

Definition 9 (Entity Authentication). A correct
MFAKE protocol Π is called (t, ϵEnt-Auth)-entity-
authentication-secure, if for all adversaries A running
within time t in the above MFAKE security experiment
EXPEnt-Auth

Π,A (λ), it holds that:

Pr[EXPEnt-Auth
Π,A (λ) = 1] ≤ ϵEnt-Auth,

where ϵEnt-Auth = ϵEnt-Auth(λ) is a negligible probability in
the security parameter λ.

4.5 Key Indistinguishability Security Ex-
periment EXPKey-Ind

Π,A (λ)

This security experiment is also processed as a game be-
tween the challenger C and adversary A based on MFAKE
protocol Π, where the following steps are performed:

1) With the security parameter λ, the challenger C first
implements the collection of oracles {Πs

idi
: i ∈ [l], s ∈

[d]}, and generates l long-term key pairs (pki, ski) for
all honest parties idi where identity idi ∈ IDS of each

party is chosen uniquely. C flips a coin b ∈ {0, 1} uesd
for all Test queries. C will give all public parameters
to A and keep track of all variables of the execution
environment.

2) A may interact by issuing the polynomial number of
queries as aforementioned, namely, A makes queries:
Execute, Send, Reveal and Corrupt.

3) At some point of time during the game, A may issue
a Test(idi, s) query.

4) Amay continue to make the above queries. The bind-
ing constraints on this experiment are that: A cannot
make a Reveal query on either the test session or its
partnered session; A can make Corrupt query no more
than twice if idi is a client.

5) Finally, A terminates and outputs its guess b′. The
experiment returns 1 if b = b′, and 0 otherwise.

Definition 10 (Key Indistinguishability). A correct
MFAKE protocol Π is called (t′, ϵKey-Ind)-session-key-
indistinguishability, if for all adversaries A running
within time t′ in the above MFAKE security experiment
EXPKey-Ind

Π,A (λ), it holds that:

|Pr[EXPKey-Ind
Π,A (λ) = 1]− 1/2| ≤ ϵKey-Ind,

where ϵKey-Ind = ϵKey-Ind(λ) is a negligible probability in the
security parameter λ.

5 Security Analysis and Improve-
ment of Zhang’s MFAKE Proto-
col

In this section, we first review Zhang’s MFAKE protocol
in Figure 1. Then we analyze the drawbacks of Zhang’s
MFAKE protocol. Finally, an improved scheme is pro-
posed with slight modification on the generation of the
session key. The formal security proof of our scheme is
provided in the random oracle model.

5.1 Zhang’s MFAKE Protocol

This MFAKE scheme [36] is specified by the following
algorithms in the sense of definitions in Section 3:

� Public key encryption scheme PKE = (PKE.KeyGen,
PKE.Enc, PKE.Dec).

� Message authentication code scheme MAC =
(MAC.Tag, MAC.Vfy).

� Fuzzy extractor FE = (FE.Gen, FE.Rep).

Initialization. Assuming that parameters are (G, p, g),
where G is a cyclic group of prime order p and g is a gen-
erator of G. Each party idi runs PKE.KeyGen to generate
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client : (pwdi, esi, ski) server : (Xi)

r1, r2, r3, r6
$← Z∗

p

sidtj , n1
$← {0, 1}λ

P1 = gr1 , P2 = gr2 , P3 = gr3

Q1 = Xi
r2gr6

←−
P1, P2, P3, Q1, n1, sid

t
j

−−−−−−−−−−−−−−−−−−
r4, r5

$← Z∗
p

n2
$← {0, 1}λ

sidsi = sidtj , P4 = gr4

Q2 = P1
(pwdi+esi+ski)gr5

Ks
i = P3

r5
⊕

( Q1

P2
(pwdi+esi+ski)

)r4

m0 = P1∥P2∥P3∥Q1∥n1∥sidtj
τsi

$← MAC.Tag(Ks
i ,m0)

−
P4, Q2, n2, sid

s
i , τ

s
i

−−−−−−−−−−−−−−−−−−→
Kt

j = ( Q2
Xi

r1 )
r3

⊕
P4

r6

m1 = P4∥Q2∥n2∥sidsi ∥m0

τ tj
$← MAC.Tag(Kt

j ,m1)

←−
τ tj

−−−−−−−−−−−−−−−−−−
if MAC.Vfy(Ks

i , τ
t
j ,m1) = 1, accept if MAC.Vfy(Kt

j , τ
s
i ,m0) = 1, accept

else reject else reject

Figure 1: MFAKE protocol

key pairs (pki, ski). We denote the public parameters are
((G, p, g), pki), and ski is a private key.
Registration. We assume the registration phase accom-
plishes in a secure channel. A client idi interacts with the
server idj as following steps:

� The client randomly chooses a password pwdi from
password dictionary PW and creates a biometric
template Wi ∈ MFE. Its private key ski is regarded
as device data. The client sents (idi, pwdi,Wi, ski) to
the server.

� The server runs FE.Gen with Wi to obtain an ex-
tracted string esi ∈ ES and a helper string hsi ∈ HS,
computes Xi = g(pwdi+esi+ski), runs PKE.Enc to ob-
tain the ciphertext Yi of Xi. Then it deletes the
template Wi and extracted string esi and returns hsi
to the client.

� Finally, the client stores hsi, and the server stores
identity idi of client and Yi.

Login-Authentication. An honest client idi first inputs
pwdi,W

′
i, runs FE.Rep and sends an authentication request

to a server idj . If there exists a Yi corresponding to idi, the

server computes Xi
$← PKE.Dec(skj , Yi). After that, the

client idi and server idj hold (pwdi, esi, ski) and Xi, respec-
tively, where Xi = g(pwdi+esi+ski). The MFAKE protocol
performs as the following steps (as shown in Figure 1):

� The server samples four ephemeral keys r1, r2, r3, r6
from Z∗

p, a current session identity sidtj and a random
nonce n1. Then it computes P1 = gr1 , P2 = gr2 ,
P3 = gr3 and Q1 = Xi

r2gr6 . The authentication
challenge (P1, P2, P3, Q1, n1, sid

t
j) sends to the client.

� After receiving the authentication challenge, the
client samples two ephemeral keys r4, r5 from Z∗

p and

a random element n2. It sets sidsi = sidtj , com-

putes P4 = gr4 , Q2 = P1
(pwdi+esi+ski)gr5 and Ks

i =
P3

r5
⊕

( Q1

P2
(pwdi+esi+ski)

)r4 . The client runs MAC.Tag to

generate a tag τsi ofm0 = P1∥P2∥P3∥Q1∥n1∥sidtj , and
sends (P4, Q2, n2, sid

s
i , τ

s
i ) as authentication response

to server.

� After receiving the authentication response, the
server can compute Kt

j = ( Q2

Xi
r1
)r3

⊕
P4

r6 . It

runs MAC.Tag to generate a tag τ tj of m1 =
P4∥Q2∥n2∥sidsi∥m0, and sends τ tj to the client.

� Finally, the client and server run
MAC.Vfy(Ks

i , τ
t
j ,m1) and MAC.Vfy(Kt

j , τ
s
i ,m0),

respectively. Φs
i or Φt

j sets to be accept if the output
is 1, and reject otherwise.

5.2 The Insecurity of Zhang’s MFAKE
Scheme

Man-in-the-Middle Attack. In the following, we
present a Man-in-the-Middle (MITM) attack on Zhang’s
MFAKE scheme. We assume that an adversary A in-
tervenes in communication between the client and server.
A could receive, forward, and modify the message ex-
changed between them.

The concrete MITM attack steps are performed as be-
low:

1) A arbitrarily chooses client oracle Πs
idi

and server or-
acle Πt

idj
as target oracles.
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client Πs
idi

: (pwdi, esi, ski) A : (Xi) server Πt
idj

: (Xi)

r∗1 , r
∗
2 , r

∗
3 , r

∗
6

$← Z∗
p r1, r2, r3, r6

$← Z∗
p

sidA, n∗
1

$← {0, 1}λ sidtj , n1
$← {0, 1}λ

P ∗
1 = gr

∗
1 , P ∗

2 = gr
∗
2 , P ∗

3 =

gr
∗
3

P1 = gr1 , P2 = gr2 , P3 = gr3

Q∗
1 = X

r∗2
i gr

∗
6 Q1 = Xi

r2gr6

←−
P ∗
1 , P

∗
2 , P

∗
3 ,

−−−−−−−−−−− ←−
P1, P2, P3,
−−−−−−−−−−−

Q∗
1, n

∗
1, sidA Q1, n1, sid

t
j

r4, r5
$← Z∗

p r∗4 , r
∗
5

$← Z∗
p

n2
$← {0, 1}λ n∗

2
$← {0, 1}λ

sidsi = sidA, P4 = gr4 sid∗A = sidtj , P
∗
4 = gr

∗
4

Q2 = P ∗
1
(pwdi+esi+ski)gr5 Q∗

2 = P1
(pwdi+esi+ski)gr

∗
5

Ks
i =

P ∗
3
r5

⊕
(

Q∗
1

P2
(pwdi+esi+ski)

)r4

KA =
P3

r∗5
⊕

( Q1

P2
(pwdi+esi+ski)

)r
∗
4

m∗
0 =

P ∗
1 ∥P ∗

2 ∥P ∗
3 ∥Q∗

1∥n∗
1∥sidA

m0 = P1∥P2∥P3∥Q1∥n1∥sidtj

τsi
$← MAC.Tag(Ks

i ,m
∗
0) τ∗A

$← MAC.Tag(KA,m0)

−
P4, Q2,

−−−−−−−−−−−→ −
P ∗
4 , Q

∗
2,

−−−−−−−−−−−→
n2, sid

s
i , τ

s
i n∗

2, sidA, τ∗A
K∗

A = ( Q2

Xi
r∗1

)r
∗
3
⊕

P4
r∗6 Kt

j = (
Q∗

2
Xi

r1 )
r3

⊕
P ∗
4
r6

m1 = P4∥Q2∥n2∥sidsi ∥m∗
0 m∗

1 = P ∗
4 ∥Q∗

2∥n∗
2∥sidA∥m0

τA
$← MAC.Tag(K∗

A,m1) τ tj
$← MAC.Tag(Kt

j ,m
∗
1)

MAC.Vfy(Kt
j , τ

∗
A,

m0) = 1, accept

←−
τA

−−−−−−−−−−− ←−
τ tj

−−−−−−−−−−−
MAC.Vfy(Ks

i , τA,m1) =
1, accept

Figure 2: Outsider KCI attack

2) A asks Πs
idi

to execute the protocol instance.

3) A intercepts (P4, Q2, n2, sid
s
i , τ

s
i ) and changes n2 to

n3, where n3 ∈ {0, 1}λ is randomly chosen by A.

4) A does not forge the keying materials of session key.
Thus Πt

idj
could compute a session key Kt

j = Ks
i and

accept for MAC.Vfy(Kt
j , τ

s
i ,m0) = 1.

5) At this moment, however, sT s
i ̸= rT t

j , the oracle Π
s
idi

doesn’t have a matching session to an oracle Πt
idj
.

6) A could queries Reveal(idj , t) to get the session
key Kt

j . Then A generates a tag τ t
∗

j of m1 =
P4∥Q2∥n2∥sidsi∥m0 to make Πs

idi
be accept. Kt

j = Ks
i

means that A has the session key Ks
i of oracle Πs

idi
while Πs

idi
is fresh.

7) Finally, A can query Test(idi, s) and wins the game
by comparing Kb with Ks

i .

Outsider KCI Attack. In the following, we show that if
A corrupts the server idj , it could impersonate an uncor-
rupted client idi to the server idj . A corrupts idj to get Xi

(this is allowed due to the modeling of KCI attacks) and
behaves as if the server interacts with the client. We use
the superscript ∗ of a value to be an element chosen by A.
Then A could get the session key K∗

A = gr
∗
3r5

⊕
P

r∗6
4 =

Ks
i just like the server. A then computes gr5 since it

has r∗3 , r
∗
6 , P4. The keying material P

∗(pwdi+esi+ski)
1 is eas-

ily computed from Q2 = P
∗(pwdi+esi+ski)
1 gr5 and it leads

the protocol insecure. A could violate the security of the
MFAKE protocol via the following steps:

1) A first chooses a client oracle Πs
idi

and a server ora-
cle Πt

idj
and executes the MFAKE protocol instances

between them.

2) A corrupts the oracle Πt
idj

to get Xi, and intercepts

P1, P2, P3, Q1, n1, sid
t
j .

3) Meanwhile, A executes protocol instance with the
client idi. If A replaces P ∗

1 with P1, it can get

P
(pwdi+esi+ski)
1 . If A replaces P ∗

1 with P2, it can get

P
(pwdi+esi+ski)
2 .

4) A computes Q∗
2 = P1

(pwdi+esi+ski)gr
∗
5 and KA =

P3
r∗5

⊕
( Q1

P2
(pwdi+esi+ski)

)r
∗
4 . A generates a tag τ∗A of

message m0, and sends P ∗
4 , Q

∗
2, n

∗
2, sidA, τ

∗
A to Πt

idj
.

The oracle Πt
idj

would compute Kt
j = KA and accept

the session but it does not have a matching session
to Πs

idi
.

5) A selects the oracle Πt
idj

as the test oracle which

should generate the session key Kt
j . Then A could

win the game by impersonating a client and comput-
ing the session key KA = Kt

j .
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The details of this attack are shown in Figure 2. A suc-
ceeds in impersonating the honest client idi to server idj ’s
oracle Πt

idj
and idi has no matching session to Πt

idj
.

5.3 An Improvement Solution of Zhang’s
MFAKE Scheme

We have shown that Zhang’s MFAKE scheme is vulnera-
ble to MITM and outsider KCI attacks since the protocol
message transcript is not fully bound to the keying ma-
terial. We are trying to circumvent the above attacks
by modifying the key derivation function. A hash func-
tion takes as input Ki(Kj), n1, n2, sid

s
i (sid

t
j) and outputs

the session key Ks
i (K

t
j). More specifically, our improved

scheme is shown in Figure 3.

Theorem 1. Suppose that the message authentication
code scheme MAC is (1, t, ϵMAC)-secure against strongly
existential forgeries under chosen message attacks. Then
our improved MFAKE scheme is (t, ϵEnt-Auth)-entity-
authentication-secure provided that

ϵEnt-Auth ≤
(9dl)2

2λ
+ dl · ϵMAC.

Proof. We consider the proof following a sequence of
games. Generally speaking, the values processed in Πs∗

idi
are highlighted with ∗. Let Sξ be the event that the
adversary wins the security experiment in Game ξ, and
Advξ = Pr[Sξ] denotes the advantage of A in Game ξ.
Game 0. This is the original entity authentication secu-
rity game betweenA and C. So we can write the following:

Adv0 = Pr[S0].

Game 1. The challenger proceeds exactly like
the previous game but aborts if event E1 happens,
where E1 denotes two oracles generate the nonce,
((r∗1 , r

∗
2 , r

∗
3 , r

∗
6 , n

∗
1, sid

t∗

j ), (r∗4 , r
∗
5 , n

∗
2)), which has been sam-

pled before. The probability of the collision of those val-
ues is negligible since the nonces are chosen uniformly at
random. There are l parties and at most d oracles for each
party, the birthday paradox results provide that the event

E1 happens with the probability Pr[E1] ≤ (9dl)2

2λ
. Thus we

have that

Adv0 ≤ Adv1 +
(9dl)2

2λ
.

Game 2. In this game, C aborts when event E2 happens.
We define the event E2 which happens if Πs

idi
receives

messages with a valid tag τ tj which is not send by its
intended partner oracle Πt

idj
. We have Adv1 ≤ Adv2 +

Pr[E2].
If the event E2 happens with overwhelming probabil-

ity, then we could construct a tag forger F2 against the
security of the message authentication code scheme as fol-
lows. The forger F2 simulates the challenger for A. It
first guesses an oracle that the adversary can forge, i.e.
Πt∗

idj
. Next F2 generates all other secret keys honestly as

the challenger in the previous game. If A outputs a mes-
sage with a valid tag not generated by F2, then F2 could

use the tag to break security. Since there are at most
dl oracles for all parties, the event E2 happens with the
probability Pr[E2] ≤ dl · ϵMAC. Thus it holds that

Adv1 ≤ Adv2 + dl · ϵMAC.

Summing up all the probabilities from Game 0 to Game
2, we hold the result of Theorem 1.

Theorem 2. Suppose that the public key scheme PKE is
(d, t, ϵPKE)-secure against adaptive chosen-ciphertext at-
tacks, the fuzzy extractor FE is (min, ts, d, t, ϵFE)-secure,
the hash function h is collision-resistant and the DDH
problem is (t, ϵDDH)-hard. Assume that the bit-length of
pwd is µ1, the bit-length of W is µ2, and the bit-length
of sk is µ3. Then the improved MFAKE scheme is (t′, ϵ)-
session-key-secure with t ≈ t′ and

ϵKey-Ind ≤ ϵEnt-Auth + dl · (max{
1

2µ1
, ϵFE,

1

2µ3
}+ 2ϵDDH).

Proof. We consider the proof following a sequence of
games. A chooses the test oracle Πs∗

idi
executed between its

owner idi and its intended partner idj . Generally speak-
ing, the values processed in Πs∗

idi
are highlighted with ∗.

Let Sξ be the event that the adversary wins the security
experiment in Game ξ, and Advξ = Pr[Sξ]− 1

2 denotes the
advantage of A in Game ξ.
Game 0. This is the original security game between an
adversary A and a challenger C. The bit b is chosen at
the beginning of Game 0. C will answer the queries of A
on behalf of the instances. By definition, it holds that

Pr[S0] =
1

2
+ ϵ =

1

2
+ Adv0.

Game 1. The challenger proceeds exactly like the pre-
vious game but aborts if event E1 happens, where E1 de-
notes an oracle accepts maliciously. From Theorem 1, we
have that

Adv0 ≤ Adv1 + ϵEnt-Auth.

Game 2. In this game, C aborts if A asks the Send query
with client’s keys (pwd∗i , es

∗
i , sk

∗
i ) or server’s key X∗

i . We
let pes∗ = pwd∗i + es∗i + sk∗i . Due to definition of three-
factors security, A can only compromise two factors. Since
there are l parties and at most d oracles for each party, A
can ask dl Send queries. The three possible cases might
occur as follows:

1) If W∗
i and sk∗i are leaked, A could try to guess low-

entropy passwords using the password dictionary at-
tacks. A could guess correctly in this case with prob-
ability dl

2µ1
.

2) If pwd∗i and sk∗i are leaked, A could guess the ex-
tracted string es∗i from helper string hs∗i with the
FE.Rep(·) function. Due to the use of the fuzzy ex-
tractor, A has an additional advantage ϵFE. Namely,
A could guess correctly in this case with probability
dl · ϵFE.
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client : (pwdi, esi, ski) server : (Xi)

r1, r2, r3, r6
$← Z∗

p

sidtj , n1
$← {0, 1}λ

P1 = gr1 , P2 = gr2 , P3 = gr3

Q1 = Xi
r2gr6

←−
P1, P2, P3, Q1, n1, sid

t
j

−−−−−−−−−−−−−−−−−−
r4, r5

$← Z∗
p

n2
$← {0, 1}λ

sidsi = sidtj , P4 = gr4

Q2 = P1
(pwdi+esi+ski)gr5

Ki = P3
r5

⊕
( Q1

P2
(pwdi+esi+ski)

)r4

m0 = P1∥P2∥P3∥Q1∥n1∥n2∥sidtj
τsi

$← MAC.Tag(Ki,m0)

−
P4, Q2, n2, sid

s
i , τ

s
i

−−−−−−−−−−−−−−−−−−→
Kj = ( Q2

Xi
r1 )

r3
⊕

P4
r6

m1 = P4∥Q2∥n2∥sidsi ∥m0

τ tj
$← MAC.Tag(Kj ,m1)

←−
τ tj

−−−−−−−−−−−−−−−−−−
if MAC.Vfy(Ks

i , τ
t
j ,m1) = 1, accept and if MAC.Vfy(Kt

j , τ
s
i ,m0) = 1, accept and

Ks
i = h(Ki∥n1∥n2∥sidsi ); Kt

j = h(Kj∥n1∥n2∥sidtj);
else reject else reject

Figure 3: Improved MFAKE protocol

3) If pwd∗i and W∗
i are leaked, A still has no information

about sk∗i which means pes∗ is still random for A.
A could guess correctly in this case with probability
dl
2µ3

.

Then, we have that

Adv1 ≤ Adv2 + dl ·max{ 1

2µ1
, ϵFE,

1

2µ3
}.

Game 3. In this game, C change the computations of Q∗
1

and Q∗
2 by Q∗

1 = gr
∗
6 and Q∗

2 = gr
∗
5 . Similarly, the com-

putations of K∗
i and K∗

j change to K∗
i = P

∗r∗5
3

⊕
Q

∗r∗4
1

and K∗
j = Q

∗r∗3
2

⊕
P

∗r∗6
4 . We change this game that C

will answer the Test oracle with a random key and abort
if event E3 happens. We define the event E3 which hap-
pens if A asks hash oracle with valid K∗

i . If E3 happens
with non-negligible probability, we can build an algorithm
A3 against the DDH challenge. The A3 receives values

(gx, gy, gz) such that either z = xy or z
$← Z∗

p and runs
the adversary A as a subroutine. If A3 receives a Diffie-
Hellman triple, this game proceeds exactly as Game 2,
otherwise it is identical to Game 3. If A can distinguish
with non-negligible probability whether gz = gxy or not,
then A3 can use A to break the DDH assumption. There
are at most dl oracles for all parties. Due to the security
of DDH assumption, it holds that

Adv2 ≤ Adv3 + 2dl · ϵDDH.

In this game, the answer of each Test query is a random
key that is independent of the bit b. Thus, the advantage
that A wins is Adv3 = 0.

Summing up all the probabilities from Game 0 to Game
3, we hold the result of Theorem 2.

Table 2: Security features
[27] [11] [7] [36] [28] [9] Ours

Session key security × × × ×
√ √ √

Mutual authentication
√ √ √ √ √ √ √

Impersonation attack resilience ×
√

× × × ×
√

Man-in-the-Middle attack resilience ×
√

× × × ×
√

Replay attack resilience
√ √ √ √ √ √ √

Forward secrecy
√

×
√ √ √ √ √

Password guessing attack resilience
√ √ √ √ √ √ √

Biometrics template privacy ×
√

×
√ √ √ √

Stolen smartcard attack resilience × ×
√ √ √ √ √

Known session key security
√

×
√ √ √ √ √

6 Comparison

In this section, we compare our improved protocol with
some proposed MFAKE schemes in terms of security fea-
tures and performance, i.e. Pointcheval-Zimmer [27],
Huang et al. [11], Fleischhacker et al. [7], Zhang et al. [36],
Wan et al. [28] and Guo et al. [9].

6.1 Security Features

The major security properties of the listed schemes are
shown in Table 2. The terms

√
/× represent that a secu-

rity property is satisfied/unsatisfied by a protocol.
In Table 2, the protocols [7, 11, 27, 36] fail to provide

session key security. The protocols [7, 9, 27, 28, 36] can-
not resist impersonation attack and Man-in-the-Middle
attack. Huang et al. [11] cannot provide forward secrecy
and known session key security. Biometrics template pri-
vacy leaks in Pointcheval-Zimmer [27] and Fleischhacker
et al. [7] protocols. Pointcheval-Zimmer [27] and Huang et
al. [11] are vulnerable to stolen smartcard attack. In con-
trast to these protocols, it is easy to see that our scheme
can provide all of those security properties as listed in
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Table 3: Performance comparison

Computation Cost
Communication Cost

(Bytes)
Storage Cost

(Bytes)
Rounds

Client Server Client Server Client Server
[27] (2N + 4)Tpm +NTh (2N + 4)Tpm +NTh 60 + 20N 60 + 60N 20 + N/8 80 + 80N 4
[11] Tpm + TFE + TSIG + TPKE + TMAC + 2Th Tpm + TSIG + TPKE + TMAC + Th 232 120 192 80 3
[7] 9Tpm + TSIG + 2TPKE + (N + 7)Th 9Tpm + TSIG + 2TPKE + (N + 7)Th 204 + 32N 172 40 80 + N/8 6
[36] 6Tpm + TFE + 2TMAC 8Tpm + TPKE + 2TMAC 140 220 40 60 3
[28] 2Tpm + TFE + TPKE + 9Th 2Tpm + TFE + TPKE + 5Th 100 40 120 40 3
[9] 3Tpm + TFE + TSIG + 7Th 3Tpm + TSIG + 4Th 132 112 176 120 2
Ours 6Tpm + TFE + 2TMAC + Th 8Tpm + TPKE + 2TMAC + Th 140 220 40 60 3

Table 2.

6.2 Performance Evaluation

In Table 3, we will compare the performance of our scheme
with schemes [7, 9, 11, 27, 28, 36] in terms of computation
cost, communication cost, storage cost, and rounds, re-
spectively. We consider the computation cost and com-
munication cost of the login and authentication phase.
The experiment uses 160 bits standard elliptic curve as
in [36]. To compare the computation cost, we define the
time of the primary functions required in each protocol.
Let Tpm denote the time of executing an elliptic curve
point multiplication operation. Let TFE denote the time
of executing a fuzzy extractor/reproduce operation. Let
TSIG denote the time of executing a signature/verify op-
eration. Let TPKE denote the time of executing a encryp-
tion/decryption operation. Let TMAC denote the time of
executing a tag/verify operation. Let Th denote the time
of executing a one-way hash function operation.

For computing the communication and storage over-
head, the length of elliptic curve group value, random
nonce, and session identity are 160 bits, respectively.
Message authentication code is instantiated with HMAC-
SHA1, which outputs 160 bits hash value. We simulate
the hash function with SHA256 hashing algorithm, which
outputs 256 bits hash value. N is bit length of biometrics.

In terms of computation cost, our protocol is more ef-
ficient than Pointcheval-Zimmer [27] and Fleischhacker et
al. [7] protocols, and almost equal to Zhang et al. [36]
protocol. Our protocol takes more computation cost than
Huang et al. [11], Wan et al. [28] and Guo et al. [9]. In
contrast to our protocol, however, the protocol in [11]
includes a multi-factor authentication without provid-
ing session key agreement and is insecure against stolen
smartcard attack. Furthermore, our protocol resists im-
personation attack and Man-in-the-Middle attack, which
are not satisfied in Wan et al. [28] and Guo et al. [9] pro-
tocol. Although our scheme is less efficient than Guo et
al. [9] in terms of communication cost and rounds, we can
provide more security properties. Our scheme takes more
communication cost than Wu et al. [28]. However, stor-
age cost of our scheme is more efficient. And our scheme
resists impersonation attack and Man-in-the-Middle at-
tack, which is not provided by Wu et al. [28]. The storage
cost of our protocol is optimal.

6.3 Summary

Our protocol satisfies all security features, while each of
the others has some weaknesses. We argue that our pro-
tocol is more in accordance with the actual application
requirements while ensuring security and efficiency.

7 Conclusion

In this paper, we have studied the MFAKE protocol pro-
posed by Zhang et al. [36]. As described above, we
prove that the security of the MFAKE protocol has some
flaws. A simple Man-in-the-Middle attack and an out-
sider Key Compromise Impersonation attack have been
shown in detail. To remedy these weaknesses, an im-
provement MFAKE scheme has been proposed, which is
secure against the attacks mentioned above. The security
of the improved protocol was verified in the random oracle
model. The results of the formal security proof, security
features, and performance evaluation show our improved
protocol is more suitable for practical application.
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Abstract

This paper analyses the protocol Wang Li et al. designed
and points out the protocol security problem; based on the
protocol framework, we propose an improved lightweight
authentication protocol for resisting exhaustive attacks.
The proposed protocol uses ultra-lightweight byte syn-
thesis operation and PUF function instead of Hash and
PUF function to encrypt information, which can control
the computation amount while ensuring security. The
byte synthesis operation fully uses the Hamming weight
parameter of the encrypted information and combines the
different information bits to disrupt the attacker’s exhaus-
tive attack. From the aspect of security and computation,
it is shown that the proposed protocol can resist imper-
sonation attacks and exhaustive attacks, and the calcula-
tion amount can be accepted in strictly restricted low-cost
tags.

Keywords: Exhaustive Attack; Light Weight; Network Se-
curity; Physical Unclonable Function (PUF); Radio Fre-
quency Identification (RFID); Word Synthesis Operation
(Syn)

1 Introduction

Radio frequency identification technology is a technology
that can use radio signals of specific frequencies to com-
plete automatic bidirectional data transmission without
contact. It can identify a single target or multiple tar-
gets in motion without physical contact [2, 16]. Radio
frequency identification system (RFID) is a classic appli-
cation of radio frequency identification technology. The
RFID system contains tags, readers and servers. In more
complex application scenarios, other devices can be added
based on required [10,15].

Since the wireless channel is used in data exchange
between tags and readers, the openness of the wireless
channel makes it easy to be monitored, thus leading to
the disclosure of users’ private information [12, 14]. To
ensure the security of user data, different authentication

protocols have been proposed.
The rest of this paper is organized as follows: The

first section is introduction, which gives the research back-
ground, existing problems and research significance. The
second section introduces the current research status at
home and abroad, and analyzes the shortcomings of the
existing protocol. The third section analyses the security
of Wang Li et al.’s protocol, points out that the protocol
has some potential security problems. The fourth section
introduces the byte synthesis operation, explains the re-
alization principle and steps of byte synthesis operation,
and introduces it with examples. The fifth section elab-
orates the protocol design process and gives the protocol
symbol in detail. The sixth section, this paper analyses
the proposed protocol and other protocols from the per-
spective of performance, and shows the advantages of the
proposed protocol. The seventh section analyses in de-
tail the common attack types that the proposed protocol
can resist from the perspective of specific attack types.
In eighth section, based on GNY logic formalization, the
proposed protocol is proved from the formalization per-
spective. The ninth section conludes this whole paper.

2 Related Research Works

The classical hash lock protocol is proposed in litera-
ture [8], the classical hash chain protocol is proposed in lit-
erature [6], and the classical LCAP protocol is proposed in
literature [7]. All these protocols are implemented based
on hash functions. these protocols’ security was not fully
considered when they were designed, such as forward se-
curity risks.

With the development of science and technology, not
only the requirements for tags have increased, but also
the requirements for protocol design have increased. The
protocol should not only ensure the security, but also re-
duce the calculation amount as much as possible. Lit-
erature [3] designed an authentication protocol based on
elliptic ECC. Elliptic ECC encryption and decryption al-
gorithm is currently recognized as a highly secure and
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unbreakable algorithm. Therefore, this protocol is impec-
cable in security, but it can’t be used in labels with low
cost and limited computing power.

The appearance of physical unclonable technology
brings a new direction to people. In short, the physical
unclonable function is to use the unavoidable microscopic
feature deviation generated by any two physical objects
in production to achieve the goal of uniquely identifying
a physical object. That is to say, even if a batch of prod-
ucts with the same manufacturing process produced by
the same manufacturer and the same production line is
identical, their microscopic characteristics cannot be com-
pletely consistent.

Based on the unique advantages of physical unclonable
technology, many experts and scholars have presented the
authentication protocol based on PUF. For example, in
literature [5], a protocol based on PUF is designed, which
can ensure that the tag can’t be cloned, but the tag en-
cryption information lacks random numbers, which can’t
guarantee the freshness of the message and can be sub-
jected to location attack Literature [9] also proposes a
protocol based on PUF, in the process of protocol de-
sign, which not only uses PUF to encrypt data, but also
adds modulo arithmetic to encrypt data, so that the pro-
tocol has good security requirements, but the calculation
amount far exceeds the computing power of the tag.

In literature [13], a protocol is proposed by using PUF
and pseudo-random function. The main problem of this
protocol is that some messages are sent in plain text,
which is easy to be intercepted by attackers. Coupled
with other messages, attackers can exhaust some impor-
tant private information.

In literature [11], a lightweight protocol is designed by
combining PUF and HASH function, but the lack of con-
sideration in the protocol design process leads to many
problems. For example, the tag identifier should always
remain the same, but the protocol updates this parameter
after each round of authentication. The PUF on the tag
side and the PUF on the server side use the same input
parameters and compare the results to verify the authen-
ticity of each other. Obviously, the protocol design is
failed. Further analysis of the protocol in literature [11]
can be found in subsequent sections.

To address the problems of the above classical proto-
cols, such as large calculation amount or defects in proto-
col design, a lightweight authentication protocol based on
PUF is proposed. A new encryption operation is defined,
that is, byte synthesis operation. According to its imple-
mentation principle, the calculation amount can reach the
ultra-lightweight level. The proposed protocol uses the
byte synthesis operation and combines the PUF to real-
ize the encrypted transmission of data, which can not only
ensure security, but also effectively reduce the calculation
amount . In the design process of byte synthesis oper-
ations, In order to increase the attack difficulty without
adding parameters, The proposed protocol skillfully uses
the Hamming weight carried by the parameters involved
in the operation as a new parameter. Each parameter has

Figure 1: Wang Li et al. Protocol

different Hamming weight values and has no correlation,
which makes the difficulty of cracking the word synthesis
operation increase instantaneously.

3 Analysis of Wang Li et al. Pro-
tocol

According to reference [11], the protocol steps designed
by Wang Li et al. can be summarized as follows. The
schematic diagram of the protocol is shown in Figure 1.

Step 1: The reader generates a random number r1, and
r1 will be sent to the tag.

Step 2: The tag generates a random number r2, and cal-
culates A = H(IDn)⊕r1⊕Kn,B = PUF (r1)⊕r2⊕
Kn, and C = H(PUF (r1⊕ r2)⊕Kn). At the same
time, the left half CL of C is taken and sent to the
reader together with A and B.

Step 3: The reader receives the information, plus r1, and
sends it to the server.

Step 4: Server through CL verify the authenticity of the
tag, for true, then generate a random number r3,
while calculating D = H(PUF (r1⊕ r2)⊕Kn), E =
PUF (r1⊕ r2)⊕Kn⊕ r3, take the right half DR of
D, together with E sent to the reader, and finally
update IDn,Kn.

Step 5: The reader sends DR and E to the tag.

Step 6: Server through DR verify the authenticity of the
server, for true, IDn,Kn are updated.

According to the analysis of the above protocol steps,
it can be found that the protocol has at least the following
problems or security defects:

First: According to Step 4, after successful protocol au-
thentication, the server and tag will update IDn.
IDn is the tag identifier, and this parameter should
remain unchanged. However, in this protocol, it is
changed after each round of authentication. The cor-
rectness of this practice remains to be discussed.

Second: According to Step 1, it can be seen that the
random numbers transmitted by the protocol belong
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to plaintext transmission, and third-party can eas-
ily eavesdrop and obtain them to provide help for
subsequent cracking of other information. The ratio-
nality of this method about transmitting information
remains to be discussed.

Third: According to Step 2, after receiving the message
from the sender, the tag doesn’t identify the authen-
ticity of the message source, which may lead to im-
personation attacks.

Fourth: The protocol uses PUF to encrypt information.
According to the characteristics of PUF, the output
values of PUF possessed by any two different enti-
ties should be mutually distinct for the same input
parameter. However, in Step 4 of this protocol, the
server takes out its PUF to calculate PUF (r1), and
compares it with the result of tag operation, so as
to verify the authenticity of the tag. Obviously, this
operation is impossible to achieve, but it passed the
verification in this case, which is contrary to reality,
and its correctness remains to be discussed.

Fifth: The protocol fails to provide basic security, that is,
the protocol can’t resist exhaustive attacks. Specific
analysis process:

Let PUF (r1⊕ r2)⊕Kn = P , bring p into the mes-
sage C, and get C = H(P ), where the message C
has been obtained by eavesdropping, and the specific
implementation method of the hash function H() is
open to the public. At this time, only P is unknown
to the attacker. And the attacker has only one pa-
rameter that is not known. The attacker can launch
an exhaustive attack, use the exhaustive method to
exhaust each value of P one by one. Finally, the
correct value of P can be analyzed.

After the attacker obtains the correct value of P , the
attacker can combine message E to crack the random
number r3 as follows: r3 = (PUF (r1⊕ r2)⊕Kn)⊕
E = P ⊕ E. After cracking r3, the attacker can
launch a impersonation attack to further obtain more
private information.

This protocol has many problems to be discussed and
can’t resist exhaustive attacks. Based on the framework
of this protocol, this paper designs an improved authen-
tication protocol that can resist exhaustive attacks.

4 Byte Synthesis Operation

In this paper, Syn() is used to represent the byte synthesis
operation, and the operation is defined as follows.

X,Y is the two parameters to be encrypted, and their
Hamming weights are respectively h(X), h(Y ). The fol-
lowing implementation steps will be decided based on the
value between h(X) and h(Y ), which can be divided into
the following two cases for discussion.

In the first case, when h(x) ⩾ h(y), the left h(Y) bit
of Y is placed in the back, while the right l− h(Y ) bit of
X is placed in the front, thus forming a new parameter
information. For example: X = 01101101, Y = 00100101,
then h(X) = 5, h(Y ) = 3, l = 8, satisfies the condition
h(X) ⩾ h(Y ), so Syn(X,Y ) = 01101001.

In the second case, when h(X) < h(Y ), the left h(X)
bit of X is placed in the back, while the right l−h(X) bit
of Y is placed in the front, thus forming a new parameter
information. For example: X = 10000100, Y = 11011011,
then h(X) = 2, h(Y ) = 6, l = 8, satisfies the condition
h(X) < h(Y ), so Syn(X,Y ) = 01101110.

5 Protocol Design

This section will give the detailed design and implemen-
tation steps of the improved protocol. Different symbols
will appear in the protocol design, meaning as follows:

DB,R is a server and reader composed of the whole;

T is tag;

IDi is the tag identifier;

PUF () is physical unclonable function;

Syn() is word synthesis operation;

⊕ is XOR operation;

Ki is the current shared key between DB,R and T ;

Ki− 1 is the shared key of the previous round between
DB,R and T ;

x is the random number generated by DB,R;

y is the random number generated by T ;

& is and operation.

In the protocol of Wang Li et al., both PUF and HASH
function are used to encrypt information, which not only
increases the amount of calculation, but also increases the
number of gate circuits at tag end , and enlarges the cost
of the tag. In view of the above shortcomings, we abandon
the HASH function encryption mechanism and adopt the
newly designed byte synthesis operation combined with
PUF to realize information encryption.

Before the protocol starts, there is an initialization pro-
cess, which completes the initial allocation of DB,R and
tag information. After the initialization process is com-
plete, the DB,R end stores the IDi of each tag and the
corresponding PUF (IDi).

A schematic of the protocol can be seen in Figure 2.
Here will be describes the protocol implementation of

each step.

The first step: DB,R generates a random number x,
calculates A,B in turn, and finally sends A,B,Ask
together to the tag.

A = x⊕ IDi,B = Syn(x, IDi).
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Figure 2: Authentication Protocol Based on PUF

The second step: The tag deforms A to obtain x =
A⊕ IDi, and combines its own IDi to calculate B1
according to the same rule. Determine the relation-
ship between B and B1.

If the relationship is not equal, DB,R can’t pass the
authentication and the protocol stops.

If the relationship is equal, perform subsequent op-
erations. The tag will generate a random number y,
then start calculating C,D, and finally send C,D to
DB,R.

C = (y ⊕ IDi)&x,D = Syn(PUF (IDi)&y,Ki&x).

The third step: DB,R will search the information
group < IDi, PUF (IDi),Ki > stored by itself suc-
cessively to verify whether D is true or false. If this
step can’t be verified successfully, DB,R will search
for information group < IDi, PUF (IDi),Ki − 1 >
again to verify the authenticity. If no match is found,
the tag is forged by a third party and the protocol
stops.

After DB,R successfully verifies the tag with in-
formation group < IDi, PUF (IDi),Ki >,DB,R
calculates E = Syn(PUF (IDi)&y, x), then up-
dates the key Ki − 1 = Ki and Ki =
Syn(PUF (IDi)&x, y&Ki), and finally sends E to
the tag.

After DB,R successfully verifies the tag with infor-
mation group < IDi, PUF (IDi),Ki − 1 >,DB,R
calculates E = Syn(PUF (IDi)&y, x), then up-
dates the key Ki − 1 = Ki − 1 and Ki =
Syn(PUF (IDi)&x, y&Ki − 1), and finally sends E
to the tag.

The forth step: The tag receives the message and uses
E to verify that DB,R is true or false. If true, the
protocol stops. Otherwise, the tag starts updating
the key: Ki = Syn(PUF (IDi)&x, y&Ki).

6 Performance Analysis

In different session entities of RFID systems, The most
performance-related entity is the lag l tags. Since readers
or servers have enough storage space and powerful com-
puting power, tags are not so generous in terms of com-
puting power and storage space due to the particularity

of their construction and the limited cost. The proposed
protocol and other protocols are analyzed in different as-
pects, and the results are shown in Table 1.

Table 1: Performance Comparison Between the Proposed
Protocol and other Protocols

Reference Calculations Traffic Storage
Ref [5] 8P + 7X 7l + 1 2l

Ref [9]
4P + 6M
+5X

10l + 1 4l

Ref [13]
2P + 7L

4X
8l + 1 3l

Ref [11]
2P + 2H
+9X

12l + 1 3l

This Protocol
1P + 4S
+3X

5l + 1 2l

In Table 1, the meanings of these symbols are explained
as follows: P represents the operand of the physical un-
clonable function; M represents the operand of modular
arithmetic; L represents the operand of pseudo-random
function; H represents the operand of hash function; S
represents the operand of word synthesis operation; X
represents the operand of digitwise operation (digitwise
operation here mainly refers to nonequivalence operation,
and operation); l indicates the length of the session mes-
sage.

Analysis from the perspective of storage capacity: the
proposed protocol is similar to other protocols in terms
of storage parameters, among which the proposed proto-
col mainly stores parameters IDi and Ki, so the storage
capacity of one end of the label is 2l.

Analysis from the perspective of communication traf-
fic: the main reason why the communication traffic of
literature [9] and literature [11] is much larger is that the
server and reader are separated, they are not regarded as
a whole, which leads to a large amount of communication
traffic. The proposed protocol and other protocols treat
the the server and reader as a whole, so the communica-
tion traffic will be relatively much reduced.

Analysis from the perspective of calculation amount:
the overall calculation amount at the tag end of the pro-
posed protocol is 1P + 4S + 3X, the origin of the calcu-
lation amount is analyzed in detail as follows.

When calculating B1, use S for the first time; When
calculating D, use S for the second time; When calculat-
ing E, use S for the third time; When calculating Ki, use
S for the forth time, so 4S.

The proposed protocol only uses P when performing
physical unclonable function operations on IDi, so 1P .

When deforming A, use X for the first time; When
calculating B, use X for the second and third time re-
spectively, so 3X.

In conclusion, the total calculation amount of at the
tag end in the proposed protocol is 1P + 4S + 3X, Com-
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pared with literature [5], the proposed protocol has no
advantage in terms of the calculation amount , but the
proposed protocol can make up for the security risks of
the protocol in literature [5]. Compared with other lit-
eratures, the proposed protocol reduces the calculation
amount on the tag side, meanwhile, it can make up for
the shortcomings of other protocols, such as the inability
to resist asynchronous attacks and exhaustive attacks.

7 Security Analysis

This section will focus on whether the proposed protocol
can resist common attacks.

Impersonation Attack
From the previous section, we know that the protocol
of Wang Li et al. can’t provide security requirements
resist impersonation attacks, while the proposed pro-
tocol can.

According to the description of the proposed proto-
col, the attacker may impersonate tag or impersonate
DB,R.

Firstly, select impersonate tag communication. The
attacker needs to analyze the received messages from
A,B. Only after analyzing the private informa-
tion, the attacker can impersonate tags and calcu-
late subsequent messages to pass the authentication
of DB,R. However, the protocol attacker in this pa-
per can’t succeed, because the attacker lacks IDi,
which makes the attacker unable to analyze the ran-
dom number generated by DB,R. Without this ran-
dom number, the subsequent calculation of C,D can-
not be correct, and DB,R can’t be verified, and the
impersonation fails.

Secondly, select impersonate for DB,R communica-
tion. An attacker can randomly select a random
number to participate in the calculation of message
A,B. There is nothing wrong with this operation,
but the attacker doesn’t know the value of IDi, so
the attacker can only choose a random number to
impersonate it. Obviously the attacker’s operations
can’t be verified by the tag.

Exhaustive Attack
According to the analysis of the protocol proposed by
Wang Li et al., the main problem of their protocol
is that attackers can crack private information by
exhaustive attack, so the proposed protocol must be
able to resist exhaustive attack.

Here, select message A,B as an example for detailed
analysis. When the attacker obtains the A,B mes-
sage by some means, first process A to get x =
A ⊕ IDi, and then bring the processing result into
B to get B = Syn(A ⊕ IDi, IDi). In this formula,
the attacker seems to have only one value of IDi un-
known, so the attacker attempts to exhaust all pos-
sible values of IDi by exhaustive method, but still

can’t succeed. The main factor is that the byte syn-
thesis operation cleverly uses the Hamming weight
value of the encryption parameter itself in the imple-
mentation process, that is, the attacker doesn’t know
the Hamming weight value of IDi and the Hamming
weight value of A⊕IDi except the IDi value. Under
the premise that the above three values are unknown,
it is impossible for an attacker to exhaust private in-
formation in an exhaustive way, so the proposed pro-
tocol can provide strong security requirements.

Two-way Authentication
According to the analysis of the protocol proposed
by Wang Li et al., at the beginning step of the proto-
col, the tag doesn’t verify the message source , which
leads to subsequent security problems.

The proposed protocol uses the mechanism of au-
thentication first and then subsequent operations in
each step to ensure the security of privacy informa-
tion. In Step 2, the tag verifies the authenticity of
the source through A,B. In Step 3, DB,R veri-
fies the authenticity of the source through C,D. In
Step 4, the tag verifies the authenticity of the sender
through E. Through the first authentication method
described in the above steps, private information se-
curity can be guaranteed, and communication enti-
ties can verify each other to achieve two-way authen-
tication.

Asynchronous Attack
In Step 3 of the proposed protocol, DB,R will ver-
ify the tag with < IDi, PUF (IDi),Ki > infor-
mation group first. When all information group
< IDi, PUF (IDi),Ki > fails to verify, DB,R
will not immediately identify the sender as a
forgery, but continue to use information group <
IDi, PUF (IDi),Ki − 1 > to verify the tag. And
only the current two authentications fail, DB,R will
determine that the sender is false. The reason why
the DB,R side performs two rounds of authentica-
tion is to resist the attacker’s asynchronous attack.
With two rounds of authentication, the consistency
of information between session entities can be guar-
anteed to some extent.

Replay Attack
In order to ensure that the attacker cannot pass the
authentication of any session entity when sending
messages, it is necessary to require that there is a
difference in the message value of each round . The
protocol adds a random number to the message en-
cryption to ensure the difference of message value
in each round. Some messages are mixed with a
random number parameter, and some messages are
mixed with two random number parameters, which
disturbs the attacker ’s attack idea.

Location Attack
When attackers continuously eavesdrop on messages
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sent by tags and analyze these messages, it is likely
to accurately locate the location of the tag. In order
to make the above attack impossible, it is necessary
to ensure that the message values sent by the tag are
different each time, and there is no simple correlation,
so that the attacker can’t locate the location of the
tag. The protocol is as follows: All messages sent by
the tag are encrypted ciphertext, even if the attacker
can obtain, the attacker can’t simply crack. At the
same time, the random numbers used in each mes-
sage encryption process are different, and the random
numbers are mutually different and unpredictable. In
this way, the message value learned by the attacker
is different each time, giving the attacker the impres-
sion that the tag is in a constantly moving state.

Backward-secure
Attackers use continuous eavesdropping to obtain a
large number of communication messages, and per-
form various analyses on these messages to obtain
some useful private information, prepare for subse-
quent attacks or reversely derive useful information.
But in the proposed protocol, attackers can’t suc-
ceed. In order to make the attacker unable to re-
versely analyze the previous useful information from
the current message value, it is necessary to ensure
that there is no correlation between the current mes-
sage value and the previous message value. The pro-
posed protocol solves this problem by adding random
numbers in the message encryption process. Random
numbers are randomly generated, uncorrelated, un-
predictable, and impossible to reverse the derivation,
so that there is no simple or regular relationship be-
tween the message values, which leads to the failure
of backward derivation by attackers.

Through the above aspects, the security of the pro-
posed protocol can be compared with the security of other
protocols, and the results are summarized as shown in Ta-
ble 2.

8 Formal Analysis of the Pro-
posed Protocol

This section will further analyze and reason the pro-
posed protocols from the perspective of logic formaliza-
tion. There are many options, such as BAN logic [1] and
GNY logic [4]. After comprehensive comparison, GNY
logic is selected to analyze the protocols in the text.

1) Protocol Formal Description

msg1 : DB,R→ T : A,B,Ask

msg2 : T → DB,R : C,D

msg3 : DB,R→ T : E

The above protocol is specified in GNY formal logic
language and can be described as follows:

Table 2: Security comparison results of protocols

Attack
Type

Ref
[5]

Ref
[9]

Ref
[13]

Ref
[11]

Our
Prot-
ocol

Impersonation
Attack

√ √ √
×

√

Exhaustive
Attack

√ √
× ×

√

Two-way
Authentication

√ √ √
×

√

Asynchronous
Attack

√
×

√ √ √

Replay
Attack

√ √ √ √ √

Location
Attack

×
√ √ √ √

Backward-
secure

√ √ √ √ √

msg1 : T < ∗{A,B}
msg2 : DB,R < ∗{C,D}
msg3 : T < ∗{E}

2) The Protocol Initializes Assumptions

sup1 : (IDi,Ki) ∈ T

sup2 : (IDi,Ki) ∈ DB,R

sup3 : T | ≡ #(x, y)

sup4 : DB,R| ≡ #(x, y)

sup 5 : T | ≡ DB,R
Ki←→ T

sup 6 : T | ≡ DB,R
IDi←→ T

sup 7 : DB,R| ≡ T
Ki←→ DB,R

sup 8 : DB,R| ≡ T
IDi←→ DB,R

3) Protocol Proof Objective

goal1 : T | ≡ DB,R| ∼ #{A,B}
goal2 : DB,R| ≡ T | ∼ #{C,D}
goal3 : T | ≡ DB,R| ∼ #{E}

4) Protocol Proof Process
Although there are three proving objectives, the
proving process is similar, so only objective 1 is se-
lected for proving.

∵ msg1 : DB,R → T : A,B,Ask and rule P1 :
P<X
X∈P

∴ {A,B} ∈ T

∵ sup 4 : DB,R| ≡ #(x, y) and rule F1 :
P |≡(X)

P |≡(x,y),P |≡#F (X)

∴ T = #{A,B}



International Journal of Network Security, Vol.25, No.5, PP.777-783, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).06) 783

∵ Rules P2 : X∈P,Y ∈P
(X,Y )∈P,F (X,Y )∈P , sup 1 : (IDi,Ki) ∈

T, sup 2 : (IDi,Ki) ∈ DB,R

∴ {A,B}# ∈ T

∵ Rule F10 : P |≡(X),X∈P
P |≡#(H(X)) and derived T = #{A,B}

and {A,B}# ∈ T

∴ T | = #{A,B}

∵ Rule I3 : P<H(X,<S>)>,(X,S)∈P,P |≡P↔Q,P |≡#(X,S)
P |≡Q|∼(X,S),P |≡Q∼H(X,<S>)

Again ∵ sup 5 : T | ≡ DB,R
Ki←→ T, sup 6 :

T | ≡ DB,R
IDi←→ T, sup 7 : DB,R| ≡ T

Ki←→
DB,R, sup 8 : DB,R| ≡ T

IDi←→ DB,R and
msg1 : DB,R→ T : A,B,Ask

∴ T | = {A,B}
∵ The definition of freshness and the derived T =

#{A,B} and T | = DB,R ∼ {A,B}
∴ goal1 : T | ≡ DB,R| ∼ #{A,B} to be proved

And that’s it.

9 Conclusion

This paper proposed an improved lightweight authentica-
tion protocol to resist exhaustive attacks. The proposed
protocol uses an ultra-lightweight byte synthesis opera-
tion and a lightweight PUF to encrypt private data, which
reduces the overall calculation amount at entity side. The
detailed implementation process of the byte synthesis op-
eration is given, The protocol cleverly combines the Ham-
ming weight variable of the encryption parameter itself,
which can reduce the storage burden and increase the at-
tack difficulty without introducing new parameters. From
multiple attack analysis, calculation amount at tag side
analysis, logical formalization analysis, it shows that the
proposed protocol can not only provide strong security re-
quirements, but also satisfy the low-cost tag calculating.
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Abstract

The financial management system can improve the effi-
ciency of enterprise financial management, and the secure
storage of data in the database of the system is the most
important. This paper briefly introduced the enterprise
financial management system combined with blockchain
technology and the secure storage process of financial data
in the system and then simulated the financial manage-
ment system in the laboratory server. The results showed
that the enterprise financial management system could
normally store the data; as financial data increased, the
average throughput increased and then remained stable,
and the average latency first remained stable and then
increased; the financial management system could effec-
tively maintain the security of financial data in the face
of third-party brute force cracking, local database tam-
pering, and financial summary information tampering.

Keywords: Blockchain; Database; Financial Management

1 Introduction

With the popularity and deepening of enterprise informa-
tization, financial management system has become an in-
dispensable and important part of modern enterprises. In
the financial management system, the database stores all
kinds of financial data of the enterprise, such as accounts,
income and expense details, reports, and so on. Enter-
prises should be fully aware of the importance of database
storage security [21], strengthen security awareness train-
ing, increase investment and efforts to improve system
operation and maintenance capabilities to ensure the se-
curity and sound development of enterprise financial data.
Therefore, database storage security has become one of
the most important issues in the financial management
system [4,10,11,25]. It can be said that database storage
security is directly related to the security protection of

enterprise information by the financial management sys-
tem.

The traditional protection methods include data en-
cryption, access rights management, regular backup and
security audit. The above methods can protect the fi-
nancial data in the database to a reasonable extent [1],
but with the increase of the business mode of modern
enterprises, cascading access rights and security audit
mode will reduce the timeliness, and once the data in the
database is tampered with or lost, it is not only impossible
to trace the source, but also difficult to recover [19,20,23].
The emergence of blockchain provides a new way for the
secure storage of the database of financial management
system [2, 3, 5, 6, 18, 24]. With the decentralized and dis-
tributed data storage feature of blockchain, the database
of financial management system can realize the synchro-
nization and traceability of stored data, and use the data
stored in other nodes for data recovery.

Shen et al. [26] proposed a new paradigm called
data integrity audit without private key storage to en-
sure the integrity of data stored in the cloud, and ver-
ified its effectiveness. Zaabar et al. [29] proposed a
new architecture to avoid the problem of centralized
storage of electronic medical records using decentralized
databases. The performance evaluation results and com-
parative analysis demonstrated the robustness and supe-
riority of the blockchain-based healthcare system in terms
of key functions and performance indicators, including
various throughputs and latencies.

Tian [27] constructed an agricultural product supply
chain using radio frequency identification (RFID) and
blockchain technologies to ensure the authenticity of the
data therein. This paper briefly introduced an enterprise
financial management system incorporating blockchain
technology and the process of securely storing financial
data in the system, and conducted a simulation experi-
ment of the financial management system on a laboratory
server.
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2 Database Security Storage of
Enterprise Financial Manage-
ment System Combined with
Blockchain

2.1 Enterprise Financial Management
System

Financial management is an important part of business
operations, and an enterprise financial management sys-
tem can help enterprises better manage finances, improve
compliance and business efficiency. Enterprise financial
management system integrates accounting, finance, bud-
geting and cost management operations, thus realizing the
information management of revenue and expense manage-
ment, accounting management, financial decision making
and budget management, and improving the comprehen-
sive monitoring and management efficiency of enterprises.
In addition, the enterprise financial management system
can also use visual reports and analysis tools to visu-
alize the economic situation and trend direction of the
enterprise, and the rich analysis tools can help the enter-
prise to carry out dynamic risk analysis and early warning
to timely and effectively detect and solve financial prob-
lems [22].

For the enterprise management system, the security of
data stored in the database, such as various data reports
reflecting the economic status of the enterprise and infor-
mation of the internal personnel of the enterprise, is of
paramount importance [9]. The traditional means of en-
suring database storage security include data encryption
and access rights management, but in the traditional cen-
tralized database, once the key or permission is leaked,
the data in the database will be damaged, and it is nei-
ther traceable nor recoverable [12, 13]. Moreover, as it
also takes some time to verify data encryption and ac-
cess rights, it is difficult to synchronize the transmission
of financial information from different departments in the
enterprise, and the resulting information gap may be ex-
ploited [14].

Figure 1: Basic architecture

Blockchain technology can realize the decentralized dis-
tributed storage of data, and the use of technologies such
as timestamps, hash algorithms, and digital signatures
can realize the traceability and authenticity guarantee of
stored data, while its distributed storage method can eas-
ily recover data under the premise of ensuring the au-
thenticity and synchronization of data [28]. As shown in
Figure 1, the infrastructure layer includes the basic facil-
ities that support the operation of the management sys-
tem, such as servers for processing and storing data on the
physical layer and the platform for providing blockchain
services.

The data layer includes databases that store various
types of data, such as various business report data. The
service support layer provides various service functions,
including business services, public services, and basic
services. Business services are various specific financial
project processing services, public services are informa-
tion transfer services such as workflow and announce-
ment logs, and basic services include various manage-
ment services, especially smart contract management for
blockchain storage. The business application layer is a
management module after the modular integration of var-
ious service applications in the service support layer. The
system access layer provides internal and external data in-
terfaces, and the interfaces have forms of web pages and
application programming interfaces (APIs) [17].

2.2 Blockchain-based Secure Storage of
Databases

Figure 2 shows the flow of blockchain-based database stor-
age in an enterprise financial management system.

1) Users of the financial management system will have
different levels of permissions depending on their po-
sition in the enterprise. Users will have their permis-
sions verified before uploading financial management
data (various financial statements, project reports,
etc.) and will only be able to proceed to the next
step if they pass the verification. If the verification
fails, the users will be prompted to be verify again or
stop uploading data.

2) After users pass the authorization check, they up-
load the financial management data to their depart-
ment’s local database or to a trusted third-party
database [7].

3) The key corresponding to the user authority is used
to encrypt the uploaded financial data and generate
the corresponding summary information of the finan-
cial data, which is the hash value of the encrypted
financial data. The series of operations generate the
corresponding operation log data according to the
timestamp technology.

4) Smart contracts are used to verify the summary in-
formation and of financial data and the operation
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Figure 2: The storage process of blockchain-based financial management database

logs [16]. A smart contract is a program code that
can be automatically executed and verified, which
simply means that the text of the contract rules nego-
tiated by the contract participants is converted into
a contract code that can be recognized by a com-
puter. After the smart contract code is generated, it
is sent to the blockchain network in the form of P2P
to reach consensus. After consensus is reached, the
smart contract is written to the blockchain for sub-
sequent automated verification of the financial data,
reducing the waste caused by manual verification. If
the smart contract passes verification, it proceeds to
the next step; if not, the financial data is uploaded
again.

5) After passing the smart contract’s validation, the
financial data is broadcast to all nodes in the
blockchain network, and each node checks the finan-
cial data using a consensus algorithm; if most nodes
pass the validation, i.e., reach consensus, the finan-
cial data is stored in a newly generated block. The
consensus algorithm used in this paper is the practi-
cal byzantine fault tolerance (PBFT) algorithm [15],
which first selects a master node in the blockchain
network for consensus and the other nodes as slaves.
The master node selection formula is:

p = v mod |n|
θ1 = α · θ

θGC =

{
θ
n − c node cooperation
θ1
n node non-cooperation

(1)

where p is the master node number, v is the view
number, |n| is the total number of nodes in the view,
θ is the total service fee paid by the user to the
blockchain network, α is the coefficient used for rev-
enue lure, θ1 is the service fee used for revenue lure,
n is the number of nodes in the blockchain, c is the
cost of cooperation per node, and θGC is the incentive
value that each node can get after successful consen-
sus. After the master node is selected, the financial

management system sends a request to the master
node to upload the financial data, and the master
node uses a smart contract to verify the request and
then broadcasts it to the nodes in the blockchain.
The slave nodes also verify the request through the
smart contract and feed back the verification result
to the other nodes in the blockchain. When more
than two-thirds of the nodes pass the verification,
the consensus is successful and each node deposits
the uploaded financial data into the local blockchain
ledger to complete the secure storage of the financial
data; otherwise, it returns to the financial manage-
ment system to have it reinitiate the request [8].

3 Simulation Experiments

3.1 Experimental Environment

The simulation experiments were conducted in a server
in the lab. The blockchain network required for the en-
terprise financial management system was provided by a
virtual machine in Ethereum. The relevant parameters
of the server in the lab were quad-core i7 CPU, 16 G
memory, and 1024 G hard disk. The parameters of the
virtual machines provided by Ethereum were uniformly
set to single-core i5 CPU, 2.5 GHz operating frequency,
and 4 G memory for the sake of simulation. The number
of nodes provided by the virtual machine was 10.

3.2 Experimental Projects

1) Storage function test:
Firstly, the financial data storage function of the fi-
nancial management system was tested. The steps
to store financial data were:

a. Log in to the account corresponding to the po-
sition;

b. Upload financial data in the financial data up-
load interface according to the prompts;
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Table 1: Test results of the data storage function of the financial management system

Step number Correct operation result Wrong operation result

Step 1 After entering the correct account password,
successfully login and jump to the financial
data upload page.

If the account password is incorrect, the page
will not jump, but will return the message ”ac-
count or password error”.

Step 2 Enter the financial data in the input box on
the data upload page, click the ”upload” but-
ton, and receive the ”upload successful” mes-
sage.

The ”upload” button cannot be clicked with-
out entering the financial data in the input
box.

Step 3 After uploading the financial data, click the
”upload” button and receive the ”upload suc-
cessful” prompt.

The ”upload” button cannot be clicked when
the financial data upload fails.

Step 4 In the query interface, view the successfully
uploaded data according to the number of the
financial data.

Financial data that has not been successfully
uploaded cannot be queried in the query in-
terface.

c. Click the ”upload” button;

d. Check the status of the financial data upload in
the list.

In addition to examining the financial data upload
step, the average throughput and average latency of
the data storage function of the enterprise financial
management system were tested under different fi-
nancial data sizes.

2) Database storage security testing for enterprise finan-
cial management systems:
The database storage security of the financial man-
agement system was tested from two aspects. On the
one hand, a third-party server was used to play the
role of an unknown user to brute-force the encrypted
financial data summary information in the database,
and the size of the financial data corresponding to
the summary information to be brute-force cracked
was 5 MB, 10 MB, 15 MB, 20 MB, and 25 MB. The
brute-force cracking time was set to 30 minutes.

On the other hand, the financial data in the local
database was modified to simulate a successful attack
on the server and data manipulation. Then, the finan-
cial data was queried in the query interface of the com-
pany’s financial management system. There were two
types of data manipulation, one is to directly manipu-
late the plaintext of the financial data, and the other is
to modify the encrypted summary of the financial data
by 1, 2, 3, 4, and 5 bits, respectively.

3.3 Experimental Results

Table 1 shows the results of testing the data storage func-
tion of the financial management system.

Step 1 is to test the login function of the management
system, and there will be different feedback depend-

ing on whether the account password is correct or
not.

Step 2 is to test the local data upload function of the
management system, and the ”upload” button can
be used only when there is financial data to upload.

Step 3 is to test the data upload function of the man-
agement system. Whether the ”upload” button can
be used depends on whether the electronic data is
successfully uploaded in the previous step.

Step 4 is to test the query function of the management
system, and only when the financial data is suc-
cessfully uploaded can the corresponding data be
queried.

Figure 3 shows the average throughput and average la-
tency of the financial management system when storing
financial data of different sizes. From Figure 3, it was seen
that the average throughput of the financial management
system increased as the financial data to be stored in-
creased, but the average throughput remained the same
after the data exceeded a certain size; the average latency
first remained stable after the data exceeded a certain
size and then increased as the average latency increased.
The reason is as follows. The average throughput of the
management system increased as the financial data in-
creased, but the processing efficiency of the system for
checking and uploading the data was limited, so the av-
erage throughput remained the same after the data ex-
ceeded a certain size, and due to the limited processing
efficiency, the storage tasks piled up after the data ex-
ceeded a certain size, causing the average latency to in-
crease.

Figure 4 shows the extent to which the third-party
server acts as an unknown user to brute-force crack the
summary information of financial data of different sizes
in the management system database. It was seen from
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Table 2: Storage security test results in the face of local database data tampering

Original financial data Financial data after local
database tampering

The financial data ob-
tained by the system

No. 9041616552001010101 9041616552001010101 9041616552001010101
Name low-gluten flour low-gluten flour low-gluten flour
Batch 20191215003 20191215003 20191215003

ID ja2raf84gv8ag0qrf4qf90 ja2raf84gv8ag0qrf4qf90 ja2raf84gv8ag0qrf4qf90
Sales date 2019/12/17 2018/12/31 2019/12/17

Point-of-sale Chengdu,Sichuan Chengdu,Sichuan Chengdu,Sichuan
Salesman Li XX Li XX Li XX

Figure 3: Average throughput and average latency of
the financial management system under different finan-
cial data sizes

Figure 4 that as the financial data increased, the data in-
tegrity obtained by brute-force cracking of the data in the
same time period decreased.

Figure 4: Level of brute-force cracking of financial data
summary information by the third-party server

Table 2 shows the storage security test results of the
financial management system in the face of the local
database tampering. It was seen from Table 2 that af-
ter the local database was tampered with, the date in the
”sales date” column was changed from ”2019/12/17” to

”2018/12/31”. However, when the financial data report
was queried through the financial management system, it
not only displayed an alert that the information had been
tampered with, but also restored the data in the local
database.

Table 3 shows the storage security test results of the
financial management system in the face of financial sum-
mary information tampering. It was noted from Table 3
that even if only 1 bit of data of the financial summary
information is tampered with, it will lead to storage fail-
ure due to inconsistency with the summary information
stored in other blocks, and the original financial informa-
tion will remain unchanged.

4 Conclusion

This paper briefly introduced the enterprise financial
management system combined with blockchain technol-
ogy and the secure storage process of financial data in
the system, and then simulated the financial management
system in the laboratory server. The obtained results are
as follows. The test results of the financial data storage
function of the financial management system showed that
the system could store the financial data properly. As
the stored financial data increased, the average through-
put of the financial management system increased and
then remained stable, while the average latency remained
stable and then increased. When the database of the fi-
nancial management system was subjected to brute force
cracking, the integrity of the data obtained by brute force
cracking decreased with the increase of the financial data
cracked. When the local database was tampered with,
the financial management system could effectively detect
if the data was tampered with and use the backup in
the blockchain to recover the tampered data; when the
financial summary information was tampered with, even
a 1-bit data change would cause the data deposit to fail.
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Abstract

Spectrum sensing can improve the spectrum’s utilization
using licensed spectrum in cognitive radio. However, var-
ious security issues, such as malicious user attacks and
shadow fading, affect network performance. This study
focuses on how energy and matched filter detection in cog-
nitive radio are affected by shadow fading. The formulas
for the probability of detection and false alarm are derived
for energy and matched filter detection, respectively. Ac-
cording to the simulation, matched filter detection is more
susceptible to shadow fading than energy detection in an
environment with a lower signal-to-noise ratio.

Keywords: Cognitive Radio; Energy Detection; Matched
Filter Detection; Shadow Fading; Spectrum Sensing

1 Introduction

The Federal Communications Commission (FCC) is con-
sidering opening a portion of the authorized spectrum to
unauthorized users without interfering with authorized
primary users (PUs) because the allocation of fixed spec-
trum is no longer sufficient to meet the requirements of
an increasing number of users due to the rapid develop-
ment of wireless communication. With the development
of cognitive radio (CR), it is now possible to use the au-
thorized free frequency band without interfering with the
primary user. Therefore, the utilization of spectrum re-
sources is improved, and the spectrum requirements of a
more significant number of wireless users are met, which is
an important technology to address the problem of a lack
of resources in wireless spectrum resources [23]. Cogni-
tive radio networks are wireless communication networks
with cognitive characteristics. The network can observe
the surrounding wireless network environment, use envi-
ronmental cognition to get information about how spec-
trum is used, process and learn the information, make

intelligent decisions and analyses, dynamically access the
available spectrum, and finally adapt and reconfigure it-
self to adapt to the cognitive radio network environment,
which is constantly changing, to achieve optimal network
performance.

A cognitive radio user is a user in a cognitive radio net-
work, and the primary user is the cognitive radio user’s
counterpart. The CR user accesses to communicate when
the PU is not using the channel. Once the signal of the
PU returns, the CR user immediately withdraws from the
channel it is communicating on and looks for other avail-
able free channels to communicate. Therefore, the CR
user should first have the spectrum sensing function to
detect the signal from the wireless environment, then de-
termine the spectrum hole after analysis and adjustment,
and use the spectrum hole to communicate without affect-
ing the PU. Spectrum sensing technology, a prerequisite
for operating cognitive radio networks, means that CR
users collect spectrum usage information in wireless net-
works via various signal detection and processing methods
to find spectrum holes.

Cognitive radio technology aims to solve the spectrum
scarcity issue by implementing dynamic spectrum man-
agement. However, various security issues and vulnerabil-
ities experienced can influence network performance [22].
Authors in [6] have investigated robust spectrum sens-
ing schemes against malicious user attacks. In cognitive
networks, many denial-of-service attacks will cause sig-
nificant performance degradation and thus need to be de-
tected quickly [12,14,18]. An algorithm to reduce the de-
tection delay is presented in [21] so that a network man-
ager can respond to an event as quickly as possible to
minimize the impact of attacks.

Additionally, the structure of the cognitive radio net-
work introduced a spectrum sensing data falsification
(SSDF) attack. In such attacks, malicious users make in-
correct observations of the system’s fusion center, which
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may cause licensed users to experience the severe qual-
ity of service degradation and disruption. The authors
of [13] investigate the threat and the mitigation strategy
for SSDF attacks. The Byzantine attack is one of the key
issues preventing the success of cognitive radio sensor net-
works. The Byzantines can be avoided using the security
measures suggested in [2]. A reliable sensing method has
been developed to prevent the Byzantine attack. Addi-
tionally, CR users naturally face two significant security
threats: jamming and primary user emulation (PUE) at-
tacks. Machine learning has been applied to detect these
attacks in [15]. The proposed deep learning-assisted de-
tection method performs exceptionally well when spotting
these threats.

Shadowing also limits the effectiveness of spectrum-
sensing techniques in cognitive radio in [3, 20]. S.
Kavaiya in [10] examined how an improved energy detec-
tor performs over uniformly and exponentially correlated
Nakagami-m fading with imperfect channel state infor-
mation (CSI). Simulation results show that user mobil-
ity and correlated fading combined affect the detection
performance over imperfect CSI. In addition, H. Rasheed
in [16] quantifies energy detection for spectrum sensing
under shadowed conditions. A study in [5] examines per-
formance analysis of cooperative spectrum sensing over
shadowed fading. H. Huang in [9] discuss the unified per-
formance of energy detection of spectrum sensing over
generalized fading channels in cognitive radios. Fading
channels will undoubtedly impact the detection perfor-
mance of spectrum sensing. The results demonstrate that
fading channels will impact energy detection performance,
but that sensing performance can be enhanced using the
appropriate channel parameters. Aulakh in [1] shows the
solutions to shadow fading using two strong techniques:
optimal spectrum sensing and greedy spectrum sensing.
The authors of [8,19] also investigated the sensing perfor-
mance for cooperative spectrum sensing in fading chan-
nels.

The rest of the paper is organized as follows: Sections 2
and 3 looked at the spectrum sensing system model for en-
ergy and matched filter detection. Additionally, the effect
of shadow fading on detection performance is discussed.
Section 4 presented the simulation results and discussed
the influence on the detection performance. Finally, Sec-
tion 5 contains the conclusions.

2 Energy-Detection Based Spec-
trum Sensing Technology

Energy detection is the most commonly used method in
spectrum sensing due to its simplicity. An energy detector
can determine whether signals are present in a particular
frequency band by detecting received signals. The steps
involved in detecting energy are shown in Figure 1 as fol-
lows. After passing through an ideal Band Pass Filter
(BPF), the received signal calculates the energy of sig-
nals in the band in the detecting time T , which is then

 (!)"(!) () #
$

%
()BPF threshold

Figure 1: Block diagram of energy detection

compared to the threshold to determine if communica-
tions use the frequency band.

Two presumptions can be made for spectrum sensing.
H0 denotes no primary user signal in a certain spectrum
band as in Equation (1). H1 means that a primary user
signal exists in that band as in Equation (2).

H0 : y(t) = n(t) (1)

H1 : y(t) = h(t)s(t) + n(t) (2)

y(t) is the received signal by the CR user at time t. n(t)
is the Additive White Gaussian Noise (AWGN). We as-
sume that n(t) has a variance of 1 and an expectation of 0
under a standard normal distribution. s(t) is the primary
user’s transmitting signal. h is the channel coefficient.

In energy detection, the sampling time is T , the signal
bandwidth is W , and the number of sampling points is
N = 2TW . It is assumed that the decision threshold is
K, the signal-to-noise ratio is λ0 = Es

N0
. The detection

probability, false alarm probability, and missed detection
probability are shown as in Equation (3), in Equation (4)
and in Equation (5):

Pfa = Q(
K −N√

2N
) =

1

2
erfc(

K −N√
4N

) (3)

Pd = Q(
K −N −Nλ0√

2N +Nλ0

) =
1

2
erfc(

K −N −Nλ0√
4N + 2Nλ0

) (4)

Pmd = 1− Pd (5)

Shadow fading will impact the primary user’s signal
during transmission. The normal log component of the
shadow loss and the m power of the wave propagation
distance r is typically used to calculate shadow fading.
Here, we consider the impact of shadow loss. ζ is the log
loss (in dB) caused by shadow, which follows a lognormal
distribution with zero mean and variance of 1dB.

The probability of false alarm and the probability of
detection can be expressed by as in Equation (6) and in
Equation (7).

Pfa =
1

2
erfc(

K −N√
4N

) (6)

Pd =
1

2
erfc(

K −N −Nλ2√
4N + 2Nλ2

) (7)
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Figure 2: Block diagram of matched filter detection

3 Matched Filter Based Spectrum
Sensing Technology

Matching filter detection necessitates prior knowledge of
the primary user signal’s modulation method, pulse wave-
form, timing, and packet format, among other things [4,
7, 11, 17]. We presume that BPSK is being used as a
modulator in this case. The block diagram is displayed
in Figure 2. The noise signal n(t) satisfies the Gaussian
distribution, and θ = 1 indicates the primary user’s pres-
ence, while θ = 0 indicates its absence.

y(t) is the received signal by the CR user which can be
expressed by as in Equation (8)

y(t) =

∫ t

0

[θs(τ) + n(τ)]h(t− τ)dτ (8)

When t = t0, the CR user receives the signal. When
the primary user’s signal exists H1, s1 = s(t)+n(t), then

y(t0) =

∫ t0

0

[s(τ) + n(τ)]s(τ)dτ = E1 + Z (9)

The received signal’s probability distribution is given
as in Equation (10):

p(y|s1) =
1√

πN0E1

exp[− (y − E1)
2

N0E1
] (10)

When the primary user’s signal does not exist H0, s2 =
n(t), then

y(t0) =

∫ t0

0

n(τ)s(τ)dτ = Z (11)

The probability distribution of the received signal is
expressed as in Equation (12):

p(y|s2) =
1√

πN0E1

exp[− y2

N0E1
] (12)

Define the judgment threshold as V . The probabilities
of false alarm, detection, and missed detection can be
expressed as follows:

Pfa = p(y > V |H0) =
1

2
erfc(

V

E1

√
E1

N0
) (13)

Pd = p(y > V |H1) = 1− 1

2
erfc(

√
E1

N0
− V

E1

√
E1

N0
) (14)

Pmd = p(y < V |H1) =
1

2
erfc(

E1 − V√
N0E1

) (15)

The effect of shadowing loss ζ is also taken into ac-

count here. When E2 = E110
ζ
10 , the probabilities of

false alarm and detection for matched filter detection can
be expressed as in Equation (16) and Equation (17):

Pfa =
1

2
erfc(

V

E2

√
E2

N0
) (16)

Pd = 1− 1

2
erfc(

√
E2

N0
− V

E2

√
E2

N0
) (17)

4 Simulation and Discussion

The influence on the detection performance from the
probability of false alarm and shadow fading is simulated
and discussed in energy and matched filter detection, re-
spectively. The sampling point is N=1024.

4.1 Influence on Detection Performance
from the Probability of False Alarm

Figure 3 shows that when the number of sampling point
N is selected, the higher the probability a false alarm,
the higher the probability of detection, and the lower the
probability of missed detection.

In matched filter detection, the effect of the false alarm
probability on the detection performance is depicted in
Figure 4. It is evident that the higher the signal-to-noise
ratio, the greater the probability of detection, and the
lower the possibility of missed detection, the greater the
probability of a false alarm. This is because when the
false alarm probability is increased, equivalent to a lower
limit on the system, the probability of missed detection
will be reduced accordingly.

It can also be seen that the threshold has the same
increasing and decreasing properties for the probability
of detection and false alarm. The higher the probability
of a false alarm, the higher the probability of detection,
and the lower the probability of missed detection when the
signal-to-noise ratio is calculated. The higher the signal-
to-noise ratio, on the assumption that the probability of
a false alarm is calculated, the greater the probability of
detection.

4.2 Influence on Detection Performance
from Shadow Fading

The following simulations examine how shadow fading af-
fects the performance of energy detection and matched
filter detection, respectively, under the assumption that
the probability of false alarm is 0.01.

According to Figure 5, the probability of detection af-
fected by shadow fading is lower than the probability of
detection without shadow fading for the same probability
of a false alarm; The probability of missed detection when
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Figure 3: Influence on detection performance from different probability of false alarm in energy detection
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shadow fading is present is greater than the probability
of missed detection when shadow fading is not present.
Other approaches (like the multi-node cooperative detec-
tion algorithm) are required to reduce since shadow fading
impacts detection performance significantly.

According to Figure 6, the probability of detection af-
fected by shadow fading is lower than that of detection
without shadow fading for the same probability of a false
alarm. In comparison, the probability of missed detection
affected by shadow fading is higher than that of missed
detection without shadow fading. The impact of shadow
fading on detection performance is very large, so other
methods, such as the multi-node cooperative detection
method, are needed to overcome the impact of shadow
fading.

Table 1 displays the comparison study for the energy
and matched filter detection under various shadow fading
when the SNR=-10dB. As seen, matched filter detection’s
sensing performance is more susceptible to shadow fading
than energy detection.

5 Conclusions

Cognitive radio aims to solve the spectrum scarcity issue
by implementing spectrum sensing technology. In fact,
various security issues and vulnerabilities experienced can
influence network performance, such as malicious user at-
tacks and shadow fading. Shadow fading’s effects on en-
ergy detection and matching filter detection are examined
in this research. The formulas for detection probability
and false alarm probability are constructed for the en-
ergy detection and matching filter detection technologies.
The probability of detection and missed detection under
different false alarm probabilities and shadow fading is
simulated and discussed, respectively. Shadow fading has
a more significant impact on matched filter detection than
energy detection, as the simulation results show.
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Abstract

This paper proposes a security detection algorithm for
Software-Defined Networks (SDN) based on Bayesian net-
works, which constructs SDN six-tuple, calculates attack
cost, attack benefit, vulnerability value, and attack pref-
erence, and uses PageRank to calculate device importance
to establish an attack detection model that predicts in-
trusion paths. It fills the gap in current SDN detection
methods that do not consider the impact of controller vul-
nerabilities and attack costs. Through experimental com-
parison, the proposed model can more accurately calcu-
late the probability of device attacks and intrusion paths,
effectively providing a basis for SDN monitoring and pro-
tection.

Keywords: Attack Detection Model; Intrusion Paths;
PageRank; SDN Security Detection

1 Introduction

Software-defined network SDN [9] is a new trend architec-
ture that separates the controller and forwarding plane,
which can use software programming to define and con-
trol the network, and use the characteristics of open pro-
grammability to improve the agility and efficiency of the
network. It is considered to be a historic revolution in
the network field, which provides a new experimental ap-
proach for the research on the new internet architecture,
and speeds up the development of the next generation
network.

SDN separates the control plane, which implements
network decisions, from the data plane, which transmits
packets. The control layer uses the SDN controller to
communicate with the infrastructure layer (such as net-
work switches/routers) through the southbound interface,
and communicate with the application through the north-
bound interface, thereby obtaining the overall network
status, and managing the programmable network to dy-
namically adjust the network. However, the security is-
sues, risks, and threats become more complicated [11] on
account of the SDN system framework. The introduc-

tion of new network components in SDN to support new
network functions, such as SDN controllers and switches,
opens up vulnerabilities in SDN that were not consid-
ered in traditional networks. In the SDN architecture,
the controller is one of the core components, so the secu-
rity of the controller is the key to the normal operation
of the entire SDN. Therefore, this paper focuses on the
analysis of the security of the controller. Previous re-
search on controller security includes that the network
is vulnerable to DDoS attacks in SDN controllers, the
PATGEN [2] protocol is proposed and an advanced GE-
Netic algorithm is used to reduce the impact of attacks,
thereby significantly improving the efficiency of SDN con-
trollers; Sahand et al. [14]. proposed a meta-heuristic
algorithm (GSOCCPP) to solve the problem of network
communication delay in the background of SDN, which
realizes the shortest execution time of the algorithm, and
proves that it is highly efficient in terms of other algo-
rithms with controller placement through sufficient ex-
periments; Miriyala Suneel et al. [12]. proposed a two-
key method based on fully homomorphic encryption and
a complex hybrid structure scheme, which includes a dou-
ble decryption method with fully homomorphic encryp-
tion in the software-defined network (SDN) controller to
ensure the security of encrypted data and reduce comput-
ing and communication costs; In the study of controller
placement, Li Yi et al. [5]. proposed a comprehensive
delay controller placement model to reduce the delay be-
tween the controller and the switch, as well as between
the controller; Lu Sungho et al. [10]. proposed a defense
method for HTTP DDoS flood attacks based on SDN,
which can effectively defend web servers, protect network
resources and resist HTTP DDoS flood attacks and so on.

The PageRank (PR) algorithm [4] is proposed to eval-
uate the importance of a device, which considers not only
the effect of the relationship between the number of node
neighbors on the node but also the effect of its location
on the importance of the node. It facilitates the analysis
of the cost of member attacks, moreover its calculation of
the importance of nodes in the network has been applied
in practice.
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The traditional Intrusion Detection System (IDS) can
only analyze the dependencies between node vulnerabili-
ties after the attack occurs, and then monitor the attack
behavior, which belongs to passive defense [7]. It is im-
possible to conduct a systematic security risk assessment
on the network, and effectively protect against potential
risks in the unknown network, such as multi-part attacks
with hidden trajectories [16]. Therefore, attack graph [6]
is used in this paper to predict the network attack path,
as well the Bayesian attack graph is one of the most com-
monly used prediction methods. There are many papers
on Bayesian attack graphs, including Asvija et al. [3], pro-
posed utilizing the concept of Bayesian attack graph, aim-
ing to investigate the Bayesian attack graph of the IaaS
model to reveal sensitive areas for protecting high-risk
components within stack; Shailendra et al. [8]. explored
the visualization of attack graphs in public cyberspace
to predict paths, as well created network attack maps by
combining the graph adjacency matrix to identify gray ar-
eas and research points, so as to realize network security
and management; Shawly Tawfeeq et al. [13]. proposed a
new solution to address the challenges of modeling and
detecting complex network attacks. The utilization of
Hidden Markov Models (HMMs) to detect and track the
progress of attacks, coupled with an analysis of attack
risk probability and detection error rate aims to enhance
the accuracy and efficiency of intrusion detection systems
in tackling complex network attacks. Aaron Zimba et
al. [18]. proposed a Bayesian network-based weighted at-
tack path modeling technique to simulate attack paths by
using quantitative induction to represent weighted total
paths, considering marginal and conditional probabilities
jointly to represent multiple paths from the attack point
to the target node.

In this paper, the Bayesian attack graph is used to pre-
dict the attacker’s attack intention for SDN, the PageR-
ank algorithm is used to obtain the device criticality, cou-
pled with the SDN attack graph is constructed by com-
bining the vulnerability value, attack cost, attack benefit
and preference function. A risk assessment model is estab-
lished to predict the intrusion path. Finally, the effective-
ness of the model is verified by simulation experiments.

The contributions of this paper are mainly in the fol-
lowing three aspects:

1) Considering the purpose of the attacker’s aggressive
behavior, use the PR algorithm to calculate the im-
portance of the device, followed by calculating the
attack cost based on the attack experience. Subse-
quently, the device attack probability is determined
by considering four indicators: attack revenue, attack
preference, and device vulnerability in order to pre-
dict the attackers’ collective paths more accurately.

2) The concept of preference function is proposed, which
makes the path conditional probability from the par-
ent node to the child node more detailed, improves
the accuracy of transfer probability between device

nodes, and avoids the omission of path transfer be-
havior.

3) Perform risk assessment on the network and generate
an intrusion path, calculate the reachability probabil-
ity of each device in the path to realize the prediction
of the intrusion path, furthermore improve the accu-
racy of the prediction.

2 SDN Attack Graph Establish-
ment

The SDN attack graph enhances the device informa-
tion from the SDN controller based on the traditional
Bayesian attack graph, resulting in more comprehensive
device attributes. Additionally, it utilizes attribute at-
tack graphs within the attack graph framework, provid-
ing better adaptability to complex scenarios in SDN. To
more accurately calculate the intrusion probability and
possible intrusion path of each vertex in the SDN attack
graph, this paper uses the PR algorithm to calculate the
importance of the device and conducts a risk assessment
to predict the intrusion path.

Definition 1. SDN attack graph: It is a directed acyclic
graph, which consists of the device information set I,
node attribute set B, attack node intent F , attack pro-
cess set E, node relationship combination S and possi-
ble probability P of the six-tuple, which is expressed as
SDNBAG = (I,B, F,E, S, P ) in this paper, and its def-
inition is as follows:

1) I is the device information set, I = {Ii|i = 1, 2..., n},
where Ii = (h,W,P,C), h is the device name, W
is the device importance, Q is the influence degree
of the device, C is the scope effect size; B is the
node attribute set, which can be divided into three
categories, where Bstart represents the starting node
of the attacker’s offensive action, Bprocess represents
the process node in the attacker’s attack path, and
Btarget represents the attacker. The target node to be
attacked can be expressed as B = Bstart ∪ Bprocess ∪
Btarget.

2) F is the intention of the attacking node, which is
expressed as the attacker’s preference for attacking a
child node of a device.

3) E is the attack process set, E = {ei|i = 1, 2, ..., n}, ei
is the attack process of the attacker exploiting the sys-
tem equipment vulnerability to attack from one node
to another node, which expressed as ei ∈ Bpre →
Bnext, and E belongs to the set of directed edges.

4) S is the combination of node relationships, and the
relationship reaching the target node can be expressed
as a two-tuple ⟨Bj , dj⟩ , where Bj ∈ Btarget, dj ∈
{AND,OR}, dj = AND means that all parent nodes
of device Bj can reach Bj. Similarly, dj = OR means
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that the attack can be successful when a certain parent
node of Bj can reach Bj.

5) P is the reachability probability, that is, the reach-
ability probability of an attacker from invading the
parent device node to the child device attribute node.

3 SDN Security Assessment

To evaluate the security of SDN more comprehensively in
the experiment, this paper defines the vulnerability value
of SDN equipment and the criticality of SDN equipment,
and uses the attack cost and attack benefit combined with
the PR algorithm to assess the importance of each net-
work device in SDN.

3.1 Vulnerability Value Analysis

The vulnerability value of a node is related to the diffi-
culty of its vulnerability being exploited by an attacker
as well the impact of this vulnerability on the node it-
self, and the vulnerability is usually quantified by using
the Common Vulnerability Scoring System (CVSS). This
paper uses CVSS to measure six indicators [1], namely
attack vector (AV), attack complexity (AC), privileges
required (PR), confidentiality (C), integrity (I) and avail-
ability (A). The corresponding specific scoring standards
are shown in Table 1.

The vulnerability value is quantified according to the
above indicators, then the corresponding vulnerability
score is obtained. The corresponding calculation formula
is shown in Equation (1):

Grade = Min(Exp+ Impact, 10) (1)

Among:

Exp = 8.22∗AV ∗AC∗PR

Impact = 6.42∗ ISCbase

ISCbase = 1− ((1− C) ∗ (1− I) ∗ (1−A))

Among them, Impact represents the vulnerability impact
factor, where the default scope is fixed, Exp represents
the vulnerability exploit factor, which size is the difficulty
of being attacked, and ISCbase represents a temporary
intermediate variable.

Definition 2. Vulnerability Value: This paper uses
Worth to quantify the vulnerability value since the ma-
terial range of the CVSS scoring standard is [0,10], and
the calculation formula is shown in Equation (2):

Worth = Grade /10 ∗ 100% (2)

3.2 Analysis of the Importance of SDN
Devices

The control plane and data plane in SDN are separated
since SDN is different from the traditional network struc-
ture, so the calculation method of SDN importance is also

different. According to the characteristics of SDN, it can
be known that each device has specific function, hence
the importance varies from light to heavy. Since the con-
troller plays a core role in the entire SDN, its importance
is the highest, followed by switches, servers, and the host.
In this paper, the PageRank algorithm is used to analyze
the criticality of the equipment.

Definition 3. SDN device criticality PR: Indicates the
criticality of the device in the entire SDN, which is deter-
mined by the role it plays in the given network topology.
Due to the particularity of SDN, this paper sets the criti-
cality of the initial device as an integer between [1,10].

In the initial stage, set the PR value of the host to 4, the
PR value of the switch and server to 7, and the PR value
of the controller to 10, moreover to recalculate the device
criticality according to the PR algorithm. The PR (Bj) of
network devices Bj (j = 1,...n) is shown in Equation (3):

PR (Bj) =
1− d

N
+ d

M(Bj)∑
c=1

PR (Bi)

O (Bi)
(3)

Among them, the damping coefficient d, which the default
is d=0.85, N represents the number of devices, PR (Bi)
represents the device criticality of the parent node Bi of
the device Bj ; O (Bi) represents the number of devices
Bi connected to the device Bj and M (Bj) is the total
number of devices from the parent node to device Bj .

3.2.1 Detailed Steps of PR Algorithm

The initialization matrix Sn×n of the device node is
constructed according to the SDN topology relationship,
which represents the attack probability from the parent
node x to the child node y, and e is a column vector with
all components equal to 1. The calculation formula of the
obtained transition matrix K is shown in Equation (4):

K = dS + (1−d)
N eeT (4)

Set the unit column vector X, and perform the iteration.
End the iteration to obtain the final criticality of all equip-
ment if the values of X and PR are similar or the same,
end the iteration to obtain the final criticality of all equip-
ment, that is, |PR −X| ⩽ τ , which τ is an infinitesimal
quantity. The formula is shown in Equation (5):

PR = K ∗X (5)

Calculate the equipment importance EIMj according to
the equipment criticality and vulnerability value, and
then quantify it according to the calculation needs of this
paper. The calculation formula of the quantized equip-
ment importance EIMj is shown in Equation (6):

EIm (Bj) = PR (Bj)×Worth (Bj) /10 (6)
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Table 1: CVSS Indicator Score
Index Property measure Factor score

Network relationship(N) 0.85
Attack vector (AV) Adjacent equipment (A) 0.62

Local device (L) 0.55
Physics (P) 0.20

Low complexity (L) 0.71
Access Complexity (AC) Medium complexity (M) 0.61

High complexity (H) 0.35
No permission required (N) 0.85

Privileges Required(PR) Low permission requirements (L) 0.64
High permission requirements (H) 0.33

None (N) 0.00
Influence (C, I, A) Low(L) 0.22

High(H) 0.56

Algorithm 1 SDN device importance algorithm

1: Input: damping coefficient d, number of devices N ,
N-dimensional unit column vector X, N-dimensional
unit column vector e, vulnerability value Worth, in-
finitesimal τ , initial matrix S.

2: Onput: SDN device importance EIM .
3: Step1: Initialize S, d = 0.85, N=20, τ=0.000001,

X = (1, . . . , 1)T , Worth, e = (1, . . . , 1)T

4: Step2: E = eeT

5: Step3: C = (1− d)/N
6: Step4: Finding transition matrix
7: Step5:K = dS + CE
8: Step6: while |PR−X| > τ
9: Step7: record U = PR

10: Step8: update PR = K ∗X
11: Step9: record X = U
12: Step10: record EIM = PR×Worth/10

3.3 Attack Cost Analysis

The attacker not only pays human resources and material
resources but also bears the attack cost caused by the at-
tack when the attacker attacks offensive the device in the
network. The cost of an attack is primarily determined by
two factors: the probability coefficient (referred to as the
risk coefficient β ) of the security software detecting the
attack when launched by the attacker against the targeted
network, and the attacker’s experience with attacking the
specific node (referred to as the attack experience ξ ). The
risk factor β is determined by the importance EIM (Bj)
of the attacked device, the greater the importance of the
node, the higher the probability of being discovered, and
the greater the risk factor. The quantification of attack
experience ξ is shown in Table 2.

From the above analysis, the calculation formula of
equipment risk coefficient β (Bj) can be obtained as
shown in Equation (7):

β (Bj) = EIm (Bj) ∗ ζ (Bj) (7)

Definition 4. Equipment attack cost (Bj): It means the
cost that the attacker needs to pay when he launches an
attack on the equipment in the target network. The at-
tack experience will gradually increase during an attacker
attacks a device node, so increase the coefficient f , which
is given by experts according to different network envi-
ronments. In this paper, the attack cost of human and
material resources required to attack each device by de-
fault is HrACos t (Bj) = 0.01, the calculation formula
of the equipment attack cost can be obtained as shown in
Equation (8):

cos t (Bj) = fn−1 ∗ β (Bj) +HrACos t (Bj) (8)

3.4 Attack Benefit Analysis

Definition 5. Device attack profit profit: It means the
profit obtained by the attacker when he launches an attack
on the device in the target network. The device attack
profit index is shown in Table 3.

The profit will make a profit value judgment based
on the measurement information, and obtain an accu-
rate profit value according to the amount of informa-
tion leakage. The more important the leaked information,
the higher the profit, and the specific situation is set by
the administrator according to the network conditions on
which the device is located.

3.5 Attack Preference Analysis

Definition 6. Preference Function (PF ): It represents
the preference degree of the attacker to attack the target
device node, the higher the preference degree, the higher
the possibility of the attacker attacking the target device
node.

The preference function is mainly judged by the attack
cost and the attack benefit. The size of the preference
function is judged according to its ratio, that the higher
the ratio, the lower the preference function and the lower



International Journal of Network Security, Vol.25, No.5, PP.798-807, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).09) 802

Table 2: Quantitative Criteria for Attack Experience
Serial number Experience Description of experience information

A1 0.1
The attacker’s internal information does not have a record

of past attacks on the device, but it may find
the device’s vulnerability

A2 0.2
The attacker’s internal information has no previous

attack records on the device, but knows its vulnerabilities
and does not know the attack method.

A3 0.3
The attacker’s internal information does not

have any previous attack records on the device,
but will refer to possible attack methods.

A4 0.4
The attacker’s internal information has a rough

attack method

A5 0.5
There are approximate attack steps, but no attack

tools
A6 0.6 There are detailed attack steps, but no attack tools

A7 0.7
There are attack codes and detailed tool steps, but no

attack tools

A8 0.8
There are attack codes, detailed tool steps and

attack tools
A9 0.9 All are available and ready

Table 3: Attack Profit Scoring Metrics
Income level Measure information Profit value

PL1 Internal information leakage 0.3-0.55
PL2 Log in to the device remotely 0.55-0.7
PL3 Authentication bypass 0.7-0.85
PL4 Temporary visit 0.85-0.95
PL5 Get Root permissions 1.0

the possibility of attacking the target device node; on
the contrary, the probability is higher. Using λ to repre-
sent the ratio of cost to benefit, the calculation formula
is shown in Equation (9):

λ =
cos t (Bj)

profit (Bj)
(9)

Then the calculation formula of preference function PF
is as shown in Equation (10):

PF (Bj) =


0, λ ≥ 1

1− λ, 0 < λ < 1

1, λ = 0

(10)

It can be seen from Equation (10) that PF (Bj) ∈ [0, 1],
when λ ≥ 1, the preference function is 0, and the cost is
much greater than the benefit at this time, an attacker
can’t invasion the device; When λ = 0, it means that the
benefit is far greater than the cost, and the preference
function is 1, at this time, the attacker will attack the
device.

3.6 Device Attack Probability Analysis

According to the above analysis of the importance of
equipment, attack cost, attack cost, and the results of

quantifying them, the probability of the attacker launch-
ing an offensive on the device to be attacked can be ob-
tained, That is, the probability of the device being at-
tacked, its range is [0, 1], the higher the probability, the
greater the possibility of being attacked.

Definition 7. Device attack probability: It indicates the
probability that an attacker attacks the target device and
successfully occupies the target node. For the device Bj,
the calculation formula of its device attack probability
p (Bj) is shown in Equation (11):

P (Bj) = min

(
worth (Bj) ∗ profit (Bj) + PF (Bj)

cost (Bj)
, 1

)
(11)

3.7 Conditional Probability Analysis

Definition 8. Conditional probability: It indicates the
possibility of being attacked by each device attribute node
under the influence of its device parent node. Among
them, the conditional probability of each node is called
the local conditional probability distribution function. For
the device attribute node Bj, its local conditional proba-
bility can be expressed as Pc (Bj | Pa (Bj)), and the set of
device parent nodes is expressed as Pa (Bj), vj represents
the attack from the device parent node to the device child
node.
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1) When S = ⟨Bj , dj = AND⟩, all parent nodes of the
device are capable of reaching its child nodes to ensure
a successful attack. The calculation formula is shown
in Equation (12):

Pc (Bj | Pa (Bj)) =

{
0, ∃Bj ∈ Pa (Bj) , Bj = 0;∏n

j=1 Pa (vj) , otherwise;
(12)

2) When S = ⟨Bj , dj = OR⟩, as long as there is one de-
vice parent node that can reach the device child node,
the attack can be successful. The calculation formula
is shown in Equation (13):

Pc(Bj |Pa(Bj)) =

{
0, ∀Bj ∈ Pa (Bj) , Bj = 0;

1−
∏n

j=1 [1− Pa (vj)] , otherwise;
(13)

Definition 9 Device reachability probability: It rep-
resents the reachability probability of each device at-
tribute node in the SDN, which is the joint condi-
tional probability of the node passed by the attacked
initial node in the current device attribute node, that
is, Bj ∈ Bprocess ∪ Btargot , the calculation formula
for the reachability probability of the device attribute
node Bj is shown in Equation (14):

Pc (Bj) =

n∏
j=1

Pc (Bj | Pa ( Bj)) (14)

Among them, Pa (Bj) is the device parent node set of
the device attribute node Bj, and Pc (Bj | Pa ( Bj))
represents the reachability probability when the device
attribute node Bj is attacked.

4 SDN Risk Assessment and Pre-
diction of Intrusion Path

4.1 SDN Risk Assessment and Analysis

To more accurately predict the attack path of the at-
tacker’s aggressive on the SDN device, the conditional
probability and prior probability of the device attribute
node are obtained by calculation. The parameters in the
SDN attack graph are assigned to obtain the final SDN at-
tack graph, incorporating Bayesian theory, the proposed
attack cost, as well as the attack benefit and preference
function. The algorithm steps are as follows.

1) Initialize the device information set I, node attribute
set B, attack process set E, and node relationship
combination S in the SDN attack graph.

2) Use Equation (11) to calculate the probability of the
attacker attacking the device node from the directed
edge.

3) Use Equation (10) to calculate the attack device in-
tention, Equations (12) and (13) to calculate the con-
ditional probability of the attacker attacking from the
parent device node to the child device node, and use
Equation (14) to calculate the reachability probabil-
ity.

4) Copy the obtained attack intent and probability into
the parameter P , and return the final SDN attack
graph.

Algorithm 2 SDN Risk Assessment Algorithm

1: Input: The device information set I in the SDN at-
tack graph, the node attribute set B, the attack node
intent F , and the node relationship combination S.

2: Onput: SDNBAG = (I,B, F,E, S, P ).
3: Step1: Initialize the device information set I, node

attribute set B, attack node intent F , and node re-
lationship combination S in the SDN attack graph;

4: Step2: for (each directed edge in SDNBAG )
5: Step3: Calculate P (Bi) using Equation (11)
6: Step4: end for (2)
7: Step5:for (each attribute node Bi in SDNBAG)
8: Step6: use Equation (10) to calculate the attack node

intent F
9: Step7: if(F = 1 )

10: Step8: Pc(Bi) = P
11: Step9: else
12: Step10: Calculate Pc (Bi | Pa(Bi)) using Equa-

tions (12) and (13)
13: Step11: Calculate the reachability probability Pc(Bi)

using Equation (14)
14: Step12: end if (7)
15: Step13: end for (5)
16: Step14 Copy Pc(Bi) into the parameter P
17: Step15: return SDNBAG = (I,B, F,E, S, P );

4.2 Intrusion Path Analysis

Definition 9. According to the SDN attack graph ob-
tained in 4.1, it can be known that the path taken by the
attacker from the starting device attribute node Bstart to
attack the target device node Btarget is called the intrusion
path. Among them, the path composed of device attribute
nodes is the intrusion path IP of the SDN attack graph,
and the intrusion path algorithm is shown in Algorithm
3.

According to all the intrusion paths obtained in the
above algorithm, find the path with the highest probabil-
ity risk, which is the path of the device assaulted by the
attacker.

5 Simulation Experiment

5.1 Experimental Environment Con-
struction

To verify the effectiveness of the SDN attack graph for
predicting attack paths, this paper uses two virtual ma-
chines and builds a simulated network environment as
shown in Figure 1 for experiments.
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Algorithm 3 Intrusion Path Generation Algorithm

1: Input: Parameters in the SDN Attack Graph
2: Onput: IntPath = {IP1, . . . , IPn}
3: Step1: Initialize Parameters in the SDN Attack

Graph;
4: Step2: for (each target node Bi ∈ Btarget)
5: Step3: Add Bi to IPi

6: Step4: if ( Pa(Bi)!=None)
7: Step5: if (di = OR)
8: Step6: n=len (Pa(Bi))
9: Step7: copy IPi to (IPi−1, . . . , IPi−n)

10: Step8: for (each node Bj ∈ Pa(Bj))
11: Step9: Add Bj to IPi−j ;
12: Step10: end for (8)
13: Step11: else
14: Step12: Add Pa(Bi) to IPi;
15: Step13: Bi ∈ Pa(Bi)
16: Step14: end if (5)
17: Step15: else
18: Step16: return IPi;
19: Step17:end if (4)
20: Step18: Add IPi to IntPath;
21: Step19: end for (2)
22: Step20: return Intpath;

Figure 1 includes the SDN control plane and data plane
as well as the external network. The control plane in-
cludes three controllers, namely S1, S2 and S3. The data
plane includes five servers, six switches, two virtual ma-
chines, and a firewall. The intrusion detection system
snort is installed on the firewall to monitor network traf-
fic. Simulate the business network environment by using
Web server, FTP server, VPN server, SSH server and DB
server to. Create virtual switches by using Open vSwitch
software for simulating Open Flow switches, represented
by W = {Wi | i = 1, 2, . . . , 6}. The external network con-
sists of the host used by the attacker and the external
router.

Figure 1: Lab environment

In this paper, OpenVAS is used to scan the device
nodes, acquiring the vulnerability information of each de-
vice node in the SDN, and determining the vulnerability

worth of the corresponding device node based on Equa-
tion (1) and Equation (2). The above information is sum-
marized to obtain as shown in Table 4.

Figure 2: Attack graph in an experimental environment

5.2 Generation of Attack Graph and In-
trusion Path

For the attacker, breaching the DB server of the target
host yields the highest gains, as it contains a vast amount
of information stored in its database. Therefore, this ex-
periment sets the attacker to offensive the virtual machine
H1 first, and sets the DB server as the target device for
the final attack. This paper examines the comprehen-
sive attack path by analyzing the relationship between
the controller in the control plane and the device in the
data plane, so an attack graph is generated using data
such as vulnerability information and the SDN network
topology, as shown in Figure 2. It can be observed that
the attacker can invade the destination device child node
from any one of the multiple device parent nodes success-
fully when there are multiple device parent nodes in the
device child node based on Figure 2, so dj = OR.

According to the attack intent analysis method pro-
posed in this paper, the attack graph is predicted by using
intrusion path algorithm of Figure 2, next seven feasible
intrusion paths are generated. The specific information is
shown in Table 5.
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Table 4: Atomic Attack strategy
Device name Device ID Operating system or program Vulnerability description Vulnerability ID CVE ID Worth(vi)

VM H1 H1
LINUX
LINUX

Buffer overrun
Execute any code

v1
v2

CVE-2014-1443
CVE-2015-1635

0.41
0.43

VM H2 H2
LINUX
LINUX

Access restriction bypass
Cross-site scripting

v3
v4

CVE-2015-8467
CVE-2015-8622

0.35
0.39

VPN server T1 Web VPN
Post-Auth Heap Overflow

Vulnerability
v5 CVE-2018-13383 0.43

FTP server T2 Titan FTP Server6.0.3
Arbitrary command

execution vulnerabilities
v6 CVE-2014-8517 0.43

SSH server T3 LINUX
Login Authentication
Bypass Vulnerability

v7 CVE-2018-10933 0.57

Web server T4 LINUX Vulnerability recurrence v8 CVE-2018-8715 0.39

DB server T5
Postgre SQL
Postgre SQL

SQL injection
Buffer overrun

v9
v10

CVE-2020-7471
CVE-2014-1669

0.52
0.41

W1 switch W1 Open vSwitch Resource management error v11 CVE-2017-14970 0.55
W2 switch W2 Open vSwitch User Security Vulnerability v12 CVE-2020-27827 0.62
W3 switch W3 Open vSwitch Input validation bug v13 CVE-2018-17205 0.57
W4 switch W4 Open vSwitch Buffer overrun v14 CVE-2016-2074 0.41
W5 switch W5 Open vSwitch User Security Vulnerability v15 CVE-2020-35498 0.62
W6 switch W6 Open vSwitch Buffer overrun v16 CVE-2017-9265 0.41
S1 controller S1 NGINX Other problems v17 CVE-2021-23019 0.37
S2 controller S2 NGINX Security feature issue v18 CVE-2021-23020 0.52
S3 controller S3 ONAP SDNC OS command injection v19 CVE-2019-12113 0.55

Table 5: Intrusion path

path ID Intrusion path
Number of

intruded devices
IV1 <H1, W2, W3, S3, S1, W1, T5> 7
IV2 <H1, W2, W3, S3, W5, W1, T5> 7
IV3 <H1, W2, S2, S3, S1, W1, T5> 7
IV4 <H1, W2, S2, S1, W1, T5> 6
IV5 <H1, W2, S2, S3, W5, W1, T5> 7
IV6 <H1, W2, W4, S3, W5, W1, T5> 7
IV7 <H1, W2, W4, S3, S1, W1, T5> 7

5.3 Simulation Risk Calculation

To obtain the device attack probability of the device at-
tribute node in each intrusion path, this paper first uses
the PR algorithm to obtain the device criticality, and then
uses the attack cost, attack benefit and attack preference
to calculate the device attack probability.

Figure 3: Device Attack Costs

Among them, the attack cost needs to be composed of
attack experience and equipment importance. Find the

attack experience of the equipment from Table 2 and use
Algorithm 1 to calculate the equipment importance, at
that moment, bring it into Equation (7) and Equation (8)
to get the attack cost. The result is shown in Figure 3.
Calculate the attack probability of each device by sub-

stituting the attack cost of each device from Figure 3, the
vulnerability value of each device from Table 4, the attack
benefit of each device from Table 3, and the attacker’s at-
tack preference into Equation (11). The result is shown
in Figure 4.

Figure 4: Device Intrusion Probability

According to Equation (14), the prior probability of
each intrusion path is calculated as shown in Figure 5.
Since the number of intrusion devices in the path IV3 is
lower than that of other paths, which has an impact on
the experimental results, it has been omitted from the
experimental results in this paper, and only the remain-
ing paths are predicted. It can be seen from the figure
that the intrusion risk of intrusion path IV5 is High-
est. Therefore, it is inferred that the intrusion path is
⟨H1,W2, S2, S3,W5,W1, T5⟩, and the higher the vulner-
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ability value and preference of the device passed through,
the higher the probability of being intruded.

Figure 5: Intrusion Path Probability

5.4 Model Comparison

Since the prior probability of device nodes is the key to
SDN security risk assessment, the prediction of intrusion
paths can provide SDN administrators with a reliable ba-
sis for intrusion prevention. To verify the validity and
superiority of the model proposed in this paper, it is com-
pared with the experimental model proposed by Wang H
et al. [15] and Yin Y S et al. [17] under the same SDN
environment.

Reference 17 and 18 also uses a Bayesian attack graph
to describe the attack behavior between SDN devices.
However, because only the PR algorithm and vulnera-
bility utilization are used for evaluation, the cost and
benefits of attacking the device and the impact of the
attacker’s preference on the device are not considered.
Therefore, it leads to inaccurate prediction of intrusion
path. The reflection of its model on the intrusion proba-
bility of each device is shown in Figure 6. It can be seen
that the model proposed in this paper is superior and the
evaluation is more accurate.

Figure 6: Device Intrusion Probability Comparison

After comparing the device attack probabilities of the
three models, according to the intrusion path probability
is the product of the probability of the Device Intrusion

all devices on a certain attack path, the intrusion path
probability of the attack path selected by these three al-
gorithms is calculated, and the intrusion path probability
of the algorithm with the highest probability can be ob-
tained by Figure 7.

Figure 7: Intrusion Path Probability

It can be seen that the probability of intrusion path is
improved, which verifies the superiority of the algorithm
in this paper.

6 Conclusion

To protect the security of all information and devices in
the SDN network, quantify network security risks for at-
tack intent, and provide security policy support for SDN
network security administrators. An SDN attack intent
analysis model based on a Bayesian attack graph is pro-
posed. First, use the PageRank algorithm to find the
criticality of the device, and then combine it with the
vulnerability value, attack cost, attack benefit and pref-
erence function to construct an attack graph as well as
establish a risk assessment model to predict the intrusion
path. The possible invasion paths are predicted, and the
feasibility of this study is confirmed by comparing it with
previous experiments. In a real SDN network, the correla-
tion between vulnerabilities will also affect the probability
of device attack. The next step that we will study this
and optimize the algorithm and model of SDN intrusion
risk assessment.
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Abstract

This paper briefly introduced the key management
schemes based on the certificate public key and identity
private key, and the key management scheme based on
the certificateless public key evolved from the identity
private key in Internet of Things (IoT) communication
protocols. The communication overhead and time over-
head of the three key management schemes were tested
in the simulation experiments. The results showed that
the communication overhead and time overhead of the
key management scheme based on the certificate public
key were the highest, the scheme based on the identity
private key was the second highest, and the scheme based
on the certificateless public key was the lowest.

Keywords: Certificateless Public Key; Communication
Protocol; Internet of Things; Key Management

1 Introduction

The Internet of Things (IoT) is a network system that
connects various sensors, devices, and equipment together
for data exchange and communication over the Inter-
net [27]. By using IoT technology, different devices can be
connected to each other, allowing users to use and man-
age devices more intelligently, improving productivity and
comfort [22]. It is also used in industrial automation,
healthcare, transportation, and agricultural production.
At the same time, the amount of data exchanged in the
IoT is increasing [19], as is the amount of sensitive in-
formation it contains. The use of keys in communication
protocols enables authentication between different devices
in the IoT and encryption of data information [5, 7].

Kandi et al. [9] proposed a new multipurpose key man-
agement protocol for IoT. The experimental results ver-
ified that the solution ensured forward and backward
secrecy and, unlike most existing group key manage-
ment protocols, it guaranteed the secure coexistence of
multiple services in the network. Tong et al. [21] pro-
posed a threshold-based spatial key management scheme

and applied it to the Consultative Committee for Space
Data System (CCSDS) telecommunication control proto-
col. The results showed that the storage overhead of the
scheme was lower than that of the ECC-based key man-
agement scheme [6,8, 25].

Guermazi et al. [3] proposed an efficient and scalable
key management and distribution framework, KMMR, for
large-scale wireless sensor networks. The security analy-
sis showed that KMMR could resist several known at-
tacks. This paper briefly introduced the key manage-
ment schemes based on certificate public key and identity
private key in IoT communication protocols and a key
management scheme based on certificateless public key
evolved from identity private key. The communication
overhead and time overhead of the three key management
schemes were tested in the simulation experiments.

2 Key Management Schemes in
IoT Communication Protocols

2.1 Certificate Public Key-based and
Identity Private Key-based Key
Management Schemes

An IoT communication protocol is a protocol used to en-
able different IoT devices to communicate and exchange
information with each other. Similar to Internet proto-
cols, specific IoT communication protocols are required to
be used when transferring information between different
IoT devices [24]. These protocols can specify informa-
tion such as the communication method between devices,
data format, and encryption method of communication
protocols [12, 13, 15]. There may be many different op-
tions of IoT communication protocols for different types
of devices [2, 20].

When selecting a communication protocol for an IoT
device, the traffic and security that the communication
protocol can handle must be considered to support seam-
less integration and efficient operation of the IoT device.



International Journal of Network Security, Vol.25, No.5, PP.808-813, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).10) 809

IoT communication protocols include the conversion of
data formats between different devices [26], the form of
data transmission between devices, and the encryption of
transmitted data using keys. Among them, the function
of using keys to encrypt or authenticate the transmitted
data is the core of ensuring the security of IoT data trans-
mission, so the key management in communication proto-
cols is equally important. The key management scheme
includes key generation, key distribution, key update, and
key deletion [14, 17]. The early key management scheme
in communication protocols is that both communication
parties negotiate a key together and both parties use the
key for encryption and decryption, but in this scheme,
once the key is leaked, the encrypted communication data
in IoT will also be leaked.

The commonly used key management scheme is based
on the certificate public key mechanism management
scheme [10], which has a third-party certificate authority
(CA) responsible for issuing digital certificates, and the
digital certificate contains the user’s identity information
and public key, and the private key corresponding to the
public key is kept by the user himself. In the process of
using this scheme, the sending user first applies for or ver-
ifies the digital certificate of the receiving user with the
CA. After the application or verification is passed, the
sending user can obtain the public key of the receiving
user from the CA and use it to encrypt the information
to be sent [23], and the receiving user decrypts the en-
crypted information with the private key kept by himself.

In the identity private key-based management scheme,
no digital certificate is required, and the core of this key
management scheme lies in the key server that generates
the private key. In the process of using this scheme, the
key server generates the user’s public key based on its own
public parameters and the user’s ID information, gener-
ates the private key in combination with the key server’s
master key, and sends the private key to the user. When
the user needs to send encrypted information, the user
uses the public parameters of the key server and the ID
information of the receiving user to generate the public
key of the receiving user, and uses the public key to en-
crypt the information sent. The receiving user uses the
private key given by the key server to decrypt the en-
crypted information after receiving it. Compared with
the certificate public key-based key management scheme,
the identity private key-based key management scheme
greatly improves the management efficiency because it
does not require the application and verification of digital
certificates [16].

2.2 Certificate-Free Public Key-based
Key Management Scheme

The previous text briefly introduced the certificate pub-
lic key-based and identity private key-based key manage-
ment schemes. The public key mechanism-based man-
agement scheme uses digital certificates issued by a CA
to ensure the reliability of users’ identity information and

keys, but in the process of use, users need to apply for or
verify digital certificates with the CA, and too many users
will overburden the CA [18]. The CA stores the public
keys of all users, which is cumbersome to maintain. The
identity private key-based management scheme uses user
ID information as the public key, and the key manage-
ment server only stores and distributes the private key,
so users do not need to submit digital certificates to the
server when encrypting information, which improves the
efficiency of key management. However, the scheme also
has shortcomings, one of which is the escrow of the key.
The server uses the user ID to generate the public key
and then generates the private key, and once the server is
compromised, so is the user’s private information. In ad-
dition, the key needs to be updated periodically to ensure
its security, and the way this scheme generates the public
and private keys makes it difficult to update the key [4].

In order to solve the shortcomings of the above two
schemes, this paper adopts the certificateless public key
mechanism to manage the keys of IoT communication
protocols. The new management scheme does not require
digital certificates and makes improvements to the key
escrow problem in the identity private key-based man-
agement scheme. Figure 1 shows the basic steps of the
certificateless public key-based key management scheme.
The improvement can be briefly summarized according to
the flow of steps in Figure 1, that the private key gener-
ator no longer generates the public key and the complete
private key, but only the partial private key, and the pub-
lic key and the complete private key are generated by the
user [11]. The specific steps are described below.

1) Parameter initialization of private key genera-
tor (PKG): Public system parameter param :
{a, b, g, x, y,H1, H2} is generated, where a and b are
any large prime number satisfying b|a−1, g is a gen-
erating element in finite multiplication group Z∗

a of
a, b is the order of g, x is a value randomly selected
from finite multiplication group Z∗

b of b, which is the
system private key, y is the remainder of gx divided
by b, which is the system public key, and H1 and H2

are the hash functions.

2) The partial private key is generated after combining
the public parameters with the user ID in the PKG,
and the corresponding formula is:{

hA = H1(IDA)

DA = h∗
A(mod)b

(1)

where hA is the value obtained after calculating IDA

of user A by H1 and DA is part of the private key of
user A.

3) The partial private key is sent to the user. Then,
the user generates the secret value using the system
parameters and combines the partial private key to
generate the complete private key. The correspond-



International Journal of Network Security, Vol.25, No.5, PP.808-813, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).10) 810

Figure 1: Flow of the certificateless public key management scheme

ing formulas are:{
µA ∈ Z∗

b

SA = µADA

(2)

where µA is the secret value of user A, which is ran-
domly selected from Z∗

b , and SA is the complete pri-
vate key of user A.

4) User A uses the system parameters and the complete
private key to generate public key PA, and the for-
mula is:

PA = gSA mod b. (3)

5) User A’s public key is published in the IOT or trans-
mitted to other users who want to “handshake” or
communicate. The other users obtain the public key
of user A and send encrypted messages to it. The
encryption formulas are:

n ∈ Z∗
b

N = gn mod b

M = m⊕H2((P
Hx

1 (IDA)
A )n)

C = (N,M)

(4)

where n is a value randomly selected from Z∗
b , N is

part of the ciphertext, M is part of the ciphertext,
m is the plaintext, and C is the ciphertext.

6) User A receives ciphertext C and decrypts it using
the system parameters and the complete private key.
The calculation formula is:

m = M ⊕H2(N
SA). (5)

3 Simulation Experiments

3.1 Experimental Environment

The simulation experiments were conducted in three
servers in the lab. The server parameters in the lab were
quad-core i7 CPU, 32G memory, and 1,024G hard disk.
One of the servers served as a third-party digital CA, one
served as the server side, and the last served as the user
side.

3.2 Experimental Setup

The system parameters required for the key management
scheme to generate keys during the simulation experi-
ments included an elliptic curve NIST P-192 with a 192-
bit prime number field, the operations of which included
addition and scalar-multiplication.

In addition to the key management scheme based on
uncertificated public key, the key management scheme
based on certificate public key and the key management
scheme based on identity private key were also simulated
and tested as a comparison. Among them, the handshake
protocol constructed using the certificate public key man-
agement scheme requires the use of a third-party server as
the digital CA, while the handshake protocols constructed
by the other two key management schemes did not require
a third-party server.

Test Item 1: Communication overhead
The three key management schemes were used to con-
struct the respective handshake protocols. During
the testing process, the server and the user performed
interactive transmission of messages, and the number
of message bytes generated by the handshake proto-
cols under the three key management schemes were
captured and compared.

Test Item 2: Time overhead at different packet loss
rates
The connection between the server and the user was
established using three key management handshake
protocols with different packet loss rates, ranging
from 0% to 10%. The time taken to establish the con-
nection between the server and the user was recorded
from the time the first message was sent. Each key
management scheme was repeated ten times for each
packet loss rate, and the results were averaged.

Test Item 3: time overhead at different attack frequen-
cies
In the experiment, a fourth server was added as a
third-party attacker, and the new server was config-
ured in the same way as the other three servers. The
attack frequency was set from 0 to 1 in intervals of
0.1. When the attack frequency was 0, the attack was
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unsuccessful, and when the attack frequency was 1,
the attack must be successful. For each attack fre-
quency, the server and the user performed handshake
interactions using each of the three key management
schemes for 500 times, and the average time required
for the handshake interactions was calculated.

3.3 Experimental Results

The server side and the user side adopted three key man-
agement schemes for the handshake connection respec-
tively, and the communication overheads during the hand-
shake process are shown in Table 1. During the handshake
connection under the key management scheme based on
certificate public key, the server and the client interacted
six times and exchanged 16 messages with a total of 5,800
bytes; during the handshake connection under the scheme
based on identity private key, the server and the client in-
teracted five times and exchanged eight messages with
a total of 2,630 bytes; during the handshake connection
under the scheme based on certificateless public key, the
server and the client interacted five times and exchanged
eight messages with a total of 2,440 bytes. It can be seen
that the number of interactions and the number of mes-
sages passed by the identity private key-based scheme and
the certificateless public key-based schemes were smaller,
and the number of bytes in the handshake messages of
the scheme based on the certificateless public key was the
smallest. There was no need to send and verify digital
certificates in the identity-based private key and certifi-
cateless public key schemes, so the number of interactions
and handshake messages were smaller.

The time overheads, i.e., the average handshake time,
for different packet loss rates when the server and the
user used the three key management schemes for hand-
shake connection are shown in Figure 2. It can be seen
from Figure 2 that as the packet loss rate increased during
data transmission, the handshake connection time of all
the three key management schemes increased, and under
the same packet loss rate, the certificate public key-based
scheme consumed the most time for handshake connec-
tion, followed by the identity private key-based scheme,
and the certificateless public key-based scheme consumed
the least time.

Figure 3 shows the time overhead of the three key man-
agement schemes at different attack frequencies. It can be
seen from Figure 3 that as the frequency of third-party at-
tacks increased, the average time spent on handshake in-
teraction increased for all three key management schemes;
the certificate public key-based management scheme in-
creased the most, followed by the identity private key-
based scheme, and the certificateless public key-based
scheme increased the least. Under the same attack fre-
quency, the average time consumption of the certificate
public key-based management scheme was also the high-
est, the identity private key-based scheme was the second
highest, and the certificateless public key-based scheme
was the lowest.

4 Conclusion

This paper briefly introduced two key management
schemes based on certificate public key and identity pri-
vate key, and the key management scheme based on cer-
tificateless public key evolved from identity private key in
IoT communication protocols. Then, the communication
overhead and time overhead of the three key management
schemes were tested in the simulation experiments. The
results were summarized as follows. The key management
schemes based on identity private key and certificateless
public key required fewer interactions and exchanged less
message information, and the handshake information of
the certificate-free public key-based scheme contained the
least number of bytes. As the packet loss rate increased,
the handshake connection time increased for all three key
management schemes. Under the same packet loss rate,
the certificate public key-based key management scheme
consumed the most time for handshake connection, fol-
lowed by the identity private key-based scheme, and the
certificateless public key-based scheme consumed the least
time for handshake connection. As the frequency of third-
party attacks increased, the average handshake time of all
three key management schemes increased. For the same
attack frequency, the certificate public key-based scheme
had the highest average time consumption, the identity
private key-based scheme had the second highest, and the
certificateless public key-based scheme had the lowest.
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Abstract

In this paper, we present a technique for defending against
adversarial attacks in neural networks. Our approach reg-
ularizer the neural network’s representation space under
adversarial attacks with Centered Ranking loss to enable
a neural network classifier to learn a feature represen-
tation that detects similarities between adversarial and
clean samples and brings similar samples close to their
original class and pushes dissimilar images away from
their false classes. We propose a single Projected Gradient
Descent for adversarial attack sample generation during
training. Training neural network classifier with our Cen-
tered Ranking regularizer combined with the single Pro-
jected Gradient Descent noise produces a high detection
rate in non-adversarial and adversarial settings compared
to the state-of-the-art defense methods.

Keywords: Adversarial Detection; Adversarial Training;
Anomaly Detection; Metric Learning; Neural Network

1 Introduction

Initial assumptions were that adversarial attacks designed
to fool neural networks would not be effective in the real
world. However, Kurakin et al. (2017), [16], first ad-
dress this challenge by using the expectation of the model
gradients with respect to the inputs plus random noise.
Eykholt et al. (2018), [6], further consider the masks and
fabrication errors, and implemented adversarial perturba-
tions on traffic signs. Recently, [3], successfully generated
adversarial samples to deceive the LiDAR-based detection
system, thus validating the existence of real world adver-
sarial samples again. These discoveries have made the ap-
plication of neural networks in the field of critical decision
making systems a great concern. Though the problem of
adversarial attacks detection has already been discussed
for many years [5, 10, 19, 20, 25, 34, 36] there is a grow-

ing need to increasing the robustness of neural network,
in the face of increasingly variable adversarial attacks. In
this paper, we present Centered Ranking learning method
against adversarial attacks.

� Our Centered Ranking learning projects the repre-
sentation space of neural networks under adversarial
attacks into an Euclidean space where distance can
be directly used to measure the similarity of gen-
uine samples and adversarial sample and bring simi-
lar samples close to their original class and push dis-
similar samples away from their false classes.

� We further propose a single Projected Gradient De-
scent method for adversarial training to achieve a
more eneralizable learning model. The experimental
results show that our methods can achieve promis-
ing results and outperforms several state-of-the-art
approaches.

The rest of this paper is organized as follows: In Sec-
tion 2, we review the related works on adversarial attack
detection and prevention. Our methodology is presented
in Section 3 and Section 4. The experiments are presented
in Section 5 and we present our discussion and conclusions
in Section 6.

2 Related Work

Notations. We consider a classification task with data
x ∈ D and class labels y ∈ Zk. We identify a model with
a hypothesis h from a space H on input samples x, the
model outputs class h(x) ∈ Rk. The loss function L(.)
is used to train the model L((h(x), y); θ), where θ is the
network parameter to learn.

2.1 Adversarial Attacks

Given the adversarial sample xadv = x + △x, generated
by adding tiny perturbations △x to x, the adversarial
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objective is to forces h to falsely label malicious samples
such that h(xadv) ̸= y and the amount of perturbation is
maximized (max||xadv−x||p, s.t h(xadv) ̸= y), where ||.||p
is the Lp (i.e L1, L2 or L∞) norm defining the amount of
perturbation.

Szegedy et al. [30], generated small perturbations on
images for the image classification problem and fooled
state of the-art neural network classifiers with high prob-
ability. Goodfellow et al. [7], proposed the Fast Gradient
Sign method (FGSM) and also proposed a defense mech-
anism by training neural network model on the FGSM
adversarial examples. Other effective sarial attacks in-
cludes the Iterative method (PGD) [6], C&W [4], Basic
Iteration Method (BIM) [1], Jacobian based Saliency Map
Attack (JSMA) [22] and DeepFool [2] which are proposed
to fool deep neural network.

2.2 Defense Methods

Kannan et al. (2018), [10] proposed Adversarial Logit
Pairing (ALP). The ALP method matches the logits from
clean image x and it’s corresponding adversarial image
xadv and provide an extra regularization term for better
representation of the data. However, the loss function
adopted in this method is not scalable to untarget ad-
versarial attacks [19]. Madry et al. (2019), [19], demon-
strated successful defense by training the model on pro-
jected gradient descent (PGD) attacks (a.k.a Adversarial
Training) which randomly initialize adversarial examples
with the allowed norm ball before running iterative at-
tack. Adversarial Training tend to learning model param-
eters θ∗ to maximize the average minimal perturbation
distance θ∗ = argmaxθ∈Θ Ex∼D minh(xadv ̸= y) ||xadv −
x||.

Regularization techniques have also been introduced
to counter the treat of adversarial attacks [17, 20, 33, 35].
These techniques integrates the Triplet loss term [9,15,27]
to the original neural network model’s Softmax Cross En-
tropy loss function. The goal of Ranking learning is to
learn a function hθ(x) : RH −→ RD which maps se-
mantically similar points from the data manifold in R
H onto metrically close points in RD. Analogously, hθ

should map semantically different points in RH onto met-
rically distant points in RD. During training the Rank-
ing loss approaches also adopt the Adversarial Training
technique. Our approach combines the Adversarial Train-
ing and Ranking learning concepts, however, our Ranking
loss avoids the complexity of constructing triplets and the
necessity of mining hard samples, a major limitation in
the Ranking learning process, furthermore, we propose a
single Projected Gradient Descent (OPGD) to generate
adversarial samples in the adversarial training stage, un-
like in the Adversarial Training [19] that adopts projected
gradient descent (PGD). The PGD method requires a
large number of projections, leading to a high compu-
tational cost per iteration and consequently making stan-
dard Adversarial Training technique unappealing for large
datasets. The OPGD method does not need intermedi-

Figure 1: is an illustration of the Ranking loss with (N-1)
triplets. The anchor examples (red) and positive exam-
ples (green) belong to the same class. The negative ex-
amples (blue), from a different class, is the closest image
to the anchor in feature space.

ate projections, instead, only one projection at the last
iteration is needed.

3 Centered Ranking Learning

The Ranking loss consist of 3 batch input samples: an
anchor (xa), a positive (xp), and (N−1) negative samples
(xn). Samples xa and xp are from the same class and xa

and (xn) are from dissimilar classes. Given the batch
inputs {xa, xp, xn}, the objective of Ranking loss is to
push away the negative point xn from the anchor xa by
a distance margin α > θ compared to the positive xp:

||h(xa) − h(xp)||2 + α ⩽ ||h(xa) − h(xn)||2 (1)

where x ∈ D is the input and α is a hyper-parameter for
margin. A simple representation of Ranking loss function
is defined as:

LRL = ||h(xa) − h(xp)||22 + α − ||h(xa) − h(xn)||22. (2)

A backward propagation on Ranking loss actually as-
sign a smaller distance between similar class samples an-
chor (red dot) and positive (green dot) and assign a wider
distance between dissimilar anchor and negative (blue
dots) as shown in Figure 1.

General issues with the Ranking loss function are that
it is sensitive to selection of anchor point making it harder
to train, this means improper anchors selection can result
in great instability in the training stage and leads to low
convergence, and the selection of an effective anchor point
is still an open problem. However, to ensure a stable
convergence in the training stage, we propose to replace
the anchor with rather a more stable measure, the mean
of the positive samples. We expect the samples belonging
to same identity should locate around a common center
point feature space rather than an unstable anchor. These
positive samples should cling together and the samples in
the negative set should move far away from the center as
shown in Figure 2.

Centered Ranking loss: Our proposed Centered
Ranking loss first define a center point by computing the
mean of all positive samples

C =
1

Np

Np∑
h(xp) (3)
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Figure 2: Illustrates our Centered Ranking loss. The Cen-
tered Ranking loss learns to pull positive examples from
the true class closer towards the center (red dot), and
push the (N-1) negative examples of false classes apart
based on their similarity to the center.

The goal of the Centered Ranking loss is to push away the
negative point xn from the center C by a distance margin
α > θ compared to the positive xp:

||h(xp) − C||2 + α ⩽ ||h(xn) − C||2. (4)

The Centered Ranking loss is define as

LCNp =
1

N

N∑
i=1

log(1 +
∑
j ̸=1

exp(||h(xp) − C||22

+ α ⩽ ||h(xn) − C||22))

(5)

The distance between C and x in the representation space
is defined using the Euclidean distance. Equation (1) is
similar to Equation (4), smaller intra-class distance and
wider inter-class distance. However, we measure the dis-
tance between clusters center rather than an extreme ran-
dom anchor selection process. The gradients of LCNp with
respect to xp and xn are present in Equations (6) and (7)
respectively.

∂LCNp

∂xp
= 2(h(xp)− C) (6)

∂LCNp

∂xn
= 2(h(xn)− C). (7)

4 Adversarial Training with
OPGD

Our robust training aim to replace the input points by
their corresponding adversarial perturbations and train
the network on the perturbed input all under a single
projection. Given a training data xt, perturbed inputs
△x are introduced into the classification model, generated
through our Single Projected Gradient Descent method
(OPGD)

xadv
i = xt − ε sign ρt (▽h(xt) + λt ▽ g(xt)) (8)

where ▽h represents the gradient of h, ε is the perturba-
tion size, the parameter ρ ≥ 0 is the step size, λ corre-
sponds to Lagrangian multiplier, t is the iteration counter
and g(x) ≤ 0 is a constraint function. The key difference
between Equation (8) and the projected gradient descent

method in Adversarial Training [19] is the replacement of
the projection step with the gradient computation of the
constraint function defining the domain D. The compu-
tation of the gradient function is cheaper than projection
step. Rank Learning and Projected Gradient Descents
are thoroughly studied in the neural network adversarial
learning literature and we do not describe them in any
detail; readers are directed to [9, 15,16,19,21,27,33].

We train the model on these augmented samples
(xaug = x + xadv) under the joint supervision of Soft-
max Cross-entropy loss (LSCE) and Centered Ranking
loss (LCNp). The total training objective is presented as

Lall = LSCE(x
aug, y; θ) + αLCNp(x

aug, y; θ) + σLnorm, (9)

here α controls the strength of the training stability, f(·)
is the output of the last fully connected layer of the net-
work and σ is the weight for the feature norm decay term,
to reduce the L2 norm of the feature. C center is the cen-
ter of the positive examples xp and negative examples xn

is from mini-batch which has different label or from dif-
ferent class to the positive xp and θ the parameters of
the model to be optimized. In this settings, we inject the
adversarial noise into the training batch and chose the
center of the positives to serve as the decision boundary
between the “true” class and the “false” class. Using the
squared Euclidean distance function below,

d(h(xn), C) =
1

2
||h(xn)− C||22 (10)

We select negative examples as the nearest sample to the
center from a false class. As a result, our model is able
to learn to enlarge the boundary between the adversar-
ial samples and their closest negative samples from the
other classes. Figure 2, shows our Centered Ranking loss
for adversarial training. The CNP supervised by soft-
max center loss are trainable and can be optimized by
stochastic gradient decent. Algorithm 1, summarizes our
adversarial training with Centered Ranking loss with sin-
gle Projected Gradient Descent.

Algorithm 1 Training with Centered Ranking learning
loss
1: Input training data x; training iteration Tt; learning

rate lr; a sequence of step sizes ρ;λ; θ; γ; t mini-batch
K for each iteration Xt

k∈1,..,K .
2: for t = 1 : Tt do
3: Generate adversarial samples

xadv = xt − ε sign ρt (▽h(xt) + λt ▽ g(xt)).
4: Generate training samples aaug = x+ xadv.
5: Sample the positives aaugp from aaug.
6: Compute the mean (C) of xaug

p .
7: Sample the negatives aaugn from aaug based on

d(h(xn), C) = 1
2 ||h(xn)− C||22.

8: Compute Lall.
9: Update θ.

10: end for
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5 Experiments

We analyze the effect of the CNP method on CIFAR-
10 and MNIST datasets. The MNIST dataset consist of
handwritten digits which 60,000 images are training set
and 10,000 images a test set. CIFAR-10 is a collection of
60,000 color images in 10 classes having 6,000 images per
class, 50,000 of these images are allocated for training and
10,000 for testing. We scaled the pixel values of images
in both datasets to be in the range of [0,1] by dividing by
the maximum pixel value of /255.

We conduct our experiments using TensorFlow on a
Windows PC with Intel Core i7-2600 and a 16GB mem-
ory. On MNIST dataset we use a network consisting of
two convolutional layers with {32, 64} filters respectively,
each followed by 2 × 2 max-pooling, Batch Normaliza-
tion, Dropout with sizes {0.25} and fully connected layer
of size 1024. For CIFAR-10 and CIFAR-100, we use a net-
work consisting of five convolutional layers with {32, 64,
64, 128, 256} filters, each followed by 3× 3 max-pooling,
Batch Normalization, Dropout with sizes {0.25}, and fully
connected layer of size 1024. We used a grid search on a
subspace of the hyper-parameters to select the ones which
result in the best performance. In the Ranking loss experi
ment, we pretrain the model using Softmax Cross Entropy
loss followed by fine-tuning it with the Ranking loss. We
apply hard mining strategy [26] to construct triplets in
the Ranking loss method. The best value found for the
hyper-parameter are α = 0.2 and σ = 0.01.

5.1 Evaluation

To illustrate the advantage of the effectiveness of our pro-
posed method, we compare our approach to Adversarial
Training (At) method trained under the supervision of
Softmax Cross Entropy and Ranking Learning with the
Adversarial learning technique (Np). We represent our
proposed methods in Sections 3 and 4 as (CNp). Since
generation of attack samples are more expensive. There-
fore, the last 1000 MNIST digits and CIFAR10 images are
selected in our experiments. For At and Np methods, we
generated adversarial examples using the same method
introduced by [19]. Given a clean sample x, we generate
the adversarial samples xadv = PD(xi−εsignρ▽F (xi), y).
We do not add the Ranking loss or the Centered Ranking
loss term into the loss of adversarial example generation
because it causes non-convergence. We evaluate perfor-
mances under different adversarial attacks and under dif-
ferent adversarial settings whiles considering the effects
against untargeted attack scenarios with different combi-
nations of the attacking parameters through the Detection
Rate DR:

DR =
TP + TN

TP + TN + FP + FN
(11)

where TP, TN, FN, and FP denote the number of cor-
rectly detected adversarial samples (true positive), the
number of correctly detected normal samples (true nega-
tive), the number of adversarial samples that are detected

as normal ones (false negative), and the number of nor-
mal samples that are detected as adversarial ones (false
positive), respectively.

5.1.1 Detecting FGSM and PGD Attacks

The FGSM Adversarial samples are crafted with ϵ val-
ues from 0.1 to 0.3 on MNIST and from 4/255 to 8/255
on CIFAR-10. Table 1, shows that CNp achieves an av-
erage detection rate of 99.10% on MNIST and 59.16%
on CIFAR-10. Figure 3(a)(c), shows the test error rate
curves w.r.t. the training time. We can see that the CNp
loss induces faster convergence rate compared to the At
and Np loss. We craft the Projected Gradient Descent
(PGD) attack samples using the following setting: iter-
ation size = 50 and ϵ from 0.1 to 0.3 for MNIST and
4/255 to 8/255 for CIFAR-10. Table 1, shows that CNp
achieves an average detection rate of 97.49% on MNIST
and 55.16% on CIFAR-10. Figure 3(b)(d), shows the test
error rate curves w.r.t. the training time. Note that the
CNp loss induces faster convergence rate compared to the
At and Np loss.

5.1.2 Detecting Other Attacks

We also evaluated the detection ability of our model by
evaluating it on other attacks such as C&W, JSMA, BIM
and DeepFool. We set the C&W attack strength from
0.1 to 2.0 on MNIST and CIFAR-10 datasets. We craft
JSMA attacks with perturbation (γ) from 0.1 to 0.3. The
BIM adversarial samples are crafted from attack range
β 0.1 to 0.3 on MNIST and 4/255 to 8/255 on CIFAR-
10. Finally, the DeepFool attacks with a (δ) settings from
0.01 to 0.03. We can see from Table 1 that CNp slightly
increase performance with an average detection rate of
96.60% on MNIST and 53.21% on CIFAR-10 against
C&W attack. Similar performances are recorded on the
MNIST and CIFAR-10 against JSMA and DeepFool at-
tacks. Compared to Regularization loss approach (Np)
and Adversarial Training (At), CNp method performed
lesser against higher distortion rate L2 attacks (BIM) on
MNIST dataset with AT achieving higher detection rate
but achieved better performance on complex CIFAR-10
dataset.

5.2 CNp vs Other Detectors

We compare the performance of CNp with methods that
has demonstrated their applicability to the task of adver-
sarial robustness in neural networks such as Triplet Loss
Adversarial training (TLA) mentioned in [20], Adversar-
ial Logit Pairing (ALP) [10], Label Smoothing and Logit
Squeezing method (LLP) proposed by [28], Defence GAN
(DGAN) by [26]. The detection results of our method are
presented in Table 2. CNp can achieve a high detection
rate of 98.62% and 97.84% on MNIST dataset. Com-
pared with the existing methods on CIFAR-10, we can
conclude that CNp method can perform considerable well
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Table 1: Detection rate of CNp, At, and Np under untargeted attack on MNIST and CIFAR-10 dataset. High scores
are indicated in bold. We set lower values for JSMA, C&W and DeepFool attacks since they are more expensive to
generate than other attack techniques. Detection Rates are in (%).

MNIST CIFAR-10

Attacks At Np CNp Attacks At Np CNp
FGSM (ε = 0.1) 98.42 98.83 99.32 FGSM (ε = 4/255) 56.31 58.31 59.02
FGSM (ε = 0.2) 98.01 98.52 99.21 FGSM (ε = 6/255) 56.21 58.01 58.78
FGSM (ε = 0.3) 97.74 98.30 98.76 FGSM (ε = 8/255) 55.32 57.77 58.38
PGD (ε = 1) 96.73 97.11 98.65 PGD (ε = 4/255) 50.72 52.81 55.48
PGD (ε = 2) 96.51 97.01 98.42 PGD (ε = 4/255) 49.81 52.81 55.21
PGD (ε = 3) 96.47 96.82 98.21 PGD (ε = 4/255) 49.31 52.32 54.78

C&W (k = 0.1) 95.32 96.47 96.72 47.81 50.81 59.02
C&W (k = 0.2) 95.07 96.16 96.48 45.32 49.72 59.02
JSMA (γ = 0.1) 88.30 90.10 91.36 45.32 46.18 48.01
JSMA (γ = 0.2) 88.24 89.81 89.62 45.17 45.62 47.93
JSMA (γ = 0.3) 88.24 89.32 89.23 44.29 45.61 47.58
BIM (β = 0.1) 97.55 96.74 97.34 FGSM (β = 4/255) 49.72 53.65 54.38
BIM (β = 0.2) 97.31 96.51 97.01 FGSM (β = 6/255) 49.18 52.91 54.17
BIM (β = 0.3) 96.89 96.03 96.54 FGSM (β = 8/255) 48.72 52.12 53.72

DeepFool (δ = 0.01) 83.21 85.71 85.76 47.32 47.52 48.41
DeepFool (δ = 0.02) 83.05 85.31 85.24 47.28 47.51 48.24
DeepFool (δ = 0.03) 84.96 84.96 85.02 47.11 47.23 48.22

(a) FGSM attack on MNIST (b) PGD attack on MNIST

(c) FGSM attack on CIFAR10 (d) PGD attack on CIFAR10

Figure 3: Test error rates on MNIST and CIFAR10 datasets w.r.t training time under untarget adversarial attacks.
The CNp method results in better performance or at least lower error rate.
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compared to baselines in strong iterative attack scenario
with an improvement of 2.14%.

Table 2: Comparison to baselines under single step FGSM
and 40 steps of PGD attacks on MNIST and Single step
FGSM and 20 steps of PGD attacks on CIFAR-10. High
scores are indicated in bold. The results for ALP were
obtained from [9]. Detection Rates are in (%). Parameter
ε is set to 3 and 8 on MNIST and CIFAR-10 respectively.

MNIST CIFAR-10

Methods FGSM 40PGD FGSM 20PGD

ALP 97.34 96.62 60.29 48.50
TLA 98.17 97.70 58.88 51.59
LLP 94.29 78.21 74.16 49.73

D-GAN 98.38 - - -
CNp 98.62 97.84 58.38 53.73

6 Conclusion

In this paper, we proposed a Centered Ranking loss with
single Projected Gradient Descent (CNp) for adversar-
ial robustness in neural network. Our proposed method
was evaluated on MNIST and CIFAR-10 datasets and
under untargeted state-of-the-art adversarial attacks, in-
cluding projected gradient descent (PGD), C&W, Basic
Iteration Method (BIM), Jacobian-based Saliency Map
Attack (JSMA), and DeepFool. The Experimental re-
sults shows that the combination of Centered Ranking loss
Learning with single Projected Gradient Descent leads
to high adversarial detection compared to state-of-the-
art approaches. In the future, we plan to enhance CNp
method by combining it with other neural networks ad-
versarial robustness techniques such as label smoothing.
Furthermore, the sensitivity analysis for choosing α to
high or too low would be analysed.
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Abstract

A novel traffic classification approach using deep learning
was proposed in this paper. Most current deep-learning-
based traffic classification models use raw traffic data as
the input of the neural networks. However, the amount
of raw data is overwhelming. Many current models use
a subset of the raw traffic data, such as the first hun-
dred bytes of a network traffic flow. This idea limits the
size of neural network input but loses some traffic infor-
mation that helps classify traffic types. Instead of using
raw traffic data, in this paper, we use traffic flow features
as the neural network input. To efficiently classify traf-
fic types, we analyzed what features play important roles
in traffic classification and designed neural networks ac-
cordingly. Experimental results show that our approach
increases classification precision by 19 percent compared
to state-of-the-art methods. Meanwhile, if trained by a
dataset labeled normal traffic and intrusion traffic, our
models can also be applied to network intrusion detection
and cybersecurity.

Keywords: Convolutional Neural Networks (CNN); Deep
Learning; Multilayer Perceptron (MLP); Traffic Classifi-
cation

1 Introduction

Network traffic classification categorizes network commu-
nications into various types, such as http, email, stream-
ing, etc., and has been extensively used in Quality-of-
Service control, billing, malware detection, etc. Tradi-
tional traffic classification techniques use port number to
categorize traffic type. However, port-based classification
methods only work well for traffic of which the port is
publicly known. Nowadays, network traffic is more and

more complicated, various, and camouflaged. Some traf-
fic uses self-defined ports, while some malware disguises
itself by sneaking through publicly defined ports. Using
port number alone to distinguish modern traffic is not
accurate anymore. Researchers also inspected network
packets and found particular patterns to categorize traffic,
known as Data Packet Inspection (DPI). This approach
has improved traffic classification accuracy. However, the
classification performance of DPI highly depends on what
patterns are used to identify a traffic type. Usually, exper-
tise in networking field is needed, and the patterns used
to recognize a traffic type are different from one type to
another. Furthermore, DPI only works for non-encrypted
traffic.

To make the traffic classification more accurate and
automated, neural networks, especially deep learning net-
works, have attracted researchers’ interests and achieved
promising performance. Theoretically, neural networks
can inspect all information in the traffic, including the
patterns humans do not see, and decide what traffic type
it is. However, there are several challenges in network
traffic classification using neural networks. First, neural
networks require huge datasets for training. For network
traffic classification, traffic data with labels is usually
used. A crucial problem is data collection. The location
that the training data could be collected includes devices
in access networks (PC, laptop, smartphones, routers,
etc.), local or regional Internet Service Providers (ISPs),
and national or global ISPs. Generally, dataset captured
in the ISPs is more diverse since it come from various
clients. However, the features of traffic data collected in
ISPs might have more deviation and randomness. For ex-
ample, the interval time between packets might vary due
to congestion, and the size of packets might have changed
when packets travelled through various network protocols.
Those deviation and randomness in traffic flows makes the
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classification more challenging. Depending on where the
data was collected, various tools could be used. For exam-
ple, Wireshark can be installed on a host computer and
collect internet flow and packet data from and to the host
computer. Meanwhile, there are some public databases
of traffic flows. For instance, ISCXCPN2016 is a 28GB
network flow dataset [3]. The flow data is in pcap format
and has 14 types: browsing, email, chat, streaming, file
transfer, VoIP, TraP2P, and each type includes non-VPN
and VPN traffic. All flow data was captured on local
computers and was manually labeled.

Another challenge of traffic classification using neural
networks is how to preprocess the data and feed it to a
neural network. The network data been collected from
internet is usually in raw format, e.g., pcap or pcapng.
However, this format is not readable for most neural net-
work programs, such as programs written in python or
C++. It is important to transfer raw data of network
flow/packet into a readable format for the neural network
programs. There are two approaches to achieve this goal.
One is to write a program/script to transfer a pcap file
to a readable format. For example, Wang at al. have
developed the USTC-TL2016 program, which reads raw
network data file and generates required format for their
neural network models [14]. The other approach is to use
the third-party software. For example, the JOY software
package, developed by CISCO, captures and analyzes net-
work flow data. It extracts data features from pcap net-
work traffic files and generates a json file [8].

The third challenge of traffic classification is the archi-
tecture design of the neural networks. Nowadays, various
neural networks have been used for traffic classification,
such as Multilayer Perceptron (MLP), Convolutional Neu-
ral Networks (CNN), Recurrent Neural Networks (RNN),
Stacked Auto Encoder (SAE), etc. [11]. Which neural
network should be adopted and how to design the neural
network architecture are challenging questions. Since in a
network traffic flow, data tends to have temporal correla-
tion, many researchers have chosen CNN models. An end-
to-end traffic classification approach was proposed in [13],
which read the first N bytes of each traffic flow or session
and sent them to a one-dimensional CNN model for traffic
classification. By converting the time series data into two-
dimensional data structure, Chen et al. used a 2D CNN
model to classify traffic type [1]. Wang proposed a traffic
identification method using SAE [15]. Those models have
achieved improved performance in traffic classification at
the cost of relatively high computational complexity.

In this paper, we proposed a novel traffic classification
method using flow features. There are two major con-
tributions in our work. First, we analyzed various flow
features and compared their impact to the traffic clas-
sification. Secondly, since feature selection significantly
impacts the structure and complexity of the neural net-
work, we designed neural networks based on the features
been selected. These measures improved classification
accuracy and decreased computational complexity. Our
traffic classification models can also be applied to net-

work intrusion detection. Intrusion detection is a spot-
light in the field of cybersecurity [6, 7]. Researchers have
proposed various models to detect intrusion, and neural
network has been proved to be significantly efficient and
accurate [2, 4, 10, 12]. Using a training dataset labeled as
normal and malicious, our models can classify traffic as
these two types, therefore detecting network intrusions.

The rest of the paper is organized as follows. Section
2 introduces how to collect traffic data and conducts a
comprehensive analysis on traffic features. In Section 3,
various features are selected for traffic classification, and
neural networks are designed accordingly. We also imple-
mented these traffic classification models and compared
their performances to the state-of-the-art models. Finally,
Section 4 draws the conclusions.

2 Flow Features for Traffic Classi-
fication

There are three major procedures in neural-networked-
based traffic classification: Data collection, data pre-
processing, and neural network design. We will discuss
the first two steps in this section and the third one in
Section 3. Particularly, we will analyze the network traf-
fic flow features, which will be used as neural network
input in Section 3.

2.1 Data Collection

Traffic classification can be implemented upon either flow
or packet. A network traffic flow is defined as a sequence
of network packets with the same 5-tuple: 1) source IP
address, 2) destination IP address, 3) source port num-
ber, 4) destination port number, and 5) protocol number.
Compared to using packet information to classify traffic,
using flow offers higher accuracy for two reasons. First,
a flow is directly related with a traffic type while packets
are just elements of a flow. Secondly, the inter-packet and
cross-packet information could be used for traffic classifi-
cation, which can only by obtained from a flow.

In addition to the 5-tuple, there is abundant informa-
tion related to a flow that can also be obtained, such as
Transport Layer Security (TLS) information, packet in-
formation, bytes distribution, etc. Currently, using either
raw traffic data [13,14] or flow/packet features as the neu-
ral network input can be found in literature. The size of
raw data is overwhelming. To constrain the complexity of
the neural network, only part of the flow/packet data can
be used, e.g., the first N bytes. To leverage flow informa-
tion comprehensively, in this paper, we extract features
from a flow and use them as the neural network input.

In this paper, the data used for neural network training
was provided by ISCXVPN2016 [3]. The format of the
network flow is pcap. To extract features from pcap files,
the JOY software was used. JOY extracts flow features
from pcap network traffic files and writes features into a
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Figure 1: JSON file Generated by JOY Software

json file. Figure 1 shows parts of a json file generated by
JOY.

The json file shown in Figure 1 illustrates the flow’s
source IP address, destination IP address, port number,
packets information, etc. The total amount of feature
information generated by JOY is tremendous. In the next
subsection, we will analyze how to select and use these
features for traffic classification.

2.2 Features of Network Traffic Flow

The features extracted by the JOY software can be di-
vided into groups according to their characteristics. In
this section, we analyze a subset of groups which will be
used by the neural network for traffic classification.

2.2.1 Feature Group A: Basic Flow Information

Since a flow is defined as a sequence of packets with the
same 5-tuple, the basic flow information includes the five
tuples, i.e., source IP (sa), destination IP (da), source port
number (sp), destination port number (dp), and protocol
number (pr). The IP address is composed of four eight-
bit integers for IPv4 or eight 16-bit integers for IPv6. To
make it easier to be read by a neural network, we divide an
IP address into four (or eight) integers, and each integer
will be sent to a neuron of the neural network input layer.
Table 1 shows the features we selected for Feature Group
A and some example values.

Table 1: Feature Group A (Basic Information) and Ex-
ample Values

Source IP (sa) 10.8.8.138
Destination IP (da) 131.202.244.3
Source Port No. 33827
Destination Port No. 443
Protocol No. 6

2.2.2 Feature Group B: Transport Layer Secu-
rity (TLS) Information

Many network applications, such as email, instant mes-
saging, etc., use TLS to provide a cyber security layer.

TLS-related information can be extracted from the json
file and sent to neural networks as features for traffic clas-
sification. TLS information could include Cipher Suite
(CS), server name, key size, etc.

Cipher Suite specifies the cryptographic al-
gorithms and parameters adopted by the com-
munication. It is represented as a 4-digit hex
number. For example, in Figure 1, Server CS
(SCS) value is c02b, which indicates IANA name
TLS ECDHE ECDSA WITH AES 128 GCM SHA256,
meaning the protocol is Transport Layer Security (TLS),
key exchange method is Elliptic Curve Diffie-Hellman
Ephemeral (ECDHE), Authentication method is Elliptic
Curve Digital Signature Algorithm (ECDSA), Encryption
method is Advanced Encryption Standard with 128bit
key in Galois/Counter mode (AES 128 GCM), and Hash
method is Secure Hash Algorithm 256 (SHA256) [9]. The
CS solution used for the flow is related to application
type, therefore can be used for traffic classification.
Table 2 shows the features we selected for Feature Group
B and their values as examples.

Table 2: Feature Group B (TLS) and Example Values

Server Cipher Suite (SCS) c02b

Server Name
001200000f7777772e79
6f75747562652e636f6d

Key Length 528

2.2.3 Feature Group C: Time-to-Live (TTL) Fea-
tures

TTL is a counter which limits the lifetime of a datagram
in the network and prevents the datagram looping in the
network indefinitely. It is set by the sender of the data-
gram and reduced along the route where the datagram
is transferred. If a TTL value reaches zero before the
datagram reaches the destination, the datagram would
be destroyed. According to Internet Protocol [5], TTL is
an 8-bit field. Therefore, the maximum value of TTL is
255. Table 3 shows the TTL features read from a json
file and their example values, where TTL-out is set to
the outgoing flow by the host computer and TTL-in is
the value read from the incoming flow. TTL information
reveals the distance between the sender and the receiver,
which could be used as a factor in traffic classification.

Table 3: Feature Group C (TTL) and Example Values

TTL-out 64
TTL-in 55
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Figure 2: Byte Distribution and Entropy

Figure 3: Packet Sequence Information

2.2.4 Feature Group D: Byte Distribution and
Entropy

The json file offers byte distribution, which is an array
with 256 elements. Each element in byte distribution rep-
resents the number of occurrences of a specific byte value
in a flow. For example, Figure 2 shows that there are 203
bytes with value 0, 42 bytes with value 1, 40 bytes with
value 2, etc. Meanwhile, the total entropy of all the bytes
is also available in json file, as shown in Figure 2. Since
different traffic may have different byte distribution pat-
terns, this statistic information reveals the traffic types to
some extent.

2.2.5 Feature Group E: Packet Sequence Infor-
mation

The json file also provides packet sequence information, as
shown in Figure 3. For each packet, a 3-element tuple, {b,
ipt, dir}, is provided. Parameter “b” represents the num-
ber of bytes in the packet, which is 517 bytes in the first
packet in Figure 3. Parameter “ipt” is inter-packet time.
Parameter “dir” represents the direction of the packet,
where ‘>’ means the packet flows from the sender to the
receiver, while ‘<’ means the opposite direction.

The number of packets of a flow varies. To make sure
that the number of features remains the same for all the
flow samples, only the first 50 packets information is used
as neural network input. The packet information will be
filled with zeros if less than 50 packets are in a flow. Ta-
ble 4 shows the features we selected for Feature Group E
and their example values, which illustrates the number of
bytes (b), inter-packet time (ipt), and the direction of the
packet (dir) of packet0 through packet 49.

Table 4: Feature Group E (Packet Sequence Information)
and Example Values

packet0 b 517
packet0 ipt 26
packet0 dir >
packet1 b 149
packet1 ipt 26
packet1 dir <
...... ......
packet49 dir >

Figure 4: Traffic Classification using MLP

3 Neural Network Design and
Performances

To test our traffic classification models, we used IS-
CXVPN2016 dataset and JOY software to extract flow
information from raw traffic data. After removing ir-
relevant samples, we obtained about 33,000 samples of
network flow, containing 14 traffic types: with and with-
out VPN browsing, email, chat, streaming, file transfer,
VoIP, and TraP2P. To achieve the classification goal, var-
ious neural networks were designed and implemented, in-
cluding Multilayer Perceptron (MLP) and Convolutional
Neural Networks (CNN).

3.1 Traffic Classification using Multilayer
Perceptron

Multilayer Perceptron is also called deep feedforward net-
work or feedforward neural network. MLP is a fully con-
nected neural network. In an MLP, information flows
from input layer, goes through a number of hidden layers,
and reaches the output layer without feedback connec-
tions, as shown in Figure 4. For a neural in the network,
its output is calculated as

yi = g(XWi + bi), (1)

where X is an array which contains the output of the
previous layer’s neurons, Wi is the array of the weights of
all the connections between the previous layer’s neurons
to the current layer’s neurons, bi is a bias of the current
layer’s neurons, and g is the activation function. Figure 4
shows an example of the calculation of y1 of the second
hidden layer.

MLP is one of the earliest models of neural networks.
It is straightforward in mathematics; however, compared
to other neural networks, more hidden layers and neurons
might be needed for an MLP to extract features layer by
layer and to make a correct decision in the output layer.
To leverage temporal correlation in flow data, there are
few traffic classification models using MLPs. However,
when very limited information of a flow is used for traffic
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classification, using an MLP with less layers and less neu-
rons can decrease computational complexity significantly.

We used Keras in Linux to implement and test our
models. In this model, we use Relu as the activation func-
tion, adam optimizer, categorical crossentropy as the loss
function, and classification accuracy as metrics. The key
problem in neural network design includes 1) what are the
inputs of the neural network, and 2) what are the neural
network architectures. To answer these questions, we de-
signed three schemes based on the choice of flow features,
as shown in Table 5. For each scheme, a neural network
architecture was determined after multiple rounds of op-
timization.

Scheme 1: 11 features. In Scheme 1, we only use fea-
tures in group A as input of the neural network, i.e.,
source IP (sa), destination IP (da), source port num-
ber (sp), destination port number (dp), and protocol
number (pr). For the four integers in an IP address,
each of them will be sent to a neuron of the input
layer of the MLP. Therefore, there are totally 11 fea-
tures as input, requiring an input layer with 11 neu-
rons. The simulation results are shown in Table 5.
For the MLP architecture in the table, the first num-
ber represent the number of inputs, the next number
represent the number of neurons in the first hidden
layer, etc., and the last number represents the num-
ber of neurons in the output layer. Since we are cat-
egorizing all the flows into 14 types, the output layer
always has 14 neurons.

Scheme 2: 599 features. In Scheme 2, features in
groups A, B, and C are used as neural network’s
input. After using get dummies function of panda
library in Python to convert categorical variable into
dummy/indicator variables, the total number of fea-
tures is 599.

Scheme 3: 937 features. In Scheme 3, all features we
mentioned in Section 2 are used as neural network’s
input, which provides totally 937 features.

To evaluate the classification performance, accuracy
and precision are used, which are defined as:

accuracy =
TP + TN

TP + TN + FP + FN
, (2)

precision =
TP

TP + FP
, (3)

where TP is the number of True Positive, TN is the num-
ber of True Negative, FP is the number of False Positive,
and FN is the number of False Negative. Table 5 shows
the accuracy and precision for each scheme.

From Table 5 we see that, the difference between
Scheme 1 and Scheme 2 is trivial, and Scheme 2 requires
a more complicated MLP architecture to achieve similar
precision. This is because of a larger number of input fea-
tures of Scheme 2. There is a significant improvement in

Figure 5: Performance with Various Number of MLP Lay-
ers

both accuracy and precision in Scheme 3. That means the
basic flow information (IPs and port numbers) are essen-
tial for traffic classification, and adding byte distribution
and packet sequence information to neural network input
can improve the performance significantly.

The accuracy and precision vary with different MLP ar-
chitectures. Figure 5 shows the classification performance
with various numbers of hidden layers, where scheme 3
with 937 input features had been used. The experimental
results show that the accuracy and precision are above
90% even with three hidden layers. Among all the mod-
els, the MLP networks with six or seven hidden layers
yield the optimal performances.

3.2 Traffic Classification using Convolu-
tional Neural Networks

CNN are neural networks that use convolution instead of
general matrix multiplication in at least one of the layers.
This architecture enables CNN extracting features from a
grid-like data topology, therefore performing well in time-
series data, image data, etc. To implement a 1D CNN
layer, first the input data need to be reshaped into a n×P
array, where n × P equals to the size of the input data.
Then each neuron of the CNN layer has the following
output:

yi = g(x ∗ w)(i)) = g

 S,P∑
j,k=1

xi+j,kwj,k

 , (4)

where xi+j,k is the input in row i+ j and column k, wj,k

is the weight in row j and column k of the convolution
kernel, and g() is the activation function. In a 1D CNN,w1,1 · · · w1,P

...
. . .

...
wS,1 · · · wS,P

 forms a kernel with size S. Through

training, a kernel obtains proper values, therefore it can
extract particular features from the previous layer. Usu-
ally, a 1D CNN has multiple kernels with the same size
and extracts various features, producing a 2D array with
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Table 5: Traffic Classification using MLP 1

Input Features MLP Architecture Accuracy Precision
Scheme 1 Feature Group A 11 – 1600 –1200 – 880 – 640 – 220 – 14 0.862 0.870

Scheme 2 Feature Groups A, B, C
599 – 1600 – 1200 – 1200 – 880 – 640 –

360 – 220 - 80 – 14
0.844 0.870

Scheme 3 Feature Groups A, B, C, D, E
937 – 1600 – 1200 – 880 – 640 – 360 –

220 – 80 – 14
0.928 0.933

1 Each number of the MLP architecture represents the number of neurons in a layer, starting from the input
layer and ending at the output layer.

each column representing features generated by a kernel
(e.g., filter). After that, a pooling function is applied to
make the representation approximately invariant to small
translations of the input. The convolution and pooling
can be applied multiple rounds with various kernel size,
number of kernels, and pooling rate. Finally, the 2D ar-
ray is flattened to a 1D array by a fully connected dense
layer.

In this work, our goal is to extract correlative fea-
ture among packet sequence, where is carried by feature
group E: Packet Sequence Information. For each flow,
we have extracted the first 50 packets’ information, and
each packet is represented as a 3-element tuple, {b, ipt,
dir}. Therefore, for the 1D CNN, we first reshape the
feature array to a n× 3 matrix, where n× 3 equals to the
number of all features. Following that, various number
of convolution layer are adopted. Considering that in ad-
dition to packet features, there are also features without
any sequential correlation in flow data, such as features
in groups A and B, several fully connected layers are also
adopted. The CNN architecture for traffic classification
is demonstrated in Figure 6.

Using a CNN shown in Figure 6, various options on
feature selection as the CNN input were considered. For
each input scheme, a CNN network was determined after
multiple trails of optimizations. Table 6 shows the 1D
CNN architecture used for traffic classification and their
performances.

Similar to the MLP architectures, the CNN with 937
input features yields the best performance. This indicates
that using the basic flow information accompanied with
flow statistics and packet sequence information for traffic
classification improves the classification accuracy and pre-
cision significantly. For the CNN scheme 3, i.e., using all
five feature groups as input, various CNN architectures
have been tested, as shown in Figure 7. Note that for
the X-axis of Figure 7, (N,K) represents a 1D CNN layer
with N filters and kernel size K. A single number M
represents a fully connected layer with M neurons. From
the chart we see that, the CNN with two convolutional
layers followed by three fully connected layers yields the
best performance.

3.3 Comparison

A couple of traffic classification models have been found
in literature. Draper-Gil et al. have used decision tree
to classify traffic type [3]. Wang et al. have proposed a
1D CNN network on raw traffic data [13]. In Table 7, we
compared the accuracy and precision of those models to
ours. All of them used ISCX dataset and classified the
traffic into 14 categories.

Table 7 shows a significant improvement of our feature-
based neural network models compared to the existing
models. The classification accuracy has been improved by
7.2% and the precision has been improved by 19.2%. This
is because that the features we were using were extracted
from the entire flow data, therefore they are completer
and more comprehensive compared to using part of the
raw data of the flow as the neural network input. Mean-
while, our MLP models show better performances than
the CNN models, even with a smaller number of neurons
and shorter training period.

4 Conclusions

A novel traffic classification approach using neural net-
works was proposed in this paper. Rather than using raw
traffic data as the neural network input, we used features
of the traffic flow. After a comprehensive analysis on net-
work flow features, we designed various schemes in feature
selection. Based on the features been used as input, vari-
ous neural networks were designed, implemented, and op-
timized. Compared to state-of-the-art traffic classification
models, our MLP and CNN neural networks increased ac-
curacy by 7.2% and increased precision by 19.2%. Fur-
thermore, with the concern of computational complexity,
models with significantly less input and smaller neural
networks were designed in our work, which achieved rela-
tively high accuracy with significantly lower computation.
Changing the number of output layer neurons and using
a training dataset labeled as normal and malicious, our
models can also be used for network intrusion detection
and cybersecurity.
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Figure 6: Traffic Classification using CNN

Table 6: Traffic Classification using 1D CNN 1

Input Features CNN Architecture Accuracy Precision
Scheme 1 Feature Group A 11– CNN (100,2) – CNN (100,2) – 64 – 14 0.855 0.870

Scheme 2 Feature Groups A, B, C
599 – CNN (100,100) – CNN (100,80) –

220 –14
0.874 0.882

Scheme 3 Feature Groups A, B, C, D, E
937 – CNN (100,100) – CNN (100,80) –

1200 – 580 – 120 –14
0.922 0.930

1 CNN (N, K) represents a 1D CNN layer with N filters and kernel size K. A single number M without any letter
in front represents a fully connected layer with M neurons.

Figure 7: Performance with Various CNN Architectures

Table 7: A Comparison on Traffic Classification Perfor-
mances

Accuracy Precision
C4.5 [3] \ 0.783
1D CNN on raw data [13] 0.866 \
Proposed MLP model 0.928 0.933
Proposed 1D CNN model 0.922 0.930
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Abstract

Digital images play an important role in the Internet and
network communications era. And hence how to enhance
the security of images has become a very attractive and
interesting topic in information security. Therefore, im-
age encryption is an efficient technology to protect private
images. To cope with this issue, this paper introduces a
novel image encryption algorithm based on a combina-
tion of advanced Hill cipher and a 6D hyperchaotic sys-
tem. The proposed method used the prime number 257
as a modulo, where all the zero pixels are replaced by
pixels with a value of 256. Firstly, the original image is
divided into four equal parts to process each part indi-
vidually. Then, each part is divided into several blocks,
each consisting of four pixels. Secondly, four variables of
the hyperchaotic system are used to apply the permuta-
tion operation on the blocks, where each variable is used
to permute one single part. Thirdly, the remaining two
variables of the hyperchaotic system are used to generate
the Hill matrices. Finally, each block of each part is en-
crypted by the Hill cipher using one Hill matrix to obtain
the final cipher image. The experimental simulation and
performance analysis data demonstrated that this encryp-
tion algorithm has an extremely sensitive secret key, can
resist various security attacks, and performs better than
several advanced image encryption algorithms.

Keywords: Hill Cipher; Hyperchaotic System; Image En-
cryption; Permutation

1 Introduction

With the coming of the information age, the rapid devel-
opment of the Internet, and the advancement of computer
technology, there are a large number of images are trans-
mitted on the internet every day. Therefore; the image
security field received a lot of attention from researchers,
governments, and companies to more enhancement and

development in this field [4, 5, 16,30].

For this reason, image encryption technology has been
widely used in various fields and is considered one of the
most effective and used means of image information secu-
rity. In the last few years, many encryption approaches
have been developed to increase the level of security of
image transmissions [7, 28, 29]. Classic encryption meth-
ods, such as the Data Encryption Standard (DES), the
International Data Encryption Algorithm (IDEA), the
Advanced Encryption Standard (AES), and the Rivest
Shamir Adleman (RSA) are unable to meet the current
image encryption requirements due to their large data vol-
ume, high redundancy, Strong correlation between pixels
of the image [2, 6, 17,27,37].

For this purpose, many recent efficient image encryp-
tion algorithms are based on different theories and tech-
niques, where the most popular and used method is chaos
theory which has interstice characteristics such as pseudo-
randomness, high sensitivity to the initial value, and un-
predictability. Those characteristics make it very suitable
for image encryption systems [23]. The recent works on
chaotic cryptosystems are based on the classical confusion
and diffusion architecture proposed by Shannon. The in-
trinsic characteristics of chaotic systems offer many ad-
vantages such as high speed in encryption, high-security
level, low computational overheads, increased flexibility,
increased modularity, and relative simplicity [12].

There are too many recent works that used the chaotic
system in their proposed techniques to produce efficient
encryption algorithms such as [25]. which used DNA com-
puting and chaos to secure digital medical images. And
that paper [12] used the chaotic system for the permuta-
tion operation in the compressive sensing (CS) technique.
Other recent works that used chaotic systems are listed
in the paper.

In many recent works, there is a combination between
the chaotic systems and other known symmetric cipher
systems to produce an effective image encryption algo-
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rithm; one of the most known symmetric and efficient
cipher systems is the Hill cipher.

Hill cipher is one of the known symmetric encryption
algorithms based on linear matrix transformation which
is invented by Lester Hill in 1929 [14]. The Hill cipher has
many advantages such as hiding letter frequencies of the
plain text, using simple matrix multiplication and inver-
sion for enciphering or deciphering, high speed, and high
throughput. Although that, some problems have been
noticed in the encryption scheme. The inverse of a ma-
trix may not exist due to which encryption will not be
possible. Due to its linear nature, it succumbs to known-
plaintext attacks. In the application of the image en-
cryption algorithm, there is a setback, where it reveals
certain trends and does not hide all the characteristics of
the image (images with a strong correlation of adjacent
pixels) [8].

For increasing the Hill cipher efficiency, several image
encryption algorithms have been proposed [9, 10, 15, 18,
19,24].

Essaid et al. [10] proposed an image encryption scheme
based on a new secure variant of Hill cipher and 1D
chaotic maps. The algorithm consists of two basic pro-
cesses: confusion and diffusion processes. Firstly, the
confusion process is ensured by the product of a vector
consisting of the key-pixel couple and a 2 Ö2 Hill ma-
trix, and the addition of another pseudo-random transla-
tion vector. While the diffusion process is ensured by a
strong avalanche effect that links each encrypted pixel to
its adjacent. The used chaotic sequences come from 1D
chaotic maps with excellent statistical proprieties. Hraoui
et al. [15] suggested a new cryptosystem of color images
using a dynamic-chaos Hill Cipher algorithm based on the
improvement of the Hill cipher by using an affine trans-
formation applied by a three-order invertible matrix and
a dynamic translation vector. Where the used vector is
dynamically transformed at each iteration by an affine
transformation composed of a chaotic matrix, not nec-
essarily invertible, and a pseudo-random translation vec-
tor. Dawahdeh et al. [9] proposed a new image encryp-
tion technique combining an elliptic curve cryptosystem
with Hill Cipher to convert Hill Cipher from a symmet-
ric technique to an asymmetric, where the self-invertible
key matrix is used to generate encryption and decryption
secret key. Both sender and receiver can produce the se-
cret key with no need to share it through the internet or
unsecured communication channel. Khalaf et al. [18] pro-
posed an enhancement to overcome the drawbacks of Hill
Cipher by using a large and random key with a large data
block, besides overcoming the Invertible-key Matrix prob-
lem. Kumar et al. [24] proposed a chaos and Hill Cipher-
based image encryption for mammography images. The
algorithm consists of a permutation and diffusion process
where the input grayscale image pixel positions are per-
muted by using an Arnold cat map. Then, the permuted
image undergoes a hill cipher (matrix multiplication) with
an involuntary matrix generated from the chaotic map.
Mahmoud & Chefranov [19] proposed Hill Cipher modifi-

cation based on pseudo-random eigenvalues for generating
a new key matrix for each plaintext block by using pseudo-
random eigenvalues instead of static eigenvalues exponen-
tiated to pseudo-random powers in the algorithm. If the
sender, A, and the receiver, B, want to communicate us-
ing the algorithm, they share a secret value, SEED, that
is used to generate pseudo-randomly.

Despite all previously proposed approaches, there are
limitations to improving the Hill cipher. The motivation
for our work is to reuse the Hill cipher in a modern fashion
using new techniques while preserving the mathematical
concept of the Hill cipher (using Matrix) to improve the
encryption of digital images. Using the matrix in the Hill
cipher to find the matrix inverse for all used matrices is
our idea to reuse the Hill cipher in modern techniques.
The proposed solution to avoid these limitations is the
proposed new image encryption algorithm based on the
advancement of Hill cipher and hyperchaotic system. As
demonstrated in [1] the prime number 257 can guaran-
tee the perfect reconstruction on the decryption side by
replacing the pixel values of zero with 256.

This paper presents a novel image encryption algo-
rithm based on a combination between an advanced Hill
cipher and a 6D hyperchaotic system. To enhance the
efficiency of the Hill cipher, we use the prime number 257
as a modulo and change the pixels of zero value by 256 to
avoid the loss of data. The proposed encryption algorithm
consists of two main processes: the confusion process and
the diffusion process. The diffusion process is based on
the permutation operation by using four variables of the
6D hyperchaotic system, where each variable is used to
shuffle one single part. While the remaining two variables
of the hyperchaotic system are used in the confusion pro-
cess by applying the Hill cipher to obtain the final cipher
image. In addition to digital images, the proposed algo-
rithm is good enough for the secure encryption of satellite
images too.

The remainder of the paper is organized as follows.
Section 2 summarizes the preliminaries. Section 3 de-
scribes the proposed encryption algorithm in detail. The
simulation results and security analyses are presented in
Section 4. Finally, the conclusions are given in Section 5.

2 Preliminaries

This section introduces background knowledge on the hy-
perchaotic system and Hill cipher.

2.1 Hyperchaotic System

This subsection presents a 6-D hyperchaotic system that
will be used in the confusion and diffusion operations in
the proposed encryption algorithm. In 2020, a new 6-D
hyperchaotic system is introduced by, and given by Yang
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Figure 1: Phase diagram of the system: (a) x-y, (b) z-v,
(c) x-w, (d) x-z, (e) x-y-z, (f) x-z-u

et al. [36], and given by

x′ = h(y − x) + v
y′ = −fy − xz + u
z′ = −l + xy
v′ = −y − w
w′ = ky + v
u′ = gx+my

(1)

where h > 0, l > 0, f, k, g, and m ̸= 0 are constant
parameters. When h = 10, l = 100, f = 2.7, k =
2, g = −3, and m = 1; the proposed 6-D hyper-
chaotic system is in a hyperchaotic state, and the Lya-
punov exponents for initial value (1, 1, 1, 1, 1, 1) are:
LE1 = 1.3613, LE2 = 0.0733, LE3 = 0.0478, LE4 =
0.0189, LE5 = 0.0000, LE6 = −14.2010.

The phases of the 6-D hyperchaotic system are shown
in Figure 1. Where Figure 1(a) represents the hyper-
chaotic behavior (2D) between (x and y), Figure 1(b)
represents the hyperchaotic behavior (2D) between (z and
v), Figure 1(c) represents the hyperchaotic behavior (2D)
between (x and w), while Figure 1(d) represent the hy-
perchaotic behavior (2D) between (x and z), Figure 1(e)
represent the hyperchaotic behavior (3D) among (x, y,
and z) and Figure 1(f) represent the hyperchaotic behav-
ior (3D) among (x, z, and u).

Compared to other chaotic systems, the proposed 6-D
hyperchaotic system has the following advantages: First,
four Lyapunov exponents of the 6-D hyperchaotic sys-
tem are greater than zero. Second, the dynamic behavior
of the 6-D hyperchaotic system (as shown above in Fig-
ure 1) is more complicated and the phase trajectories are
separated in more directions. Based on these, the 6-D
hyperchaotic system can improve the security of chaotic
information encryption and secure communication.

2.2 Hill Cipher

Hill Cipher algorithm is one of the most famous algo-
rithms of cryptography which is based on linear algebra.
The core of the Hill cipher is matrix manipulations where
the idea is a simple matrix transformation [21].

The main concept of this technique for images is based
on assigning each pixel a numerical value beginning with
1 to 256 (the proposed advanced Hill cipher is based on
replacing each zero-pixel value with 256). Then, the plain
image is divided into blocks consisting of the same size m
depending on the key matrix size mxm. After that, mod-
ule 257 is taken for each block matrix element obtained
by multiplication. The taken key matrix should be invert-
ible; otherwise, decryption will not be possible.

During the inverse operation, the block matrix of the
ciphered image is encrypted by the inverse of the key ma-
trix multiplied, and finally, its module 257 is taken to
obtain the original block matrix of the plain image. For
example, if the block size is four (I4×1) then the key ma-
trix (K4×4) should be of size (4Ö4), and the encryption
process will produce a cipher text block of the image with
four numerical values (CI4×1) as follows: For encryption,

CI1
CI2
CI3
CI4



=


K11 K12 K13 K14

K21 K22 K23 K24

K31 K32 K33 K34

K41 K42 K43 K44




I1
I2
I3
I4

 mod 257

=


(K11 × I1 +K12 × I2 +K13 × I3 +K14 × I4)
(K21 × I1 +K22 × I2 +K23 × I3 +K24 × I4)
(K31 × I1 +K32 × I2 +K33 × I3 +K34 × I4)
(K41 × I1 +K42 × I2 +K43 × I3 +K44 × I4)


mod257

And for decryption, I = K−1 × CI; where K−1 is the
Modular Arithmetic inverse of the key matrix. K×K−1 =
I, and I is the identity matrix. The Modular Arithmetic
inverse of the encryption matrix must be found. There-
fore, the proposed algorithm presents the solution to find
the inverse matrix always.

3 The Proposed Encryption Algo-
rithm

In this work, we propose a new image encryption algo-
rithm to increase encryption and transmission security.
This proposed encryption algorithm is based on a combi-
nation of an advanced Hill cipher and a 6D hyperchaotic
system.

3.1 The Encryption Process

Figure 2 illustrates the proposed encryption algorithm.
The encryption process consists of several steps as follows:
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Step 1: The original image is divided into four parts of
the same size m×m.

Step 2: The diffusion process (permutation operation) is
applied on each part (1, 2, 3, and 4) by using four
variables of the hyperchaotic system v, w, u, and z
respectively, which means the permutation operation
will be applied individually on each part by using one
variable for each part. But the permutation opera-
tion will not permute the position of the four parts,
it will permute the blocks inside each part. Because
each part consists of several blocks, and each block
consists of four adjacent pixels. The permutation
operation is applied to change the position of each
block.

Step 3: The hyperchaotic system generates six dif-
ferent sequences by using the initial values
x0, y0, z0, u0, v0, andw0. Then, four sequences v, w, u,
and z are taken to be used in the permutation op-
eration by taking N values (where N is the number
of blocks of each part) to generate four sequences
V,W,U , and Z. The values of the sequences are
sorted in ascending order, and the index sequences
are considered as new sequences IV, IW, IU , and IZ
respectively which are used for shuffling theN blocks.
The new sequences are given by:

V = [vp, vp+1, ...vp+N−1]

(!, IV ) = sort(V )

W = [wp, wp+1, ...wp+N−1]

(!, IW ) = sort(W )

U = [up, up+1, ...up+N−1] (2)

(!, IU) = sort(U)

Z = [zp, zp+1, ...zp+N−1]

(!, IZ) = sort(Z)

where p represents the starting number. The permu-
tation operation is based on changing the positions
of the blocks according to the generated index se-
quences to obtain the four shuffled parts.

Step 4: After the permutation operation, the vector
transformation is applied on each shuffled part to ob-
tain four different vectors V 1, V 2, V 3, and V 4.

Step 5: Each variable of the remaining two variables of
the hyperchaotic system is used to generate N matrix
to be used as Hill matrices (D1 , D2). Each element
of the used matrices is calculated by:

xi = mod(floor(x× 107), 256) + 1
yi = mod(floor(y × 107), 256) + 1 (3)

D1 =


xi xi+4 xi+8 xi+12

xi+1 xi+5 xi+9 xi+13

xi+2 xi+6 xi+10 xi+14

xi+3 xi+7 xi+11 xi+15

 (4)

D2 =


yi yi+4 yi+8 yi+12

yi+1 yi+5 yi+9 yi+13

yi+2 yi+6 yi+10 yi+14

yi+3 yi+7 yi+11 yi+15

 (5)

Step 6: Hill cipher takes the matrix which has the high-
est determiner to minimize the possibility of choosing
a matrix with a determiner equal to zero (in this case,
the matrix is not invertible). On the other hand, if
the two matrices have a determiner equal to zero,
the proposed algorithm ignores these two matrices
and generates another two until finding at least one
matrix without a determiner equal to zero.

Step 7: The confusion process applying the Hill cipher
encryption by matrix manipulations between Hill
matrices and each block of the four vectors to ob-
tain HC1, HC2, HC3, and HC4, where each block of
the four vectors is encrypted with the same matrix.
The obtained vectors are given as follows

HC1 = mod(HC1, 256) + 1
HC2 = mod(HC2, 256) + 1
HC3 = mod(HC3, 256) + 1
HC4 = mod(HC4, 256) + 1

(6)

The main aim of using the modulo operator is to
reconstruct vectors for the decryption operation.

Step 8: Finally, the obtained vectors of the previous step
are combined in four parts (Ciphered parts), then the
four ciphered parts are combined to obtain the final
cipher image.

3.2 The Decryption Process

The decryption process is the inverse of the encryption
one, where the decryption process received the secret key
that is used to encrypt the original image, and it is de-
scribed in the following steps:

Step 1: The cipher image is divided into four cipher
parts of the same size m x m.

Step 2: Each cipher part consists of N blocks, where
these blocks consist of four adjacent pixels. Then,
the inverse vector transformation is applied to each
cipher part to obtain four encrypted vectors.

Step 3: The inverse of Hill cipher encryption is applied
to each vector by using the same inverse matrices in
the encryption process.

Step 4: The matrix transformation is applied to the
transformed vectors of the previous step to obtain
four square parts.

Step 5: The inverse of permutation operation is applied
on each part obtained in Step 4.

Step 6: The four obtained parts are combined to obtain
the plain image.
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Figure 2: The proposed encryption algorithm

3.3 Discussion

The proposed image encryption algorithm has the follow-
ing advantages. Firstly, the proposed encryption algo-
rithm adopts the well-known chaotic behavior by using
the 6-D hyperchaotic system, which produces the desired
behavior to apply in the image encryption process. Sec-
ondly, the permutation operation by the four variables
of the hyperchaotic system can efficiently permute the
positions of the blocks. Thirdly, the advanced Hill ci-
pher has a high ability to encrypt and decrypt each block
efficiently. Finally, the proposed algorithm has high-
performance analyses and it can achieve a strong ability
to resist security risks, such as differential attacks. It will
be experimentally verified in Section 4.

4 The Simulation Results and Se-
curity Analyses

In this section, well-known security measures are applied
to test the effectiveness of the proposed image encryption
algorithm against cryptanalysis. Simulation and perfor-
mance evaluation of the proposed encryption algorithm
were performed on a Pentium I-3, 2.2 GHz PC with Win-
dows 7 and 2 GB RAM. The implementation was done
using Matlab 2017a software on three different images
Lena, cameraman, and as shown in Figure 3. The ini-
tial parameters used in the proposed encryption algo-

Figure 3: (a) Original image of Lena, (b) encrypted im-
age of Lena, (c) decrypted image of Lena, (d) original im-
age of Cameraman, (e) encrypted image of Cameraman,
(f) decrypted image of Cameraman, (g) original image of
Barbara, (h) encrypted image of Barbara, (i) decrypted
image of Barbara.

rithm to obtain the well-known hyperchaotic behavior are
x(0) = 0.25, y(0) = 0.3, z(0) = 0.5, v(0) = 0.44, w(0) =
0.06, u(0) = 0.73.

4.1 Histogram Analysis

The histogram analysis of an image shows the distribution
information of pixel values in the image by using plotting
the number of observations of each brightness value. The
histogram of an original image is usually unevenly dis-
tributed while it is more uniformly distributed for images
encrypted by a good encryption scheme. A uniform dis-
tribution of the histogram indicates a random image and
the least probability of recovering its original image and
prevents the adversary from extracting any meaningful in-
formation from the fluctuating histogram of the ciphered
image [31]. Figure 4 shows the histogram of the original,
encrypted, and decrypted images of Lena, the camera-
man, and Barbara respectively, to examine the statistical
distribution by calculating and analyzing the histograms
of these images.

The histogram of the ciphered images is fairly uniform
and completely different from that of the plain image and
decrypted one. Therefore, the proposed image encryption
algorithm does not provide any clue for statistical attacks.
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Figure 4: The histograms of Lena, Cameraman, and Bar-
bara respectively (a) the histogram of original images, (b)
the histogram of encrypted images, (c) the histogram of
decrypted images

4.2 Key Space

The key space should be large enough (> 2100) to resist
brute-force attacks [26]. In the proposed algorithm, the
secret key includes the initial conditions of the chaotic sys-
tem ( x0, y0, z0, v0, w0 and u0). If the computing precision
of the computer is 10−15, the keyspace is Key =(x(0) =
1015)(y(0) = 1015)(z(0) = 1015)(v(0) = 1015)(w(0) =
1015(u(0) = 1015)) = 1090> 2300> 2100. As a result, the
key space of the proposed algorithm is large enough to
resist all kinds of brute-force attacks and can offer a high-
security level.

4.3 Key Sensitivity Analysis

The Key sensitivity is a very essential feature for an op-
timal encryption system. This means that the secret
key must show high sensitivity to any slight change in
its values and when that happens, the encryption algo-
rithm must produce a completely different encrypted im-
age. The very high sensitivity to the key guarantees the
security of the encryption system against attacks [20]. To
test the sensitivity of the key, Lena’s image is taken as
the plain image and encrypted twice, one with the right
secret key and the other with a tiny change (10−15) in the
secret key. The key sensitivity analysis results are shown
in Figure 5 and Figure 6.

From Figure 5, it can be seen that the encrypted im-
ages are different when the key slightly changes. Figure 6
shows the results of the decryption process. From Fig-
ure 6, any small change in the key will result in poor
decryption. Therefore, our proposed algorithm is very
sensitive to the key in both encryption and decryption

Figure 5: Secret key sensitivity in the encryption pro-
cess; (a) Encrypted image with the right secret key,
(b) Encrypted image with (x(0) + 10−15), (c) Encrypted
image with (y(0) + 10−15), (d) Encrypted image with
(z(0) + 10−15), (e) Encrypted image with (v(0) + 10−15),
(f) Encrypted image with (w(0) + 10−15), (g) Encrypted
image with (u(0) + 10−15), (h) Subtraction between (a)
and (b), (i) Subtraction between (a) and (c), (j) Subtrac-
tion between (a) and (d), (k) Subtraction between (a) and
(e), (l) Subtraction between (a) and (f), (m) Subtraction
between (a) and (g)
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Figure 6: Secret key sensitivity in the decryption process;
(a) Decrypted image with the right key. (b) Decrypted
image with (x(0) + 10−15), (c) Decrypted image with
(y(0)+10−15),; (d) Decrypted image with (z(0)+10−15),;
(e) Decrypted image with (v(0) + 10−15),; (f) Decrypted
image with (w(0) + 10−15),; (g) Decrypted image with
(u(0) + 10−15)

processes.

4.4 Correlation Coefficients Analysis

In the plain image, there is a strong correlation between
the adjacent pixel values. Therefore, the image encryp-
tion algorithms should break up this high correlation be-
tween the adjacent pixels to resist the attackers’ analy-
ses [32]. To analyze the correlations of adjacent pixels of
the plain image and cipher image, Lena’s image is used
as the test image, and we randomly pick out 5000 pairs of
adjacent pixels from images in three different directions:
horizontal, vertical, and diagonal. The correlation coeffi-
cient values of neighboring pixels are shown in Table 1 for
Lena, Cameraman, and Barbara images of encrypted im-
ages in (Figure 3) by our proposed encryption algorithm.
The correlation of adjacent pixels for the plain and ci-
pher images (Lena image) is shown in Figure 7 in three
directions: horizontal, vertical, and diagonal.

As can be seen from Figure 7 that the difference be-
tween the three directions of an encrypted image cannot
be observed by the naked eye, thus for the accurate com-
parison, we computed the correlation coefficient measure
of the plain image and the three directions of the en-
crypted image. For this purpose, we used the following
correlation coefficient formula [3]:

rxy =
Con(x, y)√
D(X)

√
D(y)

(7)

Con(x, y) =
1

N

N∑
i=1

(xi − E(x))(yi − E(y)) (8)

Figure 7: Adjacent pixels correlation at horizontal, ver-
tical, and diagonal directions: (a) Plaintext image, (b)
encrypted image

E(x) =
1

N

N∑
i=1

(xi) (9)

E(y) =
1

N

N∑
i=1

(yi) (10)

D(y) =
1

N

N∑
i=1

(xi − E(x))2 (11)

D(y) =
1

N

N∑
i=1

(yi − E(y))2 (12)

where rxy is the correlation coefficient of two adjacent
pixels, and E(x) and D(x) are the expectation and vari-
ance of variable x, respectively. E(y) and D(y) are the
expectation and variance of variable y, respectively.

Table 1: Correlation coefficients of the proposed algo-
rithm

Images Horizontal Vertical Diagonal
Lena 0.0017 -0.0027 0.0002

Cameraman 0.0028 -0.0019 0.0004
Barbara 0.0024 -0.0038 0.0065

As shown in Table 1 the correlation coefficients of the
proposed algorithm are very low or practically zero. Thus,
the proposed algorithm resisted statistical attacks. Ta-
ble 2 shows a correlation coefficient comparison with re-
cent works by using Lena image 512 Ö512.

As shown in Table 2, the proposed encryption algo-
rithm has better correlation coefficient values in horizon-
tal and diagonal directions compared with other works,
while for vertical direction Ref [33] has better vertical
correlation coefficient values compared with others.

4.5 Differential Attack Analysis

According to the theory of cryptography, an image en-
cryption scheme should effectively resist the differential
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Table 2: Correlation coefficients of the proposed algo-
rithm

Algorithms Horizontal Vertical Diagonal
The Proposed 0.0003 -0.0029 0.00015

[10] 0.0005 0.0006 0.0029
[33] 0.0017 0.0004 0.0028
[35] 0.0056 0.0037 0.0032

attack, where the differential attack is an attack method
in which the attacker chooses plaintext; then, change a
part of the pixel values of the plaintext image to com-
pare the differences between the two encrypted images
to find the possibility of deciphering. Thus a good im-
age encryption algorithm needs to be very sensitive to
the original images; that is, any trivial change in the se-
cret key should lead to a completely different encrypted
image. The resistance of encryption algorithms against
differential attacks can be tested by the number of pix-
els changing rate (NPCR), unified averaged changed in-
tensity (UACI), and Hamming distance (HD) which are
acquired as follows [11]:

D(i, j) =

{
0 if C1(i, j) = C2(i, j)

1 if C1(i, j) ̸= C2(i, j)
(13)

NPCR : N(C1, C2) =

N∑
i=1

D(I, j)

T
× 100 (14)

UACI : U(C1, C2) =

N∑
i=1

|C1(i, j)− C2(i, j)|
F × T

×100 (15)

HD : H(C1, C2) =

N∑
i=1

|C1(K)XORC2(K)|
nb × T

× 100 (16)

where C1(i, j) and C2(i, j) are two-pixel values of the
same position (i, j) in the two different encrypted images.
F and T represent the image dimensions. The NPCR,
UACI, and HD results by using three different images are
listed in Table 3.

Table 3: The NPCR, UACI, and HD values of three dif-
ferent images

Images NPCR UACI HD
Lena 99.6207 33.4907 50.1699

Cameraman 99.5819 33.6051 50.0755
Barbara 99.5667 33.6404 50.1038

The results in Table 3 indicate that the differential at-
tack analysis tests demonstrated the sensitivity of the en-
crypted image with NPCR, UACI, and HD of the pro-
posed encryption scheme are close enough to the ideal
values. Table 4 shows the performance comparison in

terms of differential attack analysis (NPCR and UACI)
between the proposed algorithm and the recent works by
using Lena image 256 Ö256.

Table 4: Performance comparison in terms of Differential
attack analysis (NPCR and UACI)

Algorithms NPCR UQCI
Proposed Algorithm 99.62 33.49

[15] 99.74 33.52
[10] 99.64 33.47
[34] 99.62 33.41

As it is illustrated in Table 4, the proposed algorithm
has an NPCR value close enough to the ideal value of
(99.61), while for the UACI, the proposed encryption al-
gorithm is close enough to Ref [10] which has the closest
value to the ideal value of UACI (33.46).

4.6 Information Entropy Analysis

Information entropy is a significant parameter to reflect
the randomness of information. In image encryption ap-
plications, the higher the level of image confusion is, the
greater the value of information entropy is [13]. The cal-
culation formula is as follows [22]:

H(m) =

255∑
i=0

P (mi)log2
1

P (mi)
(17)

where m is a set of information symbols and P (mi) rep-
resents the probability of occurrence of mi. For grayscale
images, the closer the information entropy is to 8, the
stronger the randomness of the pixel value arrangement
of encrypted images is. Table 5, shows the information
entropy of encrypted images by applying the proposed
algorithm.

Table 5: The information entropy values of three different
images

Images Entropy
Lena 7.9914

Cameraman 7.9907
Barbara 7.9896

The results of all encrypted images obtained by our
proposed algorithm are close enough to the ideal value
8. Therefore, the proposed encryption algorithm demon-
strates better performance, so it is enough to resist at-
tacks. Table 6 shows the performance in terms of Entropy
between the proposed algorithm and recent works.

As it is illustrated in Table 6, the proposed algorithm
and Ref [15] have an Entropy value close enough to the
ideal value (8).
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Table 6: Performance comparison in terms of Entropy

Images Entropy
Proposed Algorithm 7.9997

[15] 7.9998
[10] 7.9996
[34] 7.9972

4.7 Robustness Analyses

4.7.1 Noise Attack Analysis

The attackers use noise attacks such as Gaussian noise
(GN), Salt and Pepper noise (SPN), and Speckle noise
(SN) for disrupting the integrity of the cipher text in-
formation. Then, the receiver of the cipher text cannot
decrypt the image correctly. In this paper, the proposed
algorithm is used to test if it can resist noise attacks.
Lena image and its cipher image without noise are shown
in Figure 3, and different kinds of noise are added to it,
the decrypted images of noisy images are shown in Fig-
ure 8. Moreover, to measure the quality of the decrypted
image, the Peak signal-to-noise ratio (PSNR) test is used
which measures the quality of the decrypted image after
image processing, and its equation is given by [22]:

PSNR = 10log
255× 255

1
M×N

∑M
i=1

∑N
j=1(X(i, j)− Y (i, j))2

(18)
where M and N represent the size of the image; X(i, j) and
Y (i, j) are the pixel values of the original image and de-
crypted image respectively. The higher the PSNR means
that the decrypted image has less difference from the orig-
inal image. The PSNR values between the decrypted with
noise images and the original image are listed in Table 7.
From Figure 8 and Table 7, it can be seen that the pro-
posed algorithm has the highest resistance to noise for
GS, and the decrypted image has a good visual appear-
ance when the intensity is between 7∗10−8and 4∗10−7and
PSNR values are more than 26.5 dB. In SN, the decrypted
image has a good visual appearance when the intensity is
between 5 ∗ 10−6 and 1.5 ∗ 10−5 and PSNR values are
more than 26 dB. For SPN, our algorithm has the highest
resistance, when noise intensity changes from 3 ∗ 10−5 to
8 ∗ 10−3 the decrypted image has the most information of
an image, and PSNR is more than 22 dB. Therefore, the
proposed algorithm is robust to noise to a certain degree.

4.7.2 Data Loss Attack Analysis

The encryption algorithm needs to be able to resist the
data loss attack which means if there is a small loss of data
in the cipher image, the decrypted image must have most
information of the original image. In this paper, the en-
crypted Lena image loses each time 32x32, 64x64, 128x128
blocks in the positions of the upper left corner, the middle
part, and the bottom right corner. The decrypted images

Figure 8: : Decrypted images under different noise: (a)
7 ∗ 10−8 GS,(b) 4 ∗ 10−7 GS, (c) 8 ∗ 10−7 GS,(d) 5 ∗ 10−6

SN, (e) .5 ∗ 10−5 SN, (f) 2 ∗ 10−5 SN, (g) 3 ∗ 10−5 SPN,
(h) 8 ∗ 10−3 SPN, (i) 2 ∗ 10−2 SPN.

Table 7: PSNR (dB) values between decrypted images of
noisy cipher images and plain image

Noise type Noise intensity PSNR (dB)
GS 0.00000007 28.4610
GS 0.0000004 26.7559
GS 0.0000008 18.7691
SN 0.0000005 28.4522
SN 0.0000015 26.0495
SN 0.000002 19.8535
SPN 0.00003 28.3356
SPN 0.008 22.4118
SPN 0.02 19.2866
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are shown in Figure 9 and their PSNR is listed in Ta-
ble 8. From Figure 9 and Table 8, it can be seen that the
recovered images have important information about the
plain image. Therefore, the proposed image encryption
algorithm may resist some data loss attacks.

Table 8: PSNR of data loss with different sizes and posi-
tions

Size position Left upper Middle bottom right
32 x 32 26.8296 25.4114 24.4397
64 x 64 20.5066 19.1890 18.2623

128 x 128 14.6092 13.0023 12.0264

5 Conclusion

This paper introduced a new image encryption algorithm
based on advanced Hill cipher and 6D hyperchaotic sys-
tem. The use of the hyperchaotic system is to obtain
a better diffusion process while the advanced Hill cipher
is used to improve the security level of the cryptosystem
in the confusion process without losing the advantages
of the hyperchaotic systems. The main advantages of
the proposed algorithm are a high probability of resist-
ing a brute-force attack, high key sensitivity, the ability
to defend against a differential attack, adjacent pixel cor-
relation, and resisting robustness attack. Therefore, the
proposed encryption algorithm can achieve higher secu-
rity performance than several classical image encryption
algorithms.

Acknowledgments

This study was supported by the National Science Coun-
cil of Taiwan under grant NSC 95-2416-H-159-003. The
authors gratefully acknowledge the anonymous reviewers
for their valuable comments.

References

[1] H. Ali Pacha, N. Hadj Said, A. Ali Pacha, and
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Abstract

Aiming at problems that the existing location privacy pro-
tection methods for continuous query ignore the time dis-
tribution of semantic locations and the transfer of seman-
tic locations in the constructed dummy trajectory does
not conform to the mobility model, a semantic location
privacy protection method based on differential privacy
and temporal association under continuous query is pro-
posed. This method utilizes historical data to construct
a transfer probability matrix. It combines the differen-
tial privacy index mechanism to comprehensively evaluate
the transfer probability, query probability, and time cor-
relation between adjacent temporal semantic locations.
By selecting appropriate dummy semantic locations, a
dummy trajectory that conforms to the user’s mobility
model is constructed, achieving the goal of confusing the
user’s real trajectory while protecting the privacy of the
user’s location. Experimental results show that the pro-
posed algorithm enhances the degree of location privacy
protection and indiscernibility of time, improves the tra-
jectory semantic similarity, and effectively reduces the risk
of location privacy and trajectory disclosure in continu-
ous queries.

Keywords: Continuous Query; Differential Privacy;
Location-based Services; Privacy Preservation; Temporal
Association

1 Introduction

With the development of mobile location technology and
location-based services (LBS), people can obtain conve-
nient services by sharing location information [1, 9]. For
example, people can use Meituan to deliver food and
medicine by sharing location information. However, at-

tackers can collect and analyze the location information
shared by people, and then further infer their personal
information [17], such as home addresses, living habits,
religious beliefs, physical conditions, etc. Therefore, al-
though people obtain convenient services, it is particu-
larly important for them to effectively protect personal
privacy when sharing location information.

Many research works have been proposed to achieve
location privacy protection, including K anonymity [15],
dummy location [19], mixed zones [10] and encryp-
tion [14]. Among them, dummy location is a commonly
used location privacy protection method [2, 4, 6, 8, 11, 13,
16, 18, 20]. It refers to building a dummy location to re-
place the user’s location or establish an anonymous set
which contains multiple dummy locations and the user’s
location, so as to protect the user’s location. In the con-
tinuous query, the dummy trajectory is formed by the
dummy location constructed at each time, which can re-
duce the probability that the attacker identifies the user’s
trajectory.

Literature [2] proposed scheme to protect users’ real
location by carefully selecting a number of dummy lo-
cations based on users’ query probabilities. To solve the
system bottleneck caused by the single third-party trusted
server, literature [18] introduced multiple trusted anony-
mous servers to generate pseudonyms and then sent K
locations to different trusted anonymous servers to pro-
tect the location information and trajectory information
of each user. Literature [8] believed that the user’s mobil-
ity mode should be considered when generating dummy
trajectories, and proposed a trajectory privacy protec-
tion method based on gravity mobility mode. Litera-
ture [11] proposed a trusted third-party server caching-
based scheme to deal with the untrustworthy and inaccu-
rate issues of third-party servers. The scheme introduces a
dummy location generation technique that allows a query-
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ing user to generate a modified(or dummy) location based
on the proposed algorithm. In Literature [13], dummy lo-
cations are generated by determining transitional entropy
that considers the user’s current location and past loca-
tion. For semantic attack [15], literature [20] proposed
a spatiotemporal location privacy protection algorithm
based on semantic information. Based on the problem
that the semantic location transfer in the dummy trajec-
tory does not conform to the user’s mobility model, the
algorithm uses the location transfer probability to select
the dummy semantic location and construct the dummy
trajectory. Based on the user’s privacy requirement and
real-time location information, literature [16] exploited
greedy strategy to generate secure anonymous areas, to
calculate the intersection of anonymous user sets at dif-
ferent times and use a dynamic pseudonym mechanism to
update user’s identity information.

However, when selecting dummy semantic locations
to construct dummy trajectories to confuse the user’s
real trajectory, the above methods does not consider
the similarity of 24-hour access between dummy se-
mantic locations and the user’s real semantic location,
nor does it comprehensively consider the transition
probability and query probability between adjacent
times. As shown in Figure 1, it supposes Alice leaves
the company(A) at 17:00, meets her friends at the
cinema(N), and then returns home(M) after shopping
at the market(I). Therefore, Alice has a trajectory from
company(A)−>cinema(N)−>market(I)−>home(M)
and constructs a dummy trajectory from
bank(B)−>restaurant(C)−>park(O)−>hospital(K).
However, the opening time of Park(O) is 7:00-18:00,
and no one will be there at night. At the same time,
the attacker knows that the probability that the user
moves from Park(O) to Hospital(K) is 0 by analyzing
historical data. Besides, for the endpoint of these two
trajectories, namely hospital and home, although the
query probability is similar, there are more people in
the hospital during the day and more people at home
at night. The attacker can infer from the time that
the trajectory containing home(M) is more likely to
be real, thus inferring that the trajectory from the
bank(B)−>restaurant(C)−>park(O)−>hospital(K) is a
dummy trajectory. Therefore, attackers can easily obtain
Alice’s trajectory.

To address the above problem, this paper proposes a se-
mantic location privacy protection algorithm based on dif-
ferential privacy and temporal association under continu-
ous query, which can better protect user’s location privacy
and trajectory privacy by selecting the best dummy se-
mantic location to construct a dummy trajectory. Specif-
ically, the contribution of this paper mainly includes two
aspects:

1) We use the differential privacy index mechanism to
comprehensively evaluate the transition probability,
query probability, and temporal association between
semantic locations.

Figure 1: Motivation

2) We simulate our algorithm based on the real map
and point of interest(POI) of California, compare it
with other algorithms, and validate the efficacy of
our algorithm.

The rest of this paper is organized as follows. In Sec-
tion 2, we give the systematic framework and some basic
definitions. The details of the algorithm and experimental
analysis are presented in Section 3 and Section 4 respec-
tively. Finally, we conclude our paper in Section 5.

2 Preliminaries

2.1 Related Definition

Definition 1. (Query Request.) The query request is the
content submitted by the user to the LBS server, recorded
as req = {id, loc, t, content,K}. id is the user’s identity,
loc represents the semantic location, t represents the query
time, content represents the query content, and K repre-
sents the minimum number of dummy semantic location
set.

Definition 2. (Semantic Location.) loc =
{(x, y), type, Vloc} denotes the semantic location, where
(x, y) is the coordinate of the semantic location and
type is the type of the semantic location. The type
of semantic location is divided into n types in total,
and TP = {type1, type2, ..., typen} is the set of all
semantic location types. Vloc represents the set of
access in each hour of the day. In addition, N tn

loc in
Vloc =

{
N t1

loc, N
t2
loc, ..., N

tn
loc, ...N

t24
loc

}
represents the number

of access at the semantic location in time tn.

Definition 3. (Anonymous Semantic Location Set
(AS).) The anonymous semantic location set is a
set that contains the user’s semantic location and
meets the privacy requirements, recorded as AS =
{locreal, loc1, ..., loci, ...locK−1} , where locreal represents
the user’s semantic location, and loci represents the i-th
dummy semantic location.

Definition 4. (Trajectory.) Trajectory is a set of or-
dered semantic locations where the user continuously
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sends query requests for a period of time, recorded as
tr = {(loc1, t1), (loc2, t2), ...(loci, ti), ..., (locn, tn)}, where
tr[i] represents the semantic location of the user at time
ti, and t1 < t2 < ... < ti < ... < tn.

Definition 5. (Cosine Similarity between Semantic Lo-
cations.) If the two semantic locations are recorded as
loc1 and loc2 respectively, Vloci and Vlocj will represent
the number of access of loc1 and loc2 at different times
respectively. The cosine similarity between semantic loca-
tions is formalized as:

sim(loc1, loc2) =
∑n

i=1 N
ti
loc1

×N
ti
loc2√∑n

i=1(N
ti
loc1

)2×
√∑n

i=1(N
ti
loc2

)2
,

N ti
loc1
∈ Vloc1 , N

ti
loc2
∈ Vloc2 .

(1)

Definition 6. (Transition Probability Matrix (TMP).)
We model the user mobility as a Markov chain of order 1
on the set of semantic locations. So, the mobility model
of a given user u is a transition probability matrix of the
Markov chain. Let p(u) is a transition probability ma-
trix of user u. The transition probability matrix p(u) is
formalized as:

p(u) = (p(xt = loc1|xt−1), p(xt = loc2|xt−1), ..., p(xt = locn|xt−1)), (2)

where loci is the actual semantic location, n denotes
the number of semantic locations, and

∑n
i=1 p(x

t =
loci|xt−1) = 1.

2.2 System Model

As shown in Figure 2, this paper adopts a central anony-
mous server architecture, which is composed of the user,
an anonymous server, and a LBS service provider. Since
the anonymous server is completely trusted, there is no
privacy disclosure risk at the LBS service provider. The
main workflow is as follows:

1) The anonymous server stores the city map, semantic
location database, and transition probability matrix;

2) The user sends a query request to the anonymous
server. After receiving the request, the anonymous
server constructs an anonymous set according to the
user’s privacy requirement and the dummy seman-
tic location selection algorithm to ensure that the
anonymous set at adjacent times meets temporal as-
sociation.

3) The LBS provider queries and returns all candidate
results to the anonymous server;

4) The anonymous server filters the candidate results,
and then sends the accurate results to the user.

Historical trajectory 

database

Semantic Location Database

Transition 

Probability 

Matrix

Cosine Similarity between 

Semantic Locations

Dummy Location Selection 

Algorithm

Candidate Result 

Filtering Module

Query Request

Query Results

Candidate Result 

Set

Anonymous Query 

Request

USER

Anonymous Server

LBS

Figure 2: Server Architecture

3 Differential Privacy and Tem-
poral Association Semantic Lo-
cation Privacy Protection Algo-
rithm

The algorithm first constructs a candidate dummy se-
mantic location set(CDSL) based on 2K − 2 semantic
locations nearest to the user’s semantic location at the
current time. How to select K − 1 dummy semantic lo-
cations in CDSL is very important. Therefore, our algo-
rithm evaluates each semantic location in CDSL by using
the differential privacy index mechanism and evaluation
function. Q(locti) is the product of the cosine similarity
between locti in CDSL and the user’s semantic location
loctreal , the query probability of locti, and the probability
that the corresponding semantic location loct−1

j in ASt−1

moves to locti. The formula is:

Q(locti) = sim(loctreal, loc
t
i)× p(locti)× p(locti|loc

t−1
j ),

locti ∈ CDSL, loct−1
j ∈ ASt−1.

(3)

After getting the score of each candidate semantic loca-
tion in CDSL from Equation (3), it is necessary to cal-
culate the weight W (locti) of each semantic location in
CDSL according to the index mechanism, and rearrange
CDSL from high to low. The formula is:

W (locti) = exp(
ϵ×Q(locti)
2×∆Q ), (4)

ϵ represents the privacy budget, and ∆Q represents the
sensitivity of the evaluation function, which is the max-
imum value of the difference between Q(loctreal) and all
semantic location scores in CDSL. The formula is:

∆Q = max||Q(loctreal −Q(locti)||1, locti ∈ CDSL. (5)

Algorithm 1 illustrates the details for dummy semantic
location selection. The specific steps are as follows:

1) Initialize the input parameters;
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2) Find the nearest 2K−2 semantic locations according
to the user’s semantic location, which is recorded as
CDSL;

3) Determine whether the user is the first one to submit
a query request. If it is, according to the query prob-
ability and cosine similarity between semantic loca-
tions, the best K − 1 semantic location is selected in
CDSL, otherwise, to execute Step 4);

4) The best dummy semantic location at the current
time is selected according to the transition probabil-
ity, query probability and cosine similarity of each
semantic location in ASt−1 moving to the candidate
semantic location in CDSL at the previous time and
finally add them to ASt;

5) Add the dummy semantic location set ASt to the
trajectory set(TS), and return to ASt.

Algorithm 1 Differential Privacy and Temporal As-
sociation Semantic Location Privacy Protection Algo-
rithm(DPTASP)

Input: semantic location of time t, privacy requirement
req, city mapmap, privacy budget ϵ,transition probability
matrix TMP ,trajectory set TS
Output:ASt

1: ASt ← ∅
2: ASt ← ASt

⋃
loctreal

3: According to loctreal , the nearest 2K-2 semantic loca-
tions are constructed as candidate dummy semantic
location set CDSL

4: if u is the first query then
5: for each locti in CDSL do
6: Q(locti) = sim(loctreal, loc

t
i)× P (locti)

7: W (locti) = exp(
ϵ×Q(locti)
2×∆Q )

8: descend sorted CDSL by W (locti)
9: end for

10: else
11: ASt−1 = TS.get(t− 1)
12: for each loct−1

j in ASt−1 do

13: for each locti in CDSL do
14: Q(locti) = sim(loctreal, loc

t
i) × P (locti) ×

P (locti|loc
t−1
j )

15: W (locti) = exp(
ϵ×Q(locti)
2×∆Q )

16: descend sorted CDSL by W (locti)
17: end for
18: ASt ← ASt

⋃
CDSL.get(0)

19: CDSL.remove(0)
20: end for
21: end if
22: TS.add(ASt)
23: return ASt

4 Experiment and Analysis

4.1 Experiment Data Sets and Parameter
Settings

The experiment compares and evaluates our algorithm,
DPTASP, with SCLPP proposed in [20], DPSPP pro-
posed in [16] and TTcloak proposed in [12] from the as-
pects of location entropy, cosine similarity, trajectory sim-
ilarity, location privacy level, and scalability. The experi-
mental environment is AMD A10-5750M CPU @2.5 GHz;
12GB RAM. The operating system is Microsoft Windows
7 Professional, and the algorithm is developed in Java
based on MyEclipse.

The experimental data is based on the California map,
which includes 20934 POIs(semantic locations) [7]. In
addition, 778364 records are extracted from Gowalla ac-
cording to the longitude and latitude of California [5], and
the historical check-in data of each semantic location is
constructed. There are 10000 uniform distribution users
obtained from Brinkhoff based network mobile object gen-
erator [3] by introducing the highway network of Califor-
nia city into Brinkhoff generator. Each user contains 10
snapshot locations. For the convenience of calculation,
the privacy budget ϵ is 1, and semantic location types
are as office, travel, park, entertainment, school, hospital,
and others respectively. All experimental parameters are
shown in Table 1.

4.2 Analysis of Experimental Results

(1) Location entropy. This measures the uncertainty
of the real semantic location. The higher the location en-
tropy, the higher the degree of privacy protection, and vice
versa. The calculation formula of location entropy is as
follows: H = −

∑n
i=1 qi× log2qi . Among them, qi means

normalizing the historical query probability of each se-
mantic location, namely qi =

pi∑n
i=1 pi

. Figure 3 compares

the effect of K value on location entropy. As shown in
Figure 3, with the increase of K, the curve of location en-
tropy shows a slow upward trend, and our algorithm has
achieved the best effect after K > 20. The reason for this
phenomenon is that our algorithm considers the query
probability of semantic location, so that it reduces the
degree of difference in query probability between different
semantic locations. Since SCLPP considers the transition
probability of adjacent time, its location entropy is simi-
lar to ours. Since DPSPP and TTcloak randomly select
dummy semantic locations, location entropy is lower than
other algorithms.

(2) Cosine similarity. It refers to the similarity of users’
access at different times between semantic locations. The
higher the similarity, the higher the degree of protection.
Figure 4 compares the effect of K value on cosine simi-
larity. As shown in Figure 4, with the increase of K, our
scheme achieves the highest cosine similarity compared
with the other three algorithms. The main reason for
this phenomenon is that compared with the other three
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Table 1: Parameter Settings.

Parameters Default values Range
The number of users 10000

K 30 [10,60]
The number of semantic locations 15000 [7500,17500]

Times 10
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Figure 3: location entropy
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Figure 4: cosine similarity

algorithms, our algorithm selects the dummy semantic lo-
cation based on users’ access at different times, which im-
proves the cosine similarity of dummy semantic locations
near the request location. It is difficult for the attacker to
distinguish the dummy semantic location from the tem-
poral association. However, the other three algorithms do
not consider this factor.

(3)Trajectory similarity. This measures the cosine sim-
ilarity of the number of semantic locations of each type
in the two trajectories. The formula is:

cos(tr1, tr2) =

∑
type∈TP

(count(trtype
1 )×count(trtype

2 ))√ ∑
type∈TP

(count(trtype
1 )2×

√ ∑
type∈TP

(count(trtype
2 ))2

. (6)

The higher the cosine similarity, the smaller the differ-
ence between the two trajectories, and the more similar
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Figure 5: trajectory similarity

the trajectories. Figure 5 compares the influence of K
value on trajectory similarity. As shown in Figure 5, our
algorithm achieved higher trajectory similarity than the
other three algorithms, especially in the case of increased
K value. With the increase of K, our dummy seman-
tic location select method based on query probability and
temporal association can select the same semantic loca-
tion type each time and achieve better results than oth-
ers. Since SCLPP only considers the user’s mobile pattern
but does not fully consider the temporal association, so
its trajectory similarity is lower than ours. As DPSPP,
considering semantic security, selects dummy semantic lo-
cations of different types as far as possible, its results are
the worst. Since TTcloak does not consider the type of se-
mantic location, and randomly selects a dummy semantic
location, its changes are significant.

(4)Location privacy level(LPL). It refers to measure
the ability of the adversary to reduce the level of privacy.
We assume that the LBS server uses the background infor-
mation to exclude some dummy semantic locations. The
LPL can be defined as follows: LPL = ln(size(ASr)),
where ASr is the set of locations that remain out of AS
after excluding the locations that do not contain the tar-
get user. It is worth noting that LPL metric can be used
to quantify the impact on the privacy level of any attack
that aims at reducing the anonymity set by excluding
some dummy semantic locations, such as the query prob-
ability and transition probability are equal to 0, or cosine
similarity is less than 0.3. Figure 6 compares the influ-
ence of K value on LPL. With the increase of K, the
LPL of all the algorithms presents an upward trend, and
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Figure 6: location privacy level

our scheme achieves the highest LPL compared with the
other three algorithms. The main reason for this phe-
nomenon is that our algorithm not only adopts the loca-
tion select method based on user’s mobile pattern, which
improves the correlation between adjacent locations, but
also improves the quality of dummy semantic location se-
lection by combining the differential privacy index mech-
anism with query probability and cosine similarity. Since
SCLPP considers the user’s mobile pattern, good results
are obtained. Since DPSPP and TTcloak do not consider
both the user’s mobile pattern and cosine similarity, it
has lower LPL than SCLPP and DPTASP.

(5) Scalability. This measures the effectiveness and
efficiency performances about the increasing number of
semantic locations. Figure 7 shows the average location
entropy, average cosine similarity, average trajectory sim-
ilarity, and average location privacy level with respect to
varying number of semantic locations from 7500 to 17500.
In these tests, the value of K is set as 30. As show in Fig-
ure 7, with the number of semantic locations increases,
our algorithm achieves the best effect. As the scale of se-
mantic locations increases, the probability of selecting the
same type of semantic location increases, which improves
trajectory similarity. Meanwhile, due to the dispersion of
historical query data, the location entropy, location pri-
vacy level, and cosine similarity decrease. However, in
this case, our algorithm obtains better results than the
other three algorithms because of selecting the dummy
semantic location by combining differential privacy index
mechanism with transition probability, query probability,
and cosine similarity.

5 Conclusions

Since the transition probability between semantic loca-
tions at adjacent times and the temporal correlation be-
tween semantic locations are not fully considered when
constructing dummy trajectories in the continuous query
scenario, we propose a semantic location privacy protec-
tion algorithm based on differential privacy, and tempo-
ral correlation under continuous query. The algorithm
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Figure 7: Scalability
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uses first-order Markov to construct the semantic location
transition probability matrix, comprehensively evaluates
the transition probability, query probability and cosine
similarity between semantic locations at adjacent times
according to the differential privacy index mechanism, se-
lects the optimal dummy semantic location, constructs a
dummy trajectory that conforms to the mobile model, im-
proves the similarity between the true trajectory and the
dummy trajectory, and enhances the privacy protection
of semantic locations.

Acknowledgments

This paper is supported by the Anhui Quality Engineer-
ing through project 2019DSGZS42, and Anhui Natural
Science Foundation through project 2022AH052367.

References

[1] H. Alamleh and A. A. AlQahtani, “Architecture
for continuous authentication in location-based ser-
vices,” in International Conference on Innovation
and Intelligence for Informatics, Computing and
Technologies (3ICT), Sakheer, Bahrain, December
2020, pp. 1–4.

[2] M. Alotaibi, M. I. Ibrahem, W. Alasmary et al.,
“Ubls: User-based location selection scheme for pre-
serving location privacy,” in IEEE International
Conference on Communications Workshops (ICC
Workshops), Montreal, QC, Canada, July 2021, pp.
1–6.

[3] T. Brinkhoff, “A framework for generating network-
based moving objects,” Geoinformatica, vol. 6, no. 2,
p. 153–180, 2002.

[4] Y. C. Chen, W. L. Wang, M. S. Hwang, “RFID au-
thentication protocol for anti-counterfeiting and pri-
vacy protection”, in The 9th International Confer-
ence on Advanced Communication Technology, pp.
255-259, 2007.

[5] Gowalla, SNAP: Network Datasets, Aug. 15, 2023.
(http://snap.stanford.edu/data/loc-gowalla.html)

[6] C. T. Li, M. S. Hwang, Y. P. Chu, “Further improve-
ment on a novel privacy preserving authentication
and access control scheme for pervasive computing
environments”, Computer Communications, vol. 31,
no. 18, pp. 4255–4258, Dec. 2008.

[7] R. Liu, K. Zuo, Y. Wang et al., “Location privacy-
preserving method based on degree of semantic dis-
tribution similarity,” in International Conference of
Pioneering Computer Scientists, Engineers and Ed-
ucators, Taiyuan, China, September 2020, pp. 118–
129.

[8] X. Liu, J. Chen, X. Xia et al., “Dummy-based tra-
jectory privacy protection against exposure location
attacks,” in International Conference on Web Infor-
mation Systems and Applications, Qingdao, China,
September 2019, pp. 368–381.

[9] D. Lu, Q. Han, and K. Zhang, “A novel method for
location privacy protection in lbs applications,” Se-
curity and Communication Networks, pp. 1–11, 2019.

[10] I. Memon, H. Memon, and Q. A. Arain, “Pseudonym
changing strategy with mix zones based authentica-
tion protocol for location privacy in road networks,”
Wireless Personal Communications, vol. 116, no. 4,
pp. 3309–3329, 2021.

[11] N. Nisha, I. Natgunanathan, S. Gao et al., “A novel
privacy protection scheme for location-based services
using collaborative caching,” Computer Networks,
vol. 213, p. 109107, 2022.

[12] B. Niu, X. Zhu, W. Li et al., “A personalized two-
tier cloaking scheme for privacy-aware location-based
services,” in International conference on computing,
networking and communications (ICNC), IEEE, pp.
94–98, 2015.

[13] S. Shaham, M. Ding, B. Liu et al., “Privacy preser-
vation in location-based services: A novel metric and
attack model,” IEEE Transactions on Mobile Com-
puting, vol. 20, no. 10, pp. 3006–3019, 2020.

[14] Z. Tan, C. Wang, C. Yan et al., “Protecting privacy
of location-based services in road networks,” IEEE
Transactions on Intelligent Transportation Systems,
vol. 22, no. 10, pp. 6435–6448, 2020.

[15] Z. Tu, K. Zhao, F. Xu et al., “Protecting trajec-
tory from semantic attack considering k-anonymity,
l-diversity, and t-closeness,” IEEE Transactions on
Network and Service Management, vol. 16, no. 1, pp.
264–278, 2018.

[16] Y. Wang, K. Zuo, R. Liu et al., “Dynamic pseudonym
semantic-location privacy protection based on con-
tinuous query for road network,” International Jour-
nal of Network Security, vol. 23, no. 4, pp. 642–649,
2019.

[17] V. K. Yadav, S. Verma, and S. Venkatesan, “Link-
able privacy-preserving scheme for location-based
services,” IEEE Transactions on Intelligent Trans-
portation Systems, vol. 23, no. 7, pp. 7998–8012,
2021.

[18] S. Zhang, X. Mao, K.-K. R. Choo et al., “A tra-
jectory privacy-preserving scheme based on a dual-k
mechanism for continuous location-based services,”
Information Sciences, vol. 527, pp. 406–419, 2020.

[19] Z. Zheng, Z. Li, H. Jiang et al., “Semantic-aware
privacy-preserving online location trajectory data
sharing,” IEEE Transactions on Information Foren-
sics and Security, vol. 17, pp. 2256–2271, 2022.

[20] K. Zuo, R. Liu et al., “Method for the protection
of spatiotemporal correlation location privacy with
semantic information,” Journal of Xidian University,
vol. 49, no. 1, pp. 67–77(in Chinese), 2022.

Biography

Yonglu Wang He was born in 1992. He is an assistant
teacher at Anhui Technical College of Mechanical and
Electrical Engineering. His major research fields include

http://snap.stanford.edu/data/loc-gowalla.html


International Journal of Network Security, Vol.25, No.5, PP.841-848, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).14) 848

data security and privacy preservation.

Kaizhong Zuo He was born in 1974. He is a professor
and a supervisor of Master’s student at Anhui Normal
University. His major research fields include data security
and privacy preservation.

Tao Pan He was born in 1986. He is a lecturer at Anhui
Technical College of Mechanical and Electrical Engi-

neering. His major research fields include information
security and RFID technology.

Zhongchun Huang He was born in 1980. He is an
associate professor at Anhui Technical College of Me-
chanical and Electrical Engineering. His major research
fields include information security and cloud computing.



International Journal of Network Security, Vol.25, No.5, PP.849-858, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).15) 849

Privacy-Preserving Vehicular Cloud Computing
Based on Blockchain and Decentralized Identifier

Zaishuang Liu1, Xiaoxu Ma1, Jian Bai1, Min Xiao2, and Fei Tang2

(Corresponding author: Min Xiao)

China Electronics Technology Cyber Security Co., Ltd.1

Chengdu 610041, China

School of Cyber Security and Information Law, Chongqing University of Posts and Telecommunications2

Chongqing 400065, China

Email: xiaomin@cqupt.edu.cn

(Received Dec. 12, 2022; Revised and Accepted Aug. 5, 2023; First Online Aug. 25, 2023)

Abstract

Vehicular cloud computing (VCC) combines vehicular ad
hoc networks (VANET) and cloud computing to effec-
tively utilize vehicle computing and storage resources and
meet the needs of VANET services. However, the pri-
vacy protection of vehicle users and cloud computing se-
curity are challenges in VCC. This paper presents a VCC
scheme with privacy protection and strong security. First,
a blockchain-based decentralized identifier (DID) model
is proposed for VANET, in which vehicles can create as
many DIDs and public/private key pairs locally as possi-
ble to protect the privacy of vehicle users and ensure the
security of all interactions in VCC. Then, for each vehi-
cle DID, a vehicle management department can create an
anonymous resource verifiable certificate (ARVC) in ad-
vance to qualify the vehicle for VCC and thus prevent re-
source information forgery in VCC. Lastly, an anonymous
and dynamic group key negotiation protocol is designed
to achieve secure and dynamic vehicular cloud manage-
ment. The security analysis demonstrates the proposed
scheme can meet the security and privacy requirements
of VCC, and the performance analysis and simulation re-
sults verify the feasibility of this scheme.

Keywords: Blockchain; Decentralized Identifier; Privacy-
preserving; Vehicular Cloud Computing

1 Introduction

Intelligent transportation systems are designed to pro-
vide innovative applications and services relating to traffic
management, as well as to facilitate the access to informa-
tion for other systems and users. The compelling moti-
vation for employing underutilized onboard resources for
transportation systems and the advancements in manage-
ment technology for cloud computing resources has pro-
moted the concept of vehicular cloud (VC) [2,6–8,25,26].

NIST [29] defines cloud computing (CC) as a model for
enabling ubiquitous, convenient, on-demand network ac-
cess to a shared pool of configurable computing resources,
such as networks, servers, storage, applications, and ser-
vices, which can be rapidly provisioned and released with
minimal management effort or service provider interac-
tion [25, 26]. The MCC forum [28] defines mobile cloud
computing (MCC) as an infrastructure in which mobile
devices do not process data or store data within them,
and the stress on data storage and burden on computing
power are transferred from mobile devices to the Cloud.
The vehicular cloud computing (VCC) combines vehicu-
lar ad hoc networks (VANET) and cloud computing tech-
nology and aggregates underutilized vehicle resources to
form a temporary cloud that dynamically allocates avail-
able resources to authorized vehicles. Therefore, VCC
works in the opposite direction of the MCC paradigm
and allows underutilized or available vehicle resources to
be harvested. A detailed comparison between CC, MCC
and VCC can be found in [2]. After Olariu et al. [30] first
put forward the concept of the VC, a lot of research has
focused on the VC architecture and security [17]- [19]. In
VCC, the malicious vehicles may falsely report their re-
sources or disguise themselves [27] to attack against the
privacy of VC. Nkenyereye et al. [19] proposed a security
protocol for VCC traffic data transmission and analysis,
which enables anonymous vehicle authentication through
pseudonym technology and identity based encryption al-
gorithm. Limbasiya et al. [21] proposed a secure and ef-
ficient VC-based information search system that can se-
curely store and retrieve data from VC, as well as perform
reliable data transmission between different entities. Shao
et al. [33] used the bilinear pairing based cryptography al-
gorithm to outsource data computing to VC, thus reduc-
ing the computing task of vehicles. They also presented
new challenges for security and privacy of VCC, but no so-
lutions. Zhang et al. [45] proposed a VC creation and data
transfer communication scheme with security and privacy
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protection, and this scheme uses a pseudonym technology
and a dynamic identity-based asymmetric group key pro-
tocol to construct a VC, where vehicles can anonymously
collect and share resources and messages. However, each
vehicle needs to regularly maintain the local key param-
eter list for the group key update and the calculation of
the group public and private key is based on the bilin-
ear pair operation, thus its calculation cost is high. In
addition, the reliance on tamper-proof devices is also vul-
nerable to side channel attacks. Limbasiya [22] proposed
a light-weight V2V communication scheme without using
tamper-proof devices, which can prevent attacks like tam-
pering, replay, simulation, password guessing, and so on.
Based on this result, they proposed a VC scheme support-
ing batch message validation and solving the computing
limitations of on-board unit (OBU) [23]. However, the
scheme cannot resist session key leakage and counterfeit-
ing, and cannot provide secure mutual authentication and
privacy protection. Zhang [44] proposed a VC communi-
cation protocol, where a task manager selects a leader
vehicle and other VC members to construct VC, and is-
sues the public private key pair to the leader and all VC
members. The leader vehicle issues a task through the
group signature, and the VC members verify the signa-
ture and determine whether to receive the task. However,
this protocol does not encrypt messages, which is easy
to be eavesdropped, and the task manager would be the
bottleneck of this system. Similarly, Cui [13] proposed a
centralized VC certification protocol with delay problem,
where legitimate vehicles can be certified through the ser-
vice provider. Jiang et al. [18] proposed a batch authenti-
cation and key negotiation framework for VC. A authen-
tication token is issued to an vehicle after this vehicle is
successfully authenticated based on its key by the service
provider, then the vehicle uses the token to request ser-
vices from a VC. However, there is the token forgery risk.
Li et al. [20] designed an effective and secure key manage-
ment protocol for autonomous VC message transmission
to achieve messages authentication and confidentiality.

The VC is used for localization processing and con-
sumption of traffic sensing data to achieve highly timely
intelligent traffic management. Therefore, the centralized
structure is not suitable for VC, because it is difficult to
meet the requirements of high timeliness. More impor-
tantly, the VC has typical self-organization characteris-
tics, so a trust mechanism between vehicles is required
to ensure the correctness and effectiveness of VC behav-
ior. However, the existing studies have not considered the
trust problem, and the vehicle re-sources are not verified
and the vehicle behaviors are not audited, which cannot
prevent malicious vehicles from falsely reporting the re-
sources, disrupting the VCC environment and reducing
the efficiency.

In this paper, we present a secure and efficient VCC
scheme, where a blockchain supporting decentralized
identifier (DID) is introduced as a trust infrastructure and
VC information sharing plat-form to authenticate vehicle
resources in VC and publish VC information. Meanwhile,

an anonymous dynamic group key negotiation protocol is
also proposed to ensure the security and privacy of VC.

2 Preliminaries

2.1 Blockchain Based DID

Blockchain technology relies on distributed ledger, con-
sensus mechanism and digital signature technologies to
ensure the security, traceability and privacy protection
of the transaction process in distributed scenarios, and
can effectively solve the technical bottleneck of traditional
centralized methods [9–12, 24, 32]. Blockchain does not
rely on consortia or governments to be a cryptographic
root of trust, but uses a consensus algorithm to achieve de-
centralized trust. In recent years, it has been widely used
in diverse areas, including finance [1], electronic health
records [38], internet of things [15], smart grid [39], and
so on.

A blockchain is ideal to serve as a decentralized iden-
tifier [43], and it also is a useful tool for protect data
security and users’ privacy [37]. With the development of
information technology, traditional identity management
has evolved from isolated, centralized, federated, user cen-
tric and then to decentralized self-sovereign identity (SSI)
model. The SSI is owned and controlled by a user without
the need to rely on any external administrative authority
and without the possibility that this identity can be taken
away [14].

At present, the World Wide Web Consortium (W3C)
has released two standards closely related SSI, verifiable
credential [35] and decentralized identifier (DID) [36]. A
verifiable credential can represent all of the same informa-
tion that a physical credential represents and is a tamper-
evident credential that has authorship that can be cryp-
tographically verified. A verifiable credential is a set of
one or more verifiable claims made by an issuer. A claim
is an assertion made about a subject, and the verifiable
claim employs cryptography to enable tamper-proof and
digitally signed claims. The verifiable claim is a standard
way of defining, exchanging, and verifying digital creden-
tials and usually require three parties: the claim owner,
the claim verifier and the claim issuer. The strength of
the claim depends on the degree of trust the verifier has
in the issuer. DID is a new type of identifier that enables
verifiable, decentralized digital identity. DID enables in-
dividuals and organizations to generate our own identi-
fiers using systems we trust, and to prove control of those
identifiers using cryptographic proofs (for example, digital
signatures). Because we control the generation and asser-
tion of these identifiers, each of us can have as many DIDs
as we need to respect our desired separation of identities,
personas, and contexts. Each DID is associated with a
public and private key pair and DID document, which can
express cryptographic material, verification methods, or
services and provide a set of mechanisms enabling a DID
controller to prove control of the DID. In the blockchain
based solution, a DID can be the address of a public key
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and is stored on a blockchain along with a DID document
containing the public key for the DID. The identity owner
controls the DID document by controlling the associated
private key.

2.2 Burmester et al.’s Group Key Nego-
tiation Protocol

In [3], Burmester et al. presented a group key negotiation
protocol with a cyclic network structure, and a specific
description of the protocol is given below.

The system chooses a prime p and an element α ∈
Zp with prime order q to make the Computational
Diffie-Hellman (CDH) problem difficult, that is, given
p, q, α, αa, αb, computing αab mod p is hard, where a, b ∈
Zq.

Let {ui|i = 1, 2, ..., n} be a dynamic set of users who
want to generate a common key. The indices are taken in
a cycle: so un+1 is u1, and u0 is un.

Step 1. Each ui, i ∈ [1, n] selects ri ∈ Zq , and then
computes and broadcasts zi ≡ αri (mod p).

Step 2. Each ui, i ∈ [1, n] checks (zj)
q ≡ 1 (mod p), j =

1, 2, ..., n, then computes and broadcasts Xi ≡
(Zi+1

Zi−1
)ri (mod p) ≡ αri+1ri−riri−1 (mod p).

Step 3. Each ui, i ∈ [1, n] computes the group key as
follows:
Ki = (Zi−1)

nri · Xn−1
i · Xn−2

i+1 ...Xi−2 (mod p) =
αr1r2+r2r3+...+rnr1 (mod p).

The group key K = K1 = K2 = ... = Kn.
It is clear that the above protocol is vulnerable to man-

in-the-middle attack, and a secure message authentication
mechanism is needed to resist this attack.

3 System and Security Models

3.1 System Model

As shown in Figure 1, there are three types of entities, two
types of networks and many vehicle clouds (VCs). These
entities include department of motor vehicle (DMV), road
side unit (RSU) and vehicle. The two types of networks
are VANETs and blockchain network with DID (here In-
ternet is not considered separately). Note that in a ac-
tual system, there may be central clouds and other edge
computing entities, which are not included in this system
because they will not directly affect our scheme.

DMV. A DMV is response for the management of vehi-
cles within its jurisdiction, includes the vehicle reg-
istration, anonymous resource verifiable certificate
(ARVC) distribution and management and malicious
vehicle tracking.

RSU. A RSU communicates directly with vehicles within
its range through dedicated short-range communica-
tions (DSRC) to collect the VC information and pub-
lish these information to the blockchain.

Figure 1: System model

Vehicle. Each vehicle has a certain resources, such as
communication, computing, storage, and sensors,
and needs to share information and resources with
each other through VC technology.

VC. A VC is a self-organizing vehicle group that run
a group key agreement protocol to share key, then
share resources and information.

Blockchain with DID. Each entity in this system is a
node of the blockchain, where RSUs are full nodes
that run consensus algorithm and are responsible for
maintenance of the blockchain, and the other enti-
ties are light nodes that do not participate in con-
sensus and can access data on the blockchain. The
blockchain with DID refers to a blockchain support-
ing decentralized identifier. In such system, each
node generates many DIDs to protect users’ privacy
and ensure the communication security. A DID is
associated with a public/private key pair and can be
the blockchain address of its public key and is anony-
mous. The ARVC distributed by DMV is signed by
the private key of its DID and can be verified by the
corresponding public key.

3.2 Security and Privacy Requirements

The security assumptions in the proposed scheme are as
follows. First of all, we assume that the DMVs are com-
pletely trusted. Then, the vehicles are not trusted. The
vehicles may send false information or implement active
attacks such as counterfeiting, forgery, or tampering. In
particular, it is assumed that the member vehicles partic-
ipating in the vehicle cloud computing (VCC) are semi-
trusted and can guarantee the confidentiality of the nego-
tiated VCC key, but may forge false resource information,
send forged or false messages, or tamper with messages.
Next, the initiator of the VCC is semi-honest, and can
automatically maintain the VCC, for example, verify the
ARVC of each cloud member to ensure the legitimacy of
the cloud members and not broadcast false messages, but
it is curious about the real identities of the vehicle users.
Finally, RSUs are semi-honest and do not actively attack
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VCC, but may be vulnerable, thus threatening the secu-
rity and privacy of VCC.

In addition to the security of VCC process, it is also
necessary to meet the security and privacy requirements
in VANET [41,42]. The security and privacy requirements
are listed as follows.

Preventing resource information forgery. That
is to prevent the malicious vehicles from forging
their own resource information when joining VC to
disrupt the normal execution of VCC.

Preventing impersonation. That is to prevent the
malicious vehicles from impersonating legitimate
cloud members directly or by man-in-the- middle at-
tack, to obtain illegal profits or disrupt VCC.

Information source and integrity certification.
That is to ensure that the source of the message is
true and the message is not maliciously tampered
with.

Forward security. When a vehicle joins the VC, it can
not obtain the vehicle cloud key before.

Privacy. All vehicles and RSUs cannot confirm the true
identity of the message sender, and also cannot track
the vehicle location information by linking messages.

4 VC Construction

The VC construction process includes four stages: sys-
tem initialization, vehicle registration, VC key negotia-
tion, and VC information release.

4.1 System Initialization

All entities in this system are registered to the blockchain
with DID, and generate their own DIDs. According to
the standard from W3C, a specific DID is defined as a
string in the following form:

did : V C : unique identifier string

where did is a fixed URI scheme identifying the decentral-
ized identifiers, V C is the did-method in the vehicle cloud
environment, and unique identifier string is a unique
value that resolves a DID to the DID document and can
uniquely identify an entity.

A DID is associated with a public/private key pair
(pk, sk) and a DID document, and the private key sk
is securely kept by the DID owner. The DID is the
blockchain address of the public key pk. Both the DID
and pk are recorded in the corresponding DID document
and are published on the blockchain. The basic structure
of a DID document is shown in Table 1.

Generally speaking, the DIDs of DMV and RSU can
remain unchanged for a long time, while the DIDs of vehi-
cles need to be changed frequently to protect privacy. In

Table 1: The basic structure of a DID document

{
“id” : did : V C : unique identifier string
“controller” : did : V C : unique identifier string
“type” : the type of key pair (pk, sk)
“publicKey” : pk
}

addition, the DIDs of vehicles can provide the traceability
of malicious vehicles.

In addition, the cryptographic public parameters of
this system are chosen as follows: two random large prime
numbers p and q satisfying q|(p−1), a cycle group G with
order q, and a generator g of the group G.

4.2 Vehicle Registration

In order to achieve conditional privacy protection and ob-
tain ARVC, a vehicle needs to be registered to a DMV in
the jurisdiction when the vehicle wants to join VCC. The
registration process is as follows.

Registration request. A vehicle vi generates
multiple DIDs {DID1

vi , DID2
vi , ..., DIDni

vi }
and corresponding public/private key pairs
{(pk1vi , sk

1
vi), (pk

2
vi , sk

2
vi), ..., (pk

ni
vi , sk

ni
vi )} locally

(note that, pkjvi = gsk
j
vi ) and then sends a regis-

tration request message reqvi = EpkDMV
(DID1

vi ∥
DID2

vi ∥ ... ∥ DIDni
vi ∥ M ∥ t0 ∥ σ) to the DMV

in the jurisdiction, where M is the vehicle’s real
identity information (such as license, type and
configured resource, etc), t0 is the timestamp and
σ = {σ1, σ2, ..., σni

} is the signature sequence of the
request message content M ∥ t0 with the private
key sequence {sk1vi , sk

2
vi , ..., sk

ni
vi }, which proves the

vehicle vi is the owner of the identity sequence
{DID1

vi , DID2
vi , ..., DIDni

vi }. The request message is
encrypted with the public key pkDMV of the DMV,
which can be searched in the DMV’s DID document
on the blockchain.

ARVC creation. The DMV decrypts the request mes-
sage reqvi and verifies the real identity information
M of the vehicle vi. If successful, it then gen-
erates an anonymous resource certificate sequence
{ARV C1

vi , ARV C2
vi , ..., ARV Cni

vi } for the vehicle vi,
where the certificate ARV Cj

vi corresponds to the
identity DIDj

vi for j = 1, 2, ..., ni. Typically, an
ARVC is a triplet (metadata, claims, proofs), where
metadata includes certificate number, holder DID
(i.e., a DID DIDj

vi of the vehicle vi), issuer DID
(i.e., DMV’s DID), issue time, expiration time, etc,
claims are assertions about available resources of the
vehicle, such as computing, storage and network re-
sources, and proof is the signature of the issuer DMV
on the ARVC.
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Registration response. The DMV encrypts each
ARV Cj

vi with the public key pkjvi of the cor-
responding holder DID DIDj

vi , which can be
searched in the document of DIDj

vi on the
blockchain, and then sends the ciphertext sequence
of {ARV C1

vi , ARV C2
v2
, ..., ARV Cni

vi } to the vehicle
vi. The DMV also maintains a list of the relationship
between the real identity and DIDs, which is used to
track malicious vehicles.

4.3 Vehicle Cloud Key Negotiation

When establishing a VC, the vehicles that want to partic-
ipate in the VCC can negotiate the VC key through the
group key negotiation agreement to ensure the safety of
the VCC. The specific description is as follows.

VC construction initiation. Assume that the vehicle
V is the temporary VC initiator, it first selects a
DIDV and the corresponding ARV CV (note that,
without causing confusion, for the sake of brevity,
the superscripts of DIDV and its resource certifi-
cate ARV CV are omitted in the following descrip-
tion) and broadcasts a VC construction message
V Cconst = (V C requirments,ARV CV , σV ), where
V C requirments are the descriptions about resource
requirements and some constraints, such as the num-
ber of storage, computing, and sensing resources, the
maximum number of vehicles accepted, etc., ARV CV

is the resource certificate of the initiator V , and σV

is the signature on the broadcast message with the
private key skv of DIDV .

VC member selection. Each vehicle vi who receives
the broadcast message and wants to join VCC, uses
the public key pkDMV of the issuer DMV to ver-
ify the ARV CV , and uses the public key pkV of
the initiator V to verify σV (these public keys can
be searched in the corresponding DID documents
on the blockchain). If successful, the vehicle vi se-
lects a resource certificate ARV Cvi of DIDvi , gen-
erates a encrypted response message V Crespvi =
EpkV

(ARV Cvi , RSavaivi , σvi) and sends it to the ini-
tiator V, where RSavaivi refers to the available re-
sources that the vehicle vi can provide in VCC, σvi

is the signature on ARV Cvi and RSavai with the
private key skvi of DIDvi , which demonstrates that
the vehicle vi is the owner of ARV Cvi .

The initiator V decrypts and verifies all received re-
sponse messages. The each verification process val-
idates two signatures in the message V Crespvi =
EpkV

(ARV Cvi , σvi): one is the issuer’s signature in
ARV Cvi and the other is the vehicle’s signature σvi .
After that, the initiator V selects n member vehicles
(including itself) that have been verified successfully
and meet resource requirements to establish a VC
and numbers all the members in a cycle. That is,
the VC members numbered 1 to n are assumed to be
v1, v2, ..., vn, we have vn+1 is v1, and v0 is vn.

V Cmember = (DIDv1 , DIDv2 , ..., DIDvn , σ
∗
V ),

where DIDvi can be obtained from ARV Cvi and σ∗
V

is the signature of the initiator V on the member
message with the private key skv of DIDV .

VC key negotiation.

Firstly, each VC member vi, i ∈ [1, n]
randomly selects si ∈ Z⋆

q , computes
Di,i−1 = pksivi−1

, Di,i+1 = pksivi−1
and

generates two messages keynegi→i−1 =
Epkvi−1

(DIDvi , Di→i−1, σ
⋆
i→i−1),

keynegi→i+1 = Epki+1(DIDvi , Di→i+1, σ
⋆
i→i+1)

to send to vi−1 and vi+1, respectively, where
σ⋆
i→i−1 and σ⋆

i→i+1 are the signatures of the
member vi on the two messages with the private
key skvi of DIDvi .

Secondly, each VC member vi can re-
ceive the message keynegi+1→i =
Epkvi

(DIDvi+1
, Di+1→i, σ

∗
i+1→i) from the

member vi+1 and the message keynegi−1→i =
Epkvi

(DIDvi−1 , Di−1→i, σ
∗
i−1→i) from vi−1.

The member vi decrypts the message and
verifies the signatures σ∗

i+1→i and σ∗
i−1→i using

the public key pkvi+1
of DIDvi+1

and the
public key pkvi−1

of DIDvi−1
, respectively. If

successful, vi computes the VC key param-

eters Bi+1 = (Di+1→i)
sk(−1)vi = gSi+1 and

Bi−1 = (Di−1→i)
sk(−1)vi = gSi−1 , then broad-

casts Xi = (Bi+1/Bi−1)
Si = gSi(Si+1−Si−1).

Finally, each VC member vi can obtain the set
{X1, X2, ..., Xn} and computes the VC key by
the following equation.

Kvi = Bn
i−1si ·Xn−1

i ·Xn−2
i+1 ...Xi−2

= gSiSi+1+Si+1Si+2+...+Si−2Si−1

= gS1S2+S2S3+...+SnS1

(1)

VC key confirmation. The VC initiator V en-
crypts the VC member set V CmemberSet =
{DIDv1 , DIDv2 , ..., DIDvn} using the VC key
KV computed by the initiator V , signs the ci-
phertext using the private key skV of DIDV

and broadcasts the VC key confirmation message
V CkeyConf = (EKV

(V CmemberSet), σ⋆⋆
skV

).

Each VC member vi verifies the signature σ⋆⋆
skV

and
decrypts the EKV

(V CmemberSet) using the VC key
Kvi

, then compares the decryption result and the
member list in message V Cmember, if they are the
same, the two keys Kvi and KV are proved to be
equal. Subsequently, the member vi broadcasts a VC
key confirmation response message, which only con-
tains an expression of successful key agreement and
a signature of the member vi on the message.

If all members have sent the VC key confirmation
response messages, the VC key negotiation is suc-
cessful. That is, the VC key K = Kv1 = Kv2 = ... =
Kvn

.
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4.4 VC Information Release

After the VC key negotiation is successful, the VC initia-
tor V generates a description of the VC:

V Cdescrip = (V CmemberSet,RSavaiSet,
CreateT ime,EndT ime, Position, other),

where V CmemberSet gives the DIDs of all members and
reveals the available resource set in the VC, which is col-
lected according to the information in the VC member
selection phase.

The initiator V broadcasts the ciphertext
EK(V Cdescrip, σ̃V ) to all the VC members, where
σ̃V is the signature of the initiator V on V Cdescrip
with the private skV of DIDV . Each VC member
vi can decrypt the message using the VC key and
then uses the private key skvi of DIDvi to gener-
ate a signature σ̃vi on V Cdescrip and sends back
to the initiator V. The initiator V initiates a block-
chain transaction and releases the VC information
V Cinformation = (V Cdescrip, σ̃v1 , σ̃v2 , ..., σ̃vn) to the
blockchain.

5 VC Service Access

A user searches the VC information on the blockchain
and can send a VC access request to any VC member vi
in V CmemberSet, then the member vi can broadcast the
request message to the VC. The security of all communi-
cations between service providers and requesters can be
ensured by their DIDs and the corresponding key pairs. In
addition, the service records are released to the blockchain
for post-audit and the digital currency mechanism inher-
ent in the blockchain can provide incentives for VCC ecol-
ogy.

6 VC Dynamic Management

6.1 Joining VC

When a vehicle u outside of VC wants to join the VC, it
sends a request V Crespu = EpkV

(ARV Cu, RSavaiu, σu)
to the VC initiator V , then V performs the following ver-
ification:

� Verifies the resource certificate ARV Cu and the sig-
nature σu, if successful, numbers the vehicle u vn+1.

� Sends Xi, i ∈ [2, n] of the VC to the new member
vn+1.

� Broadcasts the new member message V Cmember =
(DIDv1 , DIDv2 , ..., DIDvn , DIDvn+1

, σ⋆
V ).

Next, all VC members update VC key by the following
steps:

� The new member vn+1 randomly selects Sn+1 ∈ Z⋆
q ,

computes Dn+1→1 = (pkv1)
S
n+1 and Dn+1→n =

(pkvn)
S
n+1, signs them using the private skvn+1

of
DIDvn+1

, and sends the messages keynegn+1→1 =
Epkv1

(DIDvn+1 , DIDn+1→1, σ
⋆
n+1→1)

and keynegn+1→n =
Epkvn

(DIDvn+1
, DIDn+1→n, σ

⋆
n+1→n) to the

member v1 and vn, respectively.

� The member v1 decrypts the message and ver-
ifies the signature σ⋆

n+1→n, computes Bn+1 =
(Dn+1,1)

skv1−1 = gSn+1 and broadcasts X ′
1 =

(B2/Bn+1)
S1 in VC. At the same time, The mem-

ber v1 also sends the message keyneg1→n+1 =
Epkvn+1

(DIDv1 , D1→n+1, σ
⋆
1→n+1) to the member

vn+1, where D1→n+1 = pkS1
vn+1

. In the same
way, the member vn verifies the signature σ⋆

n+1→n,

computes Bn+1 = (Dn+1→n)
sk−1

n = gSn+1 and
broadcasts X ′

n = (Bn+1/Bn−1)
Sn in VC. At the

same time, The member vn also sends the message
keynegn→n+1 = Epkvn+1

(DIDvn , Dn→n+1,σ⋆
n→n+1

)

to the member vn+1, where Dn→n+1 = pkSn
vn+1

.

� The member vn+1 decrypts the message and verifies
the signatures σ⋆

1→n+1 and σ⋆
n→n+1, computes B1 =

(D1→n+1)
skvn+1

−1 = gS1 , Bn = (Dn,n+1)
skvn+1

−1 =
gSn and broadcasts Xn+1 = (B1/Bn)

Sn+1 .

� After receiving X ′
1, X

′
n, X

′
n+1, each member vi in

VC updates the VC key according to the equation
and X ′

1, X2, X3, ..., X
′
n, Xn+1.

K ′
i = B

NSi
i−1 ·XN−1

i ·XN−2
i+1 ...Xi−2 (2)

� All members performs the VC key confirmation pro-
cess and obtains the new key of the VC Knew = K ′

i,
i ∈ [1, n + 1]. Now, the VC has n + 1 members
v1, v2, ..., vn, vn+1.

6.2 Exiting VC

When the member vj wants to exit the VC, the following
is done.

� vj broadcasts the exit request message ciphertext en-
crypted by the VC key K

EXITreqvj = EK(DIDvj , (pkvj+1
· pkvj−1

)Sj , σ̂vj )

to the VC, where σ̂vj is the signature of vj on the
request message.

� After receiving the message EXITreqvj , the mem-
ber vj+1 computes Dj+1→j−1 = (pkvj−1)

Sj+1 ,
signs Dj+1→j−1 using the private skvj+1 of
DIDvj+1

and sends the message keynegj+1→j−1 =
(DIDvj+1

, Dj+1→j−1, σ
⋆
j+1→j−1) to the member

vj−1.
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� The member vj−1 verifies the signature
σ⋆
j+1→ȷ−1, then computes and broadcasts

D = (Dj+1→j−1)
skj−1−1. Subsequently, all members

update their VC keys according to the equation.

Knew =
D

(pkvj+1
· pkvj−1

)Sj
Kold (3)

� All members perform the VC key confirmation
process. If successful, the initiator V releases
the new VC member message: V Cmember =
(DIDv1 , DIDv2 , ..., DIDvj−1

, DIDvj+1
, ..., DIDvn ,

σ⋆
V ).

7 Security and Performance Anal-
ysis

7.1 Security Analysis

The security of the above scheme includes the following 7
aspects.

The security of the VC key negotiation protocol.
The literature [3] has discussed the security of the
key negotiation protocol, and proved that the pro-
tocol is secure as long as the broadcast message in
the negotiation process is verified by using a secure
authentication method. This paper uses the digital
signature to authenticate the broadcast message.
As long as the signature algorithm is secure, the
authentication scheme is secure, so the VC key
negotiation process is secure.

Preventing resource information forgery. In the
proposed scheme, the management departments
DMVs issue the verifiable resource certificates
ARVCs for the vehicles participating in the VCC,
and any vehicle can verify the authenticity of
ARVCs, which can prevent malicious vehicles from
arbitrarily forging their own resource information to
disrupt the normal execution of the VCC or cheat.

Preventing impersonation. Preventing direct imper-
sonation. The polices that the attacker w directly
impersonates legitimate vehicle v may include imper-
sonating vehicle v to gain the qualification to partic-
ipate in the VCC in VC member selection phase or
impersonating legitimate vehicle v to participate in
VC key negotiation in the VC key negotiation phase.

In the proposed scheme, the legitimate vehicle v that
wants to join the VCC first needs to be registered
with the DMV with its real identity, and the content
of the registration request is signed by the vehicle v
with its own DID private key. The DMV is trusted.
Therefore, the fake vehicle w cannot impersonate v
to register and obtain a legitimate ARVCs. At the
same time, each ARVC is signed by DMV, thus the

security of the signature algorithm makes it impos-
sible for a malicious vehicle w to forge a legitimate
resource certificate. In addition, an ARVC includes
a DID public key of the legal vehicle v, and when
using an ARVC to join VCC, a legal signature on the
certificate with corresponding DID private key is re-
quired. That is to say, even if the malicious vehicle w
intercepts an ARVC, it cannot use the certificate be-
cause it does not have a corresponding private key to
generate a legal signature. Therefore, the malicious
vehicle w cannot impersonate v to gain the qualifica-
tion to participate in VCC.

The security of the VC key negotiation protocol en-
sures that the malicious vehicles cannot impersonate
the legal vehicles to participate in the VC key nego-
tiation.

Preventing man-in-the-middle attack. In all com-
munication process, the digital signature is used to
provide the authentication service. There-fore, the
proposed scheme can resist man in the middle at-
tack.

Information source and integrity certification.
Messages sent by all entities in the scheme are signed
to guarantee the authenticity of message sources and
the integrity of messages.

Forward security. The VC information that the newly
entered vehicle vn+1 can get includes: previous mes-
sage V Cestab = (V Creqquirments,ARV CV , σV ),
V Cmember = (DIDv1 , DIDv2 , ..., DIDvn , σ

⋆
V ) and

Xi, i ∈ [1, n]. According to the calculation method
of VC key Ki = BnSi

i−1 ·Xn−1
i ·Xn−2

i+1 ...Xi−2 and the
security of VC key negotiation protocol, it is obvi-
ously impossible for the vehicle vn+1 to calculate the
previous VC key unless it has a random value Si se-
lected by a previous VC member or can solve the
CDH problem.

Privacy protection. The proposed scheme is based on
the block-chain with DIDs, and all vehicles are iden-
tified with anonymous DIDs and all sensitive in-
formation is encrypted with DID keys. Therefore,
the identity privacy and data privacy of vehicles are
protected. Furthermore, a vehicle requests multiple
ARVCs with different DIDs from DMV, and each
ARVC and corresponding DID can be disposable to
make different VCC processes unlinked, thus the po-
sition privacy of the vehicle can be protected.

7.2 Performance Analysis

In this section, we compare our scheme with scheme in [45]
to show the performance of our scheme.

7.2.1 Computation Performance

Table 2 shows the comparison of the computation over-
head in vehicle registration stage and VC key negotia-
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Figure 2: Comparison of the computation overhead

tion stage between the proposed scheme and the scheme
in [45].

The Tbp is a bilinear pair operation, Tbpm is the mul-
tiplication operation of a bilinear pair, Tbsm is the point
multiplication operation of a bilinear pair, Tex is a mul-
tiplication operation related to the ECC, Tesm is a point
multiplication operation related to the ECC, Tmtp is Map-
to-Point hashing operation, Th is an one-way hash oper-
ation, TECDSA is an ECDSA signature and verification
operation, TElGamal is an ElGamal encryption and de-
cryption operation.

Figure 2 shows the comparison of the computation
overhead of the two schemes as the VC size changes, and
it demonstrates the computation overhead of our scheme
is significantly better than the scheme in [45]. The reason
for this result is that there is no bilinear operation in our
scheme.

7.2.2 Communication Delay

We compare the average communication delay of the two
schemes through simulation analysis. The simulation uses
the event-based net-work simulator Omnet ++ [31], the
traffic simulation soft-ware Sumo [34] and the network
simulation framework Veins [40], and the experimental
environment is Intel(R) Core(TM) i5-8265U CPU@16GB
memory and Windows 10 operating system with 1.80Ghz
main frequency. The simulation parameters of the exper-
iment are shown in Table 3, and the vehicle exit position
was random in the experiment.

The equation (4) gives the calculation method of the
average end-to-end delay of the message between the re-
ceiver and the sender [?]. In order to observe the rela-
tionship between the speed of vehicles and the end-to-end
delay, the number of vehicles is set as 20, and the data
packet length is set as 1088B in our scheme and 976B in
the scheme in [45]. T i

s and T i
r are the sending time and

receiving time of the message, respectively, and T i
r − T i

s

indicates the time of a one-way transmission between the
recipient and the sender. In addition, n is the number of
vehicles, and Ni is the number of messages received by

Figure 3: The relationship between average transmission
delay and the speed of vehicle

the vehicles.

AvgDelay = Avg(Σn
j=1Avg(ΣNi

i=1(T
i
r − T i

s))) (4)

Figure 3 shows the relationship between the average
end-to-end delay and the vehicle speed. As can be seen
from the figure, when the vehicle speed is low, the phys-
ical distance between the vehicles is relatively far in the
VC key negotiation, so the average end-to-end delay of
the two schemes is relatively larger. Since the total com-
putation time of our scheme is smaller than that of the
scheme in [45], and the average end-to-end delay of our
scheme is slightly lower than that of the scheme in [45].
However, with the increasing speed, the physical distance
between the vehicles is relatively close, and the packet size
in our scheme is larger than that in the scheme in [45],
and thus the average end-to-end delay of our scheme is
slightly higher than that of the scheme in [45].

8 Conclusion

The privacy and security problems are the main chal-
lenges that VCC is facing, this paper combines blockchain
and DID technologies to provide a decentralized VCC so-
lution with good privacy and security features. The de-
centralized characteristics of blockchain and DID make
them easy to integrate. Blockchain provides a decen-
tralized trusted platform for DID and the DID’s internal
cryptography mechanism, combined with the verifiable
certificate model, can provide anonymous authentication
capabilities, which can greatly expand blockchain based
applications. Obviously, this solution is very suitable for
the VANET environment with high privacy and security
requirements. Future work can further study the deep
integration of blockchain, DID and VANET and practi-
cality.
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Table 2: Comparison of the computation overhead
Scheme Vehicle registration stage VC key negotiation stage
[45] (n+ 4)Tbpm + (n+ 1)Ttmp 4Tbp + Tbpm

Our scheme 2TECDSA + 2TELGamal + Tex (5 + n)Tex + (n− 1)Tesm + 2TECDSA

Table 3: Simulation parameters
Parameter Value

Simulation area 20000× 20000 m2

maximum jamming range 2600 m
transmission range 50 Mw

data rate 6 Mbps
sensing capability −89 dBm
simulated time 100 s
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Abstract

Optimization algorithms are widely used in the field
of network security optimization. The Sine Cosine
Algorithm (SCA) is an effective algorithm for solving
global complex optimization problems. However, prob-
lems remain, such as insufficient solution accuracy, slow
convergence speed, and difficulty jumping out of local
extreme values. To improve the optimization perfor-
mance and application ability of the SCA and apply it
better to solve complex optimization problems in network
information security, three improved strategies, namely
Elite leadership, Quadratic interpolation optimization,
and Self-feedback memory refresh, are introduced into
the Sine Cosine Algorithm (EQSSCA). The elite lead-
ership strategy first coordinates the algorithm’s global
exploration and local mining capabilities. Then, the
quadratic interpolation optimization strategy is adopted
to improve the algorithm’s solution accuracy and enrich
the population’s diversity. Finally, a self-feedback
memory refresh strategy is introduced to enhance the
population’s capability to evade local extremes and
improve the algorithm’s convergence rate. In addition,
the EQSSCA and SCA are proven consistent in terms
of time complexity by theoretical analysis. To evaluate
the proposed algorithm’s optimization capability, the
optimization accuracy, difference significance, and con-
vergence curves of EQSSCA and four high-performance
comparison algorithms are tested and analyzed on
various dimensions of the CEC2017 test suite. The test
results indicate that the proposed three strategies can
effectively enhance SCA’s solution accuracy, robustness,
adaptability, and effectiveness in solving global optimiza-
tion problems. And the proposed algorithm is superior
to the other four comparison algorithms.

Keywords: Elite Leadership; Global Complex Optimiza-
tion Problem; Quadratic Interpolation Optimization;
Self-Feedback Memory Refresh; Sine Cosine Algorithm

1 Introduction

Optimization is a very active and extensive research di-
rection in the current era, which aims to solve some
large-scale and global complex optimization problems in
real life. The traditional methods for solving optimiza-
tion problems, such as the Newton method, conjugate
gradient method, and branch and bound method, have
the advantages of high accuracy and complete theoreti-
cal basis. However, they also have disadvantages, such
as high computational complexity and slow convergence
speed. Therefore, for many large-scale and high complex-
ity optimization problems, traditional optimization meth-
ods have been difficult to find an effective solution in
a reasonable time. Nevertheless, various meta-heuristic
optimization algorithms inspired by physical or biologi-
cal behaviors in nature, have the characteristics of sim-
ple operation, flexible mechanism, and easy implementa-
tion. They can quickly solve these large-scale and com-
plex problems and obtain satisfactory solutions. Classical
meta-heuristic algorithms include Particle Swarm Opti-
mization (PSO), which is motivated by the birds’ foraging
activities; Genetic Algorithm (GA), which draw on the
natural evolutionary process of living organisms, etc. At
the same time, many new algorithms with different mech-
anisms and superior performance have emerged in re-
cent years. For example, Chimp Optimization Algorithm
(ChOA) [26], which simulates the hunting process of chim-
panzee groups; Gradient-Based Optimizer (GBO) [2], in-
spired by the gradient-based Newton’s method; Arith-
metic Optimization Algorithm (AOA) [3], which is based
on the four mixed operations in arithmetic; Snake Op-
timizer (SO) [19], which imitates the special mating be-
havior of snakes; Equilibrium Optimizer (EO) [11], which
is motivated by the dynamic mass balance of the con-
trol volume, etc. These algorithms have fast convergence
speed and high optimization-seeking accuracy, which pro-
vide new ideas and design solutions for solving large-scale
global complex problems. They have been successfully ap-
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plied to many fields such as path planning [32], traveler
problems [14, 31], cryptanalysis [20, 36], intrusion detec-
tion [38], and blockchain [6, 18].

The need to seek optimal solutions is prevalent in infor-
mation security technologies, and these needs are compu-
tationally intensive and computationally complex. Meta-
heuristic optimization algorithms are one of the effective
methods to solve complex optimization problems in net-
work security. At present, a number of optimization al-
gorithms have been applied in this area, such as Alzaqe-
bah [4] et al. proposed an improved gray wolf optimiza-
tion algorithm to enhance the identification and detection
ability of intrusion detection system on network attacks.
Rizk-Allah [36] et al. proposed a hybrid method incor-
porating the particle swarm algorithm and equilibrium
optimizer and applied it to cryptanalysis problems, and
the test results demonstrated that the proposed method
improved the accuracy of cryptanalysis. Kan [23] et al.
proposed an intrusion detection method for the Internet
of Things based on adaptive particle swarm optimization
convolutional neural network, and verified the effective-
ness of the proposed algorithm through simulation ex-
periments. To enhance the performance of blockchain
networks, Cai [6] et al. proposed a multi-objective opti-
mization algorithm based on a dynamic reward and pun-
ishment mechanism. The experimental results showed
that the proposed algorithm significantly improved the
throughput and effectiveness of the sharding. In response
to the problem of high false alarm rate of intrusion detec-
tion system, Dwivedi [10] et al. proposed a hybrid method
combining the feature selection algorithm and grasshop-
per optimization algorithm. The proposed method was
experimentally proven to be effective in improving the
detection accuracy of intrusion detection systems. Pon-
malar [34] et al. applied the chaotic game optimization al-
gorithm combined with ensemble support vector machine
to the data processing of intrusion detection system. The
experimental results showed that compared with several
existing algorithms, the proposed algorithm improved the
accuracy of intrusion classification significantly. These al-
gorithms have achieved good results in solving network
security-related problems, but there is still room for fur-
ther improvement in the solution quality of the algo-
rithms. Therefore, there is still a need to explore algo-
rithms with stronger search capability, higher solution ac-
curacy, and better problem adaptability to solve network
information security optimization problems.

Sine Cosine Algorithm (SCA) [33] is a newmeta-
heuristic intelligent algorithm proposed by Australian
scholar Mirjalili in 2016. By creating multiple random
candidate solutions, SCA uses a mathematical model
based on sine and cosine to make the candidate solu-
tions oscillate toward the optimal solution. The SCA has
the characteristics of superior mechanism, simple struc-
ture, and excellent solution performance, so it has be-
come one of the important algorithms in the field of evo-
lutionary computing in recent years. At present, it has
been successfully applied to many fields, such as real-time

task scheduling in multiprocessor systems [1], image copy-
right protection [9], photovoltaic pumping system [24],
hydropower system [13], economic power generation dis-
patching [25], and so on.

However, based on the NFL (no-free lunch) [5] the-
orem, we can learn that there does not exist one algo-
rithm for solving various optimization problems. Thus,
similar to other swarm intelligence algorithms, SCA also
has problems such as unstable solutions, sometimes low
optimization accuracy, and low applicability. Therefore,
many scholars have conducted in-depth research and im-
provement on the shortcomings of the SCA algorithm.
For example, Zhou [41] et al. integrated three improved
strategies into the sine cosine algorithm, and proved the
superiority of the improved algorithm through simulation
experiments. Khokhar [27] et al. proposed a chaotic
sine cosine algorithm based on two-dimensional sine logic
mapping, which effectively improved the algorithm’s solv-
ing precision and convergence rate. Guo [15] et al. pro-
posed a sine cosine algorithm integrating an elite chaotic
search mechanism, which better coordinated the explo-
ration and exploitation of the algorithm and improved the
solution stability. Chen [8] et al. presented a modified
sine-cosine algorithm combining three mechanisms, and
demonstrated through simulation experiments that this
algorithm can significantly improve the exploration and
usability of SCA. Gupta [16] et al. proposed a memory-
guided sine cosine algorithm. Through function testing
and evaluation of constrained engineering problems, this
algorithm was demonstrated to have good search effi-
ciency and solution accuracy. Aiming at the problem
that SCA is prone to prematurity, Saha [37] et al. pro-
posed an adaptive sine cosine algorithm based on multi-
population, which enhanced the SCA’s ability to avoid
local optima and effectively improved the solution qual-
ity of the algorithm. To alleviate the problem of low
accuracy of the SCA, Wei [39] et al. proposed an im-
proved sine cosine algorithm based on a dynamic clas-
sification strategy, which effectively improved the con-
vergence speed and stability of the SCA. Li [28] et al.
proposed a dimension-by-dimension dynamic sine cosine
algorithm, and the test of high-dimensional functions ver-
ified that the algorithm has good robustness. Feng [12] et
al. proposed an improved sine cosine algorithm combining
multiple strategies, such as contrastive learning, adaptive
evolution, etc. And through the evaluation of numer-
ical optimization problems, it was proved that the algo-
rithm has good solution efficiency and convergence speed.
Kale [22] et al. proposed several modified sine cosine al-
gorithms that effectively enhance the SCA’s optimization
capability. Raut [35] et al. proposed an improved sine
cosine algorithm incorporating Lvy flight, which nicely
balanced the exploration and exploitation in the evolu-
tionary process and enhanced the SCA algorithm’s ability
to escape from local extrema. Hamad [17] et al. proposed
a Q-learning embedded sine cosine algorithm and demon-
strated that it has a fast convergence rate using several
functions and three engineering constraint problems.
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These improvements have enhanced the optimization
and application capabilities of SCA in their respective
fields. However, the capability of SCA to get rid of local
extremes, and its solution effectiveness and adaptability
for global complex problems still need to be enhanced to
a greater extent. To solve the optimization problem more
efficiently, further improve the optimization performance
and solution quality of SCA, and broaden its application
area in network security, this paper proposes a sine cosine
algorithm (EQSSCA) based on elite leadership, quadratic
interpolation optimization, and self-feedback memory re-
fresh. Firstly, the elite leadership mechanism is designed
to enrich the population diversity, accelerate the conver-
gence speed, and enhance the algorithm’s capability to
adjust global exploration and local mining. Secondly, the
quadratic interpolation optimization mechanism is added
to enhance the algorithm’s exploitation ability, and in-
crease the diversity of the population. Then, the self-
feedback memory refresh mechanism is used to avoid the
algorithm from being trapped in local extremes and speed
up the convergence speed of the algorithm to the optimal
solution. Through theoretical analysis, this paper proves
that the time complexity of EQSSCA is the same as that
of SCA, and the algorithm’s execution efficiency does not
decrease with the addition of three improvement mecha-
nisms. To validate the proposed algorithm’s effectiveness,
EQSSCA is tested and analyzed with four superior per-
formance comparison algorithms on CEC2017 test suite
from different dimensions, respectively. The comparison
results of numerical results, difference significance and
convergence curves show that the convergence capabil-
ity, optimization accuracy, as well as solution stability of
EQSSCA significantly outperform the other four excellent
comparative algorithms.

The remaining part of this paper is organized as fol-
lows. Section 2 mainly reviews the basic sine cosine al-
gorithm. Section 3 gives a detailed description of the im-
proved algorithm EQSSCA. Section 4 analyzes the time
complexity of the SCA and EQSSCA. Section 5 selects
CEC2017 test functions to verify the superior global op-
timization performance of EQSSCA. Finally, the work of
this paper is summarized and presented in Section 6.

2 The Sine Cosine Algorithm

The basic sine cosine algorithm flow is as follows.

Step1: Initialize the population. According to the
upper and lower bounds of each dimension of the solu-
tion space, the initial position Xi,j(i = 1, 2, ..., N, j =
1, 2, ..., D) of the individual is randomly generated in the
space,

Xi,j = rand()× (ub(j)− lb(j)) + lb(j), (1)

where, N is total number of individuals; D is the space
dimension; ub(j) and lb(j) denote the maximum and min-
imum values of the j th dimension, respectively.

Step2: Calculate the fitness value of each individual ac-
cording to the objective function, and find out the current
optimal solution.

Step3: Update individual position,

Xt+1
i,j =

{
Xt

i,j+r1×sin(r2)×
∣∣r3P t

j −Xt
i,j

∣∣ , r4 < 0.5
Xt

i,j+r1×cos(r2)×
∣∣r3P t

j −Xt
i,j

∣∣ , r4 ≥ 0.5
, (2)

among them, t is the current iteration number; r2, r3,
r4 are uniformly distributed stochastic numbers, r2 ∈
(0, 2π), r3 ∈ [0, 2], r4 ∈ (0, 1); and Xt

i,j is the j th di-
mensional position of current individual i at the t th it-
eration; P t

j is the global optimal individual position in
the j th dimension for the t th iteration. The parame-
ter r1 decreases linearly with the increasing number of
iterations, and its expression is as follows:

r1 = a− a · t

Max iteration
, (3)

where, Max iteration is the maximum number of itera-
tions and a = 2.

Step4: Perform boundary processing on the updated
individual. Then, the fitness value of the individual is
calculated according to the objective function, and the
current global optimal solution is updated.

Step5: Judge if the iteration count reaches
Max iteration. If yes, output the result; otherwise, go
to Step3 to continue the iteration.

3 The Proposed Algorithm
EQSSCA

3.1 Elite Leadership

When SCA explores the problem space, the population
will usually gather in a small area at the late iteration,
leading to a tendency for SCA to be trapped in local ex-
tremes when solving complex optimization problems with
multiple extremums. In response to these shortcomings,
we propose an elite leadership strategy, which will update
the candidate solutions together with the position update
strategy of the basic SCA. This strategy not only updates
the candidate solution based on the current optimal so-
lution, but also randomly selects an individual from the
population for differential search. Therefore, the activity
of the population is improved, and the local search ability
of the algorithm is enhanced. The specific equation is as
follows:

X̄i,j=

{
P t
j +r1×sin (r2)×

(
Xt

m,j−Xt
i,j

)
, r4<0.5

P t
j +r1×cos (r2)×

(
Xt

m,j−Xt
i,j

)
, r4≥0.5

, (4)

where, X̄i,j is the j th dimension position of the current
individual i after this update; P t

j is the position of the
current optimal solution in the j th dimension; Xt

i,j is
the j th dimensional position of current individual i at
the t th iteration; Xt

m is an individual chosen randomly
in the current population, and m ̸= i.
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To coordinate the exploration and exploitation of SCA,
a dynamic transition probability A with a decreasing
trend is set in EQSSCA. The transition probability A is
used to determine whether the algorithm adopts the ba-
sic update equation or the proposed improved equation
to update the current individual. The expression of tran-
sition probability A is as follows:

A =Amin+

(Amax−Amin)·
(
1− t

Max iteration

)
· rand(),

(5)

where, Max iteration is the maximum number of itera-
tions, and t is the current iteration number. Amax and
Amin are the maximum and minimum of the transition
probability A respectively. After repeated tests, when
Amax = 1, Amin = 0.4, the optimization effect is the best.
rand() is utilized to produce a random number evenly
spread between (0,1), so that the transition probability A
shows a decreasing trend, but there is also some random-
ness. This randomness reduces the risk of the algorithm
converging prematurely.

The improved individual position update process is
shown in Code 1. Where, the switching variableQ ∈ (0, 1)
is a random number with uniform distribution.

Code 1 The elite leadership strategy
if Q < A
for j = 1 : D

Xt+1
i,j =

{
Xt

i,j + r1 × sin(r2)×
∣∣r3P t

j −Xt
i,j

∣∣ , r4 < 0.5
Xt

i,j + r1 × cos(r2)×
∣∣r3P t

j −Xt
i,j

∣∣ , r4 ≥ 0.5
end for

else
for j = 1 : D

Xt+1
i,j =

{
P t
j + r1 × sin(r2)×

∣∣Xt
m,j −Xt

i,j

∣∣ , r4 < 0.5
P t
j + r1 × cos(r2)×

∣∣Xm,j −Xt
i,j

∣∣ , r4 ≥ 0.5
end for

end if

3.2 Quadratic Interpolation Optimiza-
tion

Quadratic interpolation, as a local exploration operation,
is based on the fundamental concept of continuously fit-
ting a quadratic curve with three known points in the
search space. And gradually use the extreme points of
the quadratic curve to approach the minimum of the re-
search problem.

Assume that X̄i=(X̄i,1, X̄i,2, ..., X̄i,D),
X̄y=(X̄y,1, X̄y,2, ..., X̄y,D), X̄z=(X̄z,1, X̄z,2, ..., X̄z,D)
and are three known individuals in the population,
and their fitness values are f(X̄i), f(X̄y) and f(X̄z),
respectively. These three known individuals are used
to generate a new individual X ′

i through quadratic

interpolation:

φ = [X̄2
y,j − X̄2

i,j ]× f(X̄z) +

[X̄2
z,j − X̄2

y,j ]× f(X̄i) + [X̄2
i,j − X̄2

z,j ]× f(X̄y),

ω = 2[(X̄y,j − X̄i,j)× f(X̄z) +

(X̄z,j − X̄y,j)× f(X̄i) + (X̄i,j − X̄z,j)× f(X̄y)]

X ′
i,j =

φ

ω
, (6)

where X̄i,j , X̄y,j , and X̄z,j respectively stand for the com-
ponents of the known points X̄i, X̄y, and X̄z in the j th
dimension, and j = 1, 2, ...D, i = 1, 2, ..., N . y and z are
the cyclic successors of i, that is, for i = 1, 2, ..., N − 2,
y = i+ 1, and z = i+ 2; while for i=N − 1, y = N , and
z = 1; and when i = N , y = 1, and z = 2.

In this paper, the algorithm EQSSCA introduces the
quadratic interpolation strategy after the population is
updated by the elite leadership strategy in Section 3.1.
The individual X̄i(i = 1, 2, ..., N) obtained through the
elite leadership strategy is sorted according to the fitness
value from small to large. Three individuals X̄i , X̄y and
X̄z are successively selected from the ranked population
for quadratic interpolation, and generate a new individual
X ′

i according to Equation (6). Then, the fitness values of
X̄i before quadratic interpolation and X ′

i after quadratic
interpolation are calculated. Compare their fitness values
with that ofXt

i , and keep the best individual toXt+1
i .The

introduction of the improved strategy further improves
the exploitation ability and solution accuracy of the algo-
rithm, and increases the diversity of the population to a
certain extent.

3.3 Self-Feedback Memory Refresh
Mechanism

The algorithm EQSSCA in this paper improves the qual-
ity of the solution and accelerates the convergence speed
through the quadratic interpolation optimization strat-
egy. However, as the iterations proceed, the algorithm
tends to converge prematurely and stagnate. To address
this problem, this paper designs a self-feedback memory
refresh strategy, and sets a stagnation check counter C(i).
If an individual is improved through the quadratic inter-
polation optimization strategy, the counter is set to 0,
otherwise, it is added to 1. For individuals whose fitness
value has not been improved for L consecutive times, the
Cauchy disturbance mutation based on double random
will be performed according to Equation (7),

Mi,j = Xt+1
i,j + r1 × Cauchy(0, 1)× (Xt+1

p,j −Xt+1
q,j ), (7)

among them, Cauchy(0, 1) is the standard Cauchy distri-
bution; r1 is calculated by Equation (3), which is used to
control the individual exploration behavior; Xt+1

p,j , Xt+1
q,j

are the randomly selected individuals in the population
Xt+1

i (i = 1, 2, ..., N), and p ̸= q ̸= i.
Then, calculate and compare the individual’s fitness

values before and after mutation. If the individual is
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improved after mutation, reset the counter to 0, other-
wise, continue to add 1. That is, if the individual has not
been improved after the disturbance mutation, it will try
to refresh again in the next iteration. The specific code
segment is shown in Code 2. Among them, f(Mi) and
f(Xt+1

i ) respectively denote the fitness values of Mi and
Xt+1

i . L is the refresh limit. After repeated tests, when
L = 10, the optimization effect is better.

Code 2 Self-feedback memory refresh mechanism
if C(i) ≥ L
for j = 1 : D

Mi,j = Xt+1
i,j + r1 × Cauchy(0, 1)× (Xt+1

p,j −Xt+1
q,j )

end for
if f(Mi) < f(Xt+1

i )
Xt+1

i = Mi

C(i) = 0
else

C(i) = C(i) + 1
end if

end if

3.4 Pseudo-code of EQSSCA

The pseudo-code for EQSSCA is presented by Algo-
rithm 1.

4 Time Complexity Analysis

Time complexity is a function that qualitatively describes
the running time scale of an algorithm. It can reflect
the algorithm’s operational efficiency and is an indispens-
able tool for evaluating algorithms’ performance. Liter-
atures [30] and [29] respectively analyze the time com-
plexity of the firefly algorithm and equilibrium optimizer.
The time complexity of SCA and EQSSCA is examined
in this paper by employing the same approach.

The meta-heuristic algorithm won’t become more ef-
fective at optimization by adding more iterations or ex-
panding the population scale. Therefore, when solving
problems, intelligent optimization algorithms usually use
a fixed population size and number of iterations. And the
basic variable that determines the algorithm’s time com-
plexity is the individual spatial dimension, which repre-
sents the size of a problem.

4.1 Time Complexity Analysis of SCA

For the SCA, the total population scale is assumed to be
N and the dimensionality of individuals is set to n.

In the initialization stage, suppose the time to set the
initial parameter is t1; f(n) represents the time to com-
pute an individual fitness value; the time to initialize each
dimension of an individual by Equation (1) is t2; the time
to compare and replace each individual with the current

Algorithm 1 Pseudo-code of EQSSCA

1: Initialize the parameters
2: Generate the initial population by Equation (1)
3: Evaluate the fitness value for each individual
4: Select the individual P with the best fitness value

Destination fitness from the current population
5: t = 1
6: while (t ≤ Max iteration) do
7: Calculate the coefficien r1 with Equation (3)
8: Update the transition probability A by Equa-

tion (5)
9: for i = 1 : N do

10: update coefficients r2, r3, r4
11: update the switch variable Q
12: if Q < A then
13: use Equation (2) to generate individual X̄i

14: else
15: the individual X̄i is generated by Equation (4)
16: end if
17: end for
18: Calculate the fitness value of the individuals in the

population X̄i(i = 1, 2, ...N), and sort the individ-
uals according to the fitness value

19: for i = 1 : N do
20: Perform quadratic interpolation by Equation (6)

to obtain a new individual X ′
i

21: if f(X̄i) < f(X ′
i) then

22: temp = X̄i

23: else
24: temp = X ′

i

25: end if
26: if f(temp) < f(Xt

i ) then
27: Xt+1

i = temp
28: C(i)=0
29: else
30: Xt+1

i = Xt
i

31: C(i) = C(i) + 1
32: end if
33: Execute the self-feedback memory refresh mech-

anism according to Code 2
34: if f(Xt+1

i ) < Destination fitness then
35: P = Xt+1

i

36: Destination fitness = f(Xt+1
i )

37: end if
38: end for
39: t=t+1
40: end while
41: Output result

best solution is t3. Thus, the time complexity of this stage
is :

T1 = O(t1 +N · (n · t2 + f(n) + t3)) = O(n+ f(n)). (8)

Once the iteration is started, the maximum iteration
count is assumed to be Max iteration.

At the position update stage, let the time to calculate
r1 by Equation (3) is t4; The time for producing evenly
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distributed stochastic numbers r2, r3 and r4 is t5 , re-
spectively. And time for updating every dimension of an
individual by Equation (2) is t6. This stage has the fol-
lowing time complexity:

T2 = O(t4 +N · n · (3 · t5 + t6))=O(n). (9)

In the stage of boundary processing and updating the
optimal individual, suppose: the boundary processing
time for every dimension of an individual is t7 ; f(n) rep-
resents the time to compute an individual fitness value;
the time to compare and replace each individual with the
current best solution is t3. Then, the time complexity of
the stage is:

T3=O (N · (n · t7 + f (n)+t3))=O (n+ f (n)) . (10)

To sum up, the time complexity of SCA is as follows:

T = T1 +Max iteration · (T2 + T3)

= O (n+ f (n)) .
(11)

4.2 Time Complexity Analysis of
EQSSCA

For EQSSCA, the total population number, the dimen-
sionality of individuals, the time to set the initial pa-
rameter, the time for calculating individual fitness value,
and the time for comparing and replacing each individual
with the current optimal individual are consistent with
the SCA. Therefore, the initialization phase of EQSSCA
has the same time complexity as SCA. That is:

T ′
1 = T1 = O(t1 +N · (n · t2 + f(n) + t3))

= O(n+ f(n)).
(12)

Once the iteration is started, the maximum iteration
count is assumed to be Max iteration.

At the individual position update stage, suppose: the
time of the dynamic transition probability A calculated
by Equation (5) is η1; the time of generating a random
number Q and judging which updating strategy to use
is η2, the time for calculating r1 by Equation (3) is t4;
and the time for producing evenly distributed stochastic
numbers r2, r3 and r4 is t5, respectively. Let: there are
m(0 ≤ m ≤ N) individuals in the population using the
basic SCA position update strategy. There are N−m in-
dividuals using the elite leadership strategy for position
updating. The time for the m(0 ≤ m ≤ N) individ-
uals to update their positions in each dimension using
Equation (2) is t6, and the time for the remaining N−m
individuals to update their positions in each dimension
according to Equation (4) is η3.The time complexity of
this stage is:

T ′
2 =O(η1 + t4 +N · η2 +m · n · (3 · t5 + t6)

+ (N −m) · n · (2 · t5 + η3)) = O (n) .
(13)

At the quadratic interpolation optimization stage, the
boundary processing time for every dimension of an in-
dividual is t7; f(n) still stands for the time to compute

an individual fitness value, and the time for sorting the
individuals in the population is η4. Suppose: the time for
position update for each individual dimension by Equa-
tion (6) is η5; the time for comparing the fitness values
of two individuals twice is 2 · η6; the time of saving the
better one from two individuals twice is 2 · η7. The time
to update the stagnation check counter C(i) is η8. Then
the time complexity of this stage is:

T ′
3 =O(N · (n · t7 + f(n)) + η4+

N · (n · η5 + n · t7 + f(n) + 2 · η6 + 2 · η7 + η8))

=O(n+ f(n)).

(14)

During the self-feedback memory refresh stage, sup-
pose that the time to compare and judge whether the
individual is stagnant and need to mutate is η9; s denotes
the amount of individuals that need to be mutated and
0 ≤ s ≤ N ; the time to mutate each dimension of the
individual by Equation (7) is η10. The time for comput-
ing individual fitness values, the time for comparing two
individuals’ fitness values, the time for updating the stag-
nation check counter C(i), and the time for comparing
and replacing each individual with the current optimal
individual are all kept the same as above. Time complex-
ity of this period is shown as follows:

T ′
4 = O(N · η9 + s · (n · η10 + n · t7 + f(n) + η6 + η8)

+N · t3) = O(n+ f(n)).
(15)

As a result, EQSSCA’s time complexity is given below:

T ′ = T ′
1 +Max iteration · (T ′

2 + T ′
3 + T ′

4)

= O(n+ f(n)).
(16)

Obviously, the time complexity of the improved algo-
rithm EQSSCA in this paper is the same as that of SCA,
and the improvement mechanisms do not weaken the al-
gorithm’s performance efficiency.

5 Simulation Experiments

To verify the optimization ability of the proposed algo-
rithm, the CEC2017 [40] test suite, which is challeng-
ing and difficult to solve, is selected to compare and test
EQSSCA and four comparative algorithms with superior
performance. These four comparison algorithms include
the SCA [33], a novel and efficient representative SCA
improvement algorithm COSCA [15], CPWOA [21] with
excellent convergence and stability in function optimiza-
tion tests, and a new algorithm AOA [3] with superior
performance has been proposed in recent two years. The
five algorithms are compared and tested on 50 and 100
dimensions.

In order to ensure the objectivity and fairness of
the algorithm comparison, the experimental environment
for running each algorithm is Windows 10 and Matlab
R2019b. The five algorithms were independently run 50
times on each test function. The population size is 30,
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Table 1: Comparison results of five algorithms with dim=50/100

Function Algorithm
dim=50 dim=100

Best Mean Std Best Mean Std

F21

EQSSCA 2.368×103 2.410×103 2.379×101 2.622×103 2.700×103 6.152×101

SCA 2.863×103 2.949×103 4.476×101 3.954×103 4.115×103 7.724×101

COSCA 2.855×103 2.926×103 3.857×101 3.970×103 4.171×103 9.985×101

CPWOA 2.815×103 3.041×103 1.099×102 3.974×103 4.404×103 2.280×102

AOA 2.956×103 3.108×103 8.664×101 4.299×103 4.705×103 1.910×102

F22

EQSSCA 2.333×103 1.145×104 1.972×103 2.278×104 3.098×104 3.327×103

SCA 1.557×104 1.682×104 4.756×102 3.171×104 3.508×104 7.068×102

COSCA 8.989×103 1.303×104 1.429×103 2.861×104 3.149×104 1.113×103

CPWOA 1.192×104 1.450×104 1.037×103 2.921×104 3.176×104 1.612×103

AOA 1.406×104 1.599×104 7.355×102 3.133×104 3.358×104 8.744×102

F23

EQSSCA 2.807×103 2.873×103 3.728×101 3.173×103 3.305×103 6.294×101

SCA 3.484×103 3.671×103 7.581×101 4.862×103 5.179×103 1.288×102

COSCA 3.422×103 3.607×103 7.050×101 4.982×103 5.432×103 1.916×102

CPWOA 3.456×103 3.760×103 1.633×102 4.421×103 5.126×103 2.411×102

AOA 4.032×103 4.541×103 2.444×102 5.950×103 7.250×103 5.850×102

F24

EQSSCA 2.959×103 3.024×103 2.980×101 3.687×103 3.896×103 9.632×101

SCA 3.697×103 3.841×103 7.160×101 6.437×103 7.143×103 2.930×102

COSCA 3.764×103 3.954×103 1.045×102 6.673×103 7.678×103 3.905×102

CPWOA 3.478×103 3.773×103 1.460×102 5.840×103 6.525×103 3.183×102

AOA 4.375×103 4.981×103 3.144×102 9.735×103 1.171×104 1.115×103

F25

EQSSCA 2.990×103 3.064×103 2.703×101 3.504×103 3.660×103 7.357×101

SCA 6.619×103 8.298×103 1.038×103 1.518×104 2.022×104 2.621×103

COSCA 7.244×103 9.088×103 1.036×103 1.712×104 2.017×104 1.573×103

CPWOA 3.720×103 4.435×103 3.869×102 6.765×103 8.509×103 9.333×102

AOA 1.243×104 1.636×104 1.565×103 2.275×104 2.907×104 2.744×103

F26

EQSSCA 4.479×103 5.188×103 2.777×102 9.425×103 1.103×104 8.369×102

SCA 1.172×104 1.341×104 8.532×102 3.178×104 3.962×104 2.540×103

COSCA 1.108×104 1.242×104 7.429×102 3.027×104 3.512×104 2.152×103

CPWOA 1.229×104 1.483×104 1.132×103 2.870×104 3.748×104 3.836×103

AOA 1.462×104 1.712×104 1.207×103 4.259×104 5.250×104 4.266×103

F27

EQSSCA 3.303×103 3.501×103 1.185×102 3.477×103 3.655×103 9.190×101

SCA 4.372×103 4.835×103 2.342×102 7.120×103 8.231×103 6.171×102

COSCA 4.537×103 5.052×103 2.372×102 7.177×103 8.277×103 4.518×102

CPWOA 3.770×103 4.643×103 6.025×102 4.568×103 6.069×103 1.204×103

AOA 5.716×103 6.903×103 6.882×102 1.069×104 1.281×104 1.214×103

F28

EQSSCA 3.271×103 3.323×103 2.816×101 3.583×103 3.742×103 8.342×101

SCA 6.776×103 8.237×103 7.636×102 2.159×104 2.528×104 2.140×103

COSCA 6.694×103 7.696×103 5.567×102 1.870×104 2.152×104 1.605×103

CPWOA 4.122×103 5.513×103 8.586×102 1.011×104 1.247×104 1.014×103

AOA 8.910×103 1.270×104 1.541×103 2.812×104 3.478×104 2.887×103

F29

EQSSCA 3.432×103 4.058×103 3.157×102 5.267×103 6.863×103 5.679×102

SCA 6.698×103 8.334×103 6.581×102 1.655×104 2.760×104 8.228×103

COSCA 7.160×103 8.704×103 9.693×102 1.826×104 2.728×104 9.594×103

CPWOA 6.772×103 9.143×103 1.306×103 1.330×104 1.957×104 3.094×103

AOA 9.827×103 4.878×104 3.954×104 7.042×104 6.762×105 5.088×105

F30

EQSSCA 1.116×106 1.804×106 6.518×105 5.486×105 2.260×106 1.657×106

SCA 5.500×108 1.031×109 3.256×108 7.123×109 1.129×1010 2.227×109

COSCA 4.482×108 8.684×108 1.945×108 6.532×109 1.238×1010 2.506×109

CPWOA 8.306×107 2.582×108 1.049×108 7.705×108 1.664×109 5.717×108

AOA 1.963×109 6.827×109 2.398×109 2.549×1010 4.063×1010 7.151×109



International Journal of Network Security, Vol.25, No.5, PP.859-871, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).16) 866

and the maximum evolutionary generation is 1000. In
terms of algorithm parameter setting, the control param-
eter a = 2 in EQSSCA and SCA algorithms. In EQSSCA
algorithm, the initial and final values of the transition
probability are Amax = 1 and Amin = 0.4 respectively, the
refresh limit L = 10. For the COSCA algorithm, the reg-
ulation coefficient η=1, the initial and final values of the
control parameters are astart = 1 and aend = 0, respec-
tively, and the proportion of elite individuals pr = 0.1.
The constant b = 1 used in the CPWOA to define the
shape of a logarithmic helix. For AOA algorithm, the
control parameter µ = 0.5 and sensitive parameter α=5.
To ensure the fairness and credibility of the experimental
results and comparative analysis, the parameters setting
of the above five algorithms are the same as their original
literature values, without any changes.

5.1 CEC2017 Test Suite

In the CEC2017 test suite, all 30 functions are rotation
and shifted functions, which increases the difficulty of the
algorithm finding the optimal solution. And the value
range of each dimension of the independent variable is [-
100, 100]. Among them, F1 − F3 are unimodal functions,
F4 − F10 are multimodal functions, F11 − F20 are hybrid
functions, and F21−F30 are composition functions. In this
paper, all 10 composition functions F21 − F30, which are
the most difficult and challenging to solve in the test suite,
are selected to test the optimization performance of the
EQSSCA. These composition functions consist of multiple
hybrid functions or benchmark functions that have been
rotated and shifted. Each sub-function adds an offset and
then is assigned a weight. Therefore, the composition
functions further increase the difficulty of algorithm opti-
mization. In addition, the composition functions F21−F30

change the theoretical optimum to 2100-3000 by the offset
property, avoiding the problem of convergence to zero in
the algorithm test.

5.2 Experimental Results and Analysis

To evaluate EQSSCA’s optimization capability, the di-
mensions of the CEC2017 test suite are set to dim =
50/100, respectively. The five algorithms including
EQSSCA, SCA, COSCA, CPWOA, and AOA, are tested
under different dimensions. Table 1 statistics the test re-
sults of the above five algorithms running independently
for 50 times when the spatial dimension dim = 50/100.

As can be seen from Table 1, under the high-
dimensional conditions of 50 and 100 dimensions, for the
most challenging composition functions F21−F30, the so-
lution precision of EQSSCA in this paper outperforms the
SCA, COSCA, CPWOA, and AOA, and EQSSCA has an
obvious solution advantage. For composition functions
F21, F23 − F30, EQSSCA’s mean and optimal values are
the best results among the five algorithms. Moreover,
EQSSCA outperforms the four comparison algorithms in
terms of standard deviation, which fully shows the ef-

fectiveness of the EQSSCA for improving the SCA op-
timization mechanism. As for F22, the standard devia-
tion obtained by EQSSCA is a little worse than the other
comparison algorithms. However, EQSSCA’s optimal and
mean values are the best among the five algorithms, which
indicates that EQSSCA fluctuates at an optimal solution
level, while the other algorithms are stable at a poor so-
lution level, and their solution ability is still inferior to
EQSSCA.

Based on the above optimization results and analysis,
it is indicated that under different dimensions, EQSSCA’s
optimization results significantly outperform the remain-
ing four comparative algorithms, showing excellent solu-
tion ability and stability. These test results fully illustrate
that EQSSCA effectively solves the problems of low opti-
mization accuracy and solution instability of SCA during
function optimization.

Figure 1: Wilcoxon rank-sum test results between
EQSSCA and each comparison algorithm

5.3 Significance Analysis of CEC2017 Ex-
perimental Results

To verify that the experimental results of EQSSCA are
significantly different from those of the SCA, COSCA,
CPWOA, and AOA, this paper uses the Wilcoxon rank-
sum test method for statistical analysis. The null hypoth-
esis rejection value for its significance evaluation is 5% [7].
That is, when p−value < 0.05, it means that for the cur-
rent function, there is a significant difference between the
optimization results of the EQSSCA and the comparison
algorithm. For the composition functions F21−F30 in the
CEC2017 test suite, Figure 1 intuitively shows EQSSCA
and four comparison algorithms’ rank-sum test results in
the 100-dimensional condition.

Observing Figure 1, it is clear that on F22, the p −
values obtained by the Wilcoxon rank-sum test between
EQSSCA and COSCA, CPWOA are slightly greater than
0.05. However, for the remaining 9 functions, the p −
values obtained by the Wilcoxon rank-sum test between
EQSSCA and four comparison algorithms are less than
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0.05, indicating that EQSSCA’s optimization results are
significantly different from those of the four compared al-
gorithms. Moreover, according to the solution results in
Section 5.2, the EQSSCA’s solution results have signifi-
cant advantages compared with those of other comparison
algorithms.

5.4 Analysis of Convergence Curve

An algorithm’s optimization performance can be directly
shown by convergence curves. The convergence curves
show the algorithm’s variation in convergence speed and
its ability to jump out of local extremes during the opti-
mization process. To more clearly compare the optimiza-
tion ability of the proposed algorithm EQSSCA with the
four comparison algorithms, Figure 2-Figure 11 show the
comparison results of the five algorithms on the above
10 functions F21 − F30 when Max iteration = 1000 and
dim = 100.

Figure 2-Figure 11 clearly show the trends of the fit-
ness values of EQSSCA, SCA, COSCA, CPWOA, and
AOA algorithms in the iteration process. As can be seen
from these figures, the proposed algorithm EQSSCA out-
performs the other four algorithms in terms of solving
ability and convergence speed on the composition func-
tions F21 − F30, showing significant superiority.

Specifically, for Figure 2, Figure 10, and Figure 11, the
SCA, COSCA, CPWOA, and AOA all converge slower
than EQSSCA from the beginning to the end of the iter-
ation. In addition, these four comparison algorithms are
trapped in local optima at late iteration and cannot jump
out. However, the proposed algorithm EQSSCA always
maintains a fast convergence rate, and its precision is the
best among the five algorithms. For Figure 3, EQSSCA
sometimes trapped in local extrema during the iterative
process, the convergence speed is a little slow. However,
by the late iteration, the EQSSCA can get rid of the ex-
tremes and converge quickly, and its convergence precision
is the best among the five algorithms. For Figure 4 and
Figure 5, the convergence speed of AOA is always slower
than that of EQSSCA. In contrast, although the SCA,
COSCA, and CPWOA converge faster than EQSSCA at
the initial stage of iteration, they quickly fall into the local
extremum and their convergence speed decreases. When
iterating to the 500th generation, the convergence accu-
racy of EQSSCA is significantly superior to that of the
four compared algorithms. In Figure 6, Figure 7, and Fig-
ure 9, SCA and AOA have a slow convergence rate com-
pared with EQSSCA. The convergence speed of COSCA
and CPWOA is slightly faster than that of EQSSCA in
the early stage, but in the middle of iteration, the con-
vergence speed has been all slower than that of EQSSCA.
As shown in Figure 8, compared with the EQSSCA, the
convergence speed of SCA, COSCA and AOA is always
slow. At the early stage of iteration, the EQSSCA some-
times falls into the local optimum and stagnates, and the
convergence rate is slightly lower than CPWOA. How-
ever, after jumping out of the local optimum, EQSSCA

maintains a fast convergence speed. At the later stage of
iteration, the convergence precision of EQSSCA is better
than the other four algorithms.

Based on the above analysis, we can see that un-
der different dimensions of the composition functions in
CEC2017 test suite, the EQSSCA algorithm outperforms
the four comparison algorithms in optimization precision
and convergence performance. This is mainly because
an elite leadership strategy is inserted into the SCA al-
gorithm, which accelerates the algorithm’s convergence
while maintaining the population diversity and better
balances the global and local search of the algorithm.
The quadratic interpolation optimization strategy is in-
troduced to further improve the exploitation ability and
solution accuracy of the algorithm. Finally, for individ-
uals that have not been improved many times, the self-
feedback memory refresh strategy is implemented to en-
rich the population diversity and strengthen the algo-
rithm’s capability to escape from local extreme values.

Figure 2: Convergence curve of 5 algorithms on F21

Figure 3: Convergence curve of 5 algorithms on F22
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Figure 4: Convergence curve of 5 algorithms on F23

Figure 5: Convergence curve of 5 algorithms on F24

Figure 6: Convergence curve of 5 algorithms on F25

Figure 7: Convergence curve of 5 algorithms on F26

Figure 8: Convergence curve of 5 algorithms on F27

Figure 9: Convergence curve of 5 algorithms on F28
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Figure 10: Convergence curve of 5 algorithms on F29

Figure 11: Convergence curve of 5 algorithms on F30

6 Conclusions

To better solve the optimization problems in network se-
curity, improve the optimization performance of the ba-
sic sine-cosine algorithm (SCA), and strengthen the al-
gorithm’s application ability in practical complex prob-
lems, this paper proposes a modified sine-cosine algo-
rithm (EQSSCA) combining three mechanisms. In terms
of algorithm improvement, the elite leadership mecha-
nism is adopted, which effectively regulates the balance
between the algorithm’s global search ability and local
mining capacity. Then, the quadratic interpolation opti-
mization mechanism is introduced to further improve the
algorithm’s convergence speed and optimization accuracy.
Finally, a self-feedback memory refresh mechanism is em-
ployed to enhance the algorithm’s ability to escape from
local extremes and avoid premature convergence. Besides,
the results of the time complexity analysis prove that the
time complexity of EQSSCA and SCA algorithms are the
same, and these three improvements do not weaken the
algorithm’s efficiency.

To evaluate the performance of EQSSCA, CEC2017
test suite are used to test EQSSCA and four represen-
tative comparison algorithms. The comparison results,
which include numerical results, statistical tests, and con-
vergence curves, show that the improved algorithm in this
paper outperforms the other four comparison algorithms
in terms of solution accuracy, convergence speed, and so-
lution stability. Next, we will continue to enhance the
optimization mechanism of EQSSCA and sine cosine al-
gorithm, strengthen the problem adaptability and opti-
mization stability of the algorithms, and apply it to solve
complex optimization problems in network security.
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Abstract

Internet security is crucial to the security of network sys-
tems, and vulnerabilities in smart contracts can affect
the security of blockchain networks. This paper used
the long short-term memory (LSTM) algorithm, a deep
learning approach, to identify and exploit vulnerabilities
in smart contract code based on the similarity between
smart contract code and text sequences. In addition, to
strengthen the performance of the vulnerability detection
algorithm, the word2vec word vector was combined with
the mutual information values of keywords. The coor-
dinate attention (CA) mechanism was used to highlight
critical features and bidirectional LSTM was applied to
incorporate contextual information. Finally, the vulner-
ability detection algorithm was compared with support
vector machine (SVM) and traditional LSTM algorithms
in simulated experiments. The results demonstrated that
the vulnerability detection algorithm converged faster and
more steadily during training, and the proposed algorithm
achieved the highest performance in both binary classifi-
cation and multi-classification of smart contract vulnera-
bilities.

Keywords: Bidirectional Long Short-Term Memory; Deep
Learning; Smart Contracts; Vulnerability

1 Introduction

Network security concerns are getting greater attention
as the Internet continues to evolve. Vulnerabilities are
flaws or mistakes in software, systems, or networks that
can be used by attackers to commit harmful acts in the
context of network security [22]. Therefore, timely detec-
tion and remediation of vulnerabilities are crucial to main-
taining the security of computer systems. Blockchain, as
a product of Internet development, enables users to con-
duct more secure transactions and data storage [8]. Smart
contracts are protocol codes in the blockchain that can
automatically execute specified functions and are an im-

portant component in ensuring the security of blockchain
networks [3–6, 11, 12]. The security and reliability of
smart contracts directly affect the network security of the
blockchain. Compared to traditional software and web
vulnerabilities, smart contracts have similar vulnerabil-
ity characteristics due to their difficulty to modify once
deployed and their automatic execution features [10].

These vulnerabilities can not only be exploited mali-
ciously, but can also lead to the malfunctioning of con-
tracts. Moreover, since smart contracts are often asso-
ciated with blockchain, serious vulnerabilities can result
in economic losses. Identifying and remediating vulner-
abilities in smart contracts is crucial to maintaining the
security of blockchain networks. Traditional vulnerability
detection relies on manual auditing, which is not only inef-
ficient, but also lacks accuracy. Deep learning algorithms
can automatically extract and learn feature data from
smart contracts, enabling efficient vulnerability identifi-
cation [18].

Shi [16] developed a machine learning-based vulnera-
bility text classifier that standardized the unified descrip-
tion of vulnerability information, providing a solid foun-
dation for vulnerability analysis. To identify reentrancy
vulnerabilities in Ethereum smart contracts, Samreen [15]
proposed a framework that integrates static and dynamic
analysis and tested its effectiveness. Hu [7] introduced
a new and efficient method for detecting memory-related
vulnerabilities using vulnerability features. The experi-
mental results demonstrated the feasibility and effective-
ness of the proposed approach. In this paper, based on
the similarity between smart contract code and textual se-
quences, we employ the long short-term memory (LSTM)
algorithm in deep learning to identify and exploit vul-
nerabilities in smart contracts. Additionally, to enhance
the performance of the vulnerability detection algorithm,
the word2vec word vector was combined with the mu-
tual information values of keywords. The coordinate at-
tention (CA) mechanism was applied to highlight critical
feature, and bidirectional LSTM was used to incorporate
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contextual information. Finally, the proposed vulnera-
bility detection algorithm was compared with SVM and
traditional LSTM algorithms in simulated experiments.

2 Deep Learning Based Smart
Contract Vulnerability Mining
Identification

During the development of the Internet, its network secu-
rity is crucial. Various protocols and software programs in
the Internet will inevitably generate vulnerabilities in the
process of writing, which may be caused by programmers’
writing errors or may be caused by not fully considering
other conditions in the writing process. Therefore, in or-
der to ensure network security [14], timely investigation
of vulnerabilities is required.

Traditional manual audits are time-consuming and in-
accurate; intelligent algorithms can automatically extract
vulnerability features and identify them more efficiently.
The characteristics of vulnerabilities may differ in differ-
ent kinds of protocols and software programs. This paper
takes smart contracts in blockchain networks as the object
of vulnerability mining and identification [2].

Figure 1: Part of the code of the smart contract

Blockchain is a product of the Internet development
process that uses distributed nodes to store data. A smart
contract is a program in the blockchain that allows nodes
in the blockchain network that do not trust each other to
perform tasks together. Smart contracts can automat-
ically execute code-compliant applications [13] without
the need for third-party validation, but it is also make
users participating in the contract to lose once the code
has vulnerabilities. Given that it is difficult to change a
smart contract once it is published on the blockchain, it
is necessary to identify vulnerabilities before publication.
Figure 1 shows the code of some smart contracts. From
Figure 1, we can see that the code of smart contracts is
similar to the structure of a text sequence, so we can con-
sider the code of smart contracts as a text sequence, and
then use deep learning algorithms to identify vulnerabili-
ties in the ”text sequence” [20].

Figure 2 illustrates the basic flow of vulnerability iden-
tification for smart contracts using deep learning algo-
rithms:

1) The code text of smart contracts is collected.

2) The code text is pre-processed, including word sepa-
ration, case conversion, word type reduction, removal
of non-text symbols [1], etc.

3) To vectorize the code text, this paper uses word2vec
to obtain the word vector of the code text. In order
to highlight the keyword information in it, the term
frequency-inverse document frequency (TF-IDF) val-
ues of the words in the text are used to construct the
two-dimensional matrix of feature words [17], and the
mutual information values between the feature words
and the text labels are calculated by combining the
text labels, i.e., vulnerability types, and the key fea-
ture words are selected. The mutual information val-
ues of the key feature words are combined with the
corresponding word2vec word vectors in a weighted
manner. The relevant formula is:{
MI(wi,j , c) =

∑
wi,j∈T

∑
c∈C p(wi,j , c) log2

p(wi,j ,c)
p(wi,j)p(c)

V (w) = v(w)eMI(w)

where wi,j is the j-th feature word in text di, T is the
set of all feature words, c is the text label (vulnera-
bility type), C is the set of text labels, p(wi,j , c) is
the total TF-IDF value of wi,j in the text labeled as
c, p(wi,j) is the total TF-IDF value of wi,j , p(c) is the
total TF-IDF value of the feature words within the
text labeled as c, v(w) is the word2vec word vector
of key feature word w, MI(w) is the mutual infor-
mation value of key feature word w, and V (w) is the
word vector of key feature word w after weighting [9].

4) The CA mechanism is used to obtain the key features
of the code text vector. The formula is:

AH×W = f(MLP (Maxpool1D(YH×W ))

+MLP (Avgpool1D(YH×W )))

ZH×W = AH×W ⊗ YH×W

BH×1 = f(conv7×7[Maxpooly(ZH×W );

Avgpooly(ZH×W )])

OH×W = ZH×W ⊗BH×1

(1)

where AH×W is the feature matrix output from
CA module 1, YH×W is the word vector matrix
of the code text, H is the number of words in
the code text, W is the number of dimensions of
the word vector [19], ZH×W is the vector prod-
uct of AH×W and YH×W , BH×1 is the feature ma-
trix output from CA module 2, OH×W is the fi-
nal output feature matrix of the CA mechanism,
Maxpool1D(·) is the one-dimensional global maxi-
mum pooling, Avgpool1D(·) is the one-dimensional
global mean pooling, Maxpooly(·) is the global max-
imum pooling along the y axis, Avgpooly(·) is the
global mean pooling along the y axis, MLP (·) is the
two-layer neural network, conv7×7(·) is the convolu-
tion operation using the 7×7 specification filter, and
f(·) is the sigmoid activation function.
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Figure 2: Vulnerability identification process for smart contracts based on deep learning

5) Longitudinal convolutional computation is per-
formed on OH×W using a convolutional kernel in a
3×W specification. The Relu activation function is
used.

6) The extracted convolutional features are input into
the bidirectional LSTM network for computation.
Each row of the convolutional features obtained by
the vertical convolution in the previous step is the
partial feature vector of the word, and each column
is the dimension of the feature vector. The input
to the bi-directional LSTM network is in ”row” se-
quence. Unlike the traditional LSTM where fea-
tures are input in one-way sequence, the bidirectional
LSTM in this paper inputs features in forward se-
quence and reverse sequence at the same time, which
simply means that the bidirectional LSTM contains
two groups of LSTM units, one group is responsible
for calculating the forward input sequence and the
other group is responsible for calculating the reverse
input sequence [21], and then the output is calcu-
lated by combining the forward and reverse hidden
layer states. formula is:

yt = g(ω1
−→
ht + ω2

←−
ht + by)−→

ht = g(ω3xt + ω4
−−→
ht−1 +

−→
b )

←−
ht = g(ω5xt + ω6

←−−
ht−1 +

←−
b )

(2)

where yt is the output,
−→
ht and

←−
ht is the forward and

reverse LSTM hidden states at the current moment,
respectively, xt is the input sequence at the current

moment, ω1 and ω2 are the weights of
−→
ht and

←−
ht ,

respectively, by is the corresponding bias, ω3 and ω4

are the weights of xt and
−−→
ht−1 in the forward LSTM

hidden layer,
−→
b is the corresponding bias, ω5 and ω6

are the weights of xt and
←−−
ht−1 in the reverse LSTM

hidden layer, and
←−
b is the corresponding bias.

If it is in the training phase of the algorithm, the cross-
entropy loss between the predicted vulnerability label and
the actual vulnerability label is calculated as the compu-
tational error of the algorithm. If the error converges to
the preset range, the training is completed; if the error
does not converge to the preset range, the weight param-
eters are adjusted according to the error in reverse.

3 Simulation Experiments

3.1 Experimental Data

A crawler was used to crawl smart contracts from the
browsing website of Ether, a blockchain platform. The
crawler started from the initial web page of Ethereum
to traverse all the uniform resource locators (URLs) of
the pages, and then collected the addresses, version num-
bers, source codes and bytecodes of smart contracts by the
URLs’ smart contract addresses. According to the statis-
tics, the crawler crawled 35,890 smart contracts. Then,
the tools and manual methods were combined to mark the
vulnerabilities of smart contracts. A smart contract may
contain more than one type of vulnerabilities, so there
were 12,560 contracts containing integer overflow vulner-
abilities, 13,480 contracts containing unchecked return
value vulnerabilities, 10,115 contracts containing trans-
action order vulnerabilities, 10,115 contracts containing
timestamp vulnerabilities, 5,890 contracts with times-
tamp vulnerabilities, and 860 contracts with re-entry vul-
nerabilities.

3.2 Experimental Setup

The relevant parameters of the deep learning-based smart
contract vulnerability identification algorithm used in this
paper are as follows. The number of dimensions of the
word2vec word vector was set to 256 by the orthogonal
experiment. The moving step length of the pooling frame
in the CA mechanism module was set to 1. The moving
step length of the convolution kernel in the convolution
calculation in Step 5 was set to 1. Two hundred and fifty-
six nodes were set in the LSTM hidden layer in Step 6,
and the activation function was set to tahn. The Adam
optimization algorithm was used to adjust the weight pa-
rameters during the training process, the learning rate
was set to 0.001, the training batch size was set to 200,
and the epoch was set to 100.

In order to verify the effectiveness and feasibility of
the smart contract vulnerability identification algorithm
in this paper, two other vulnerability identification algo-
rithms were also simulated and tested. The other two al-
gorithms were the SVM-based vulnerability identification
algorithm and the traditional LSTM-based vulnerability
identification algorithm, respectively.



International Journal of Network Security, Vol.25, No.5, PP.872-878, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).17) 875

The SVM-based vulnerability identification algorithm
for vulnerability identification first converted the byte-
code of a smart contract into an opcode and simplifies it,
then extracted the features of the simplified opcode using
an n-gram (n=2), and then constructed the n-gram fea-
tures of the smart contract as a feature matrix. Each row
in the feature matrix was a smart contract, and each col-
umn represented an n-gram feature in each contract. Af-
ter that, the SVM algorithm was used to classify and iden-
tify vulnerabilities based on the feature matrix of smart
contracts. The relevant parameters of the SVM algorithm
were sigmoid kernel function and a penalty factor of 1.

The traditional LSTM-based vulnerability identifica-
tion algorithm for identifying smart contract code fol-
lowed similar steps. It first used word2vec to vectorize
the pre-processed smart contract code and then directly
input it into the LSTM in a ”row” sequence. The tra-
ditional LSTM algorithm only computed the sequence in
one direction. The number of dimensions of word2vec
word vector was also set to 256, and the parameters in
the LSTM were the same as the LSTM part of the algo-
rithm proposed in this paper. The Adam algorithm was
also used to adjust the weight parameters during training,
the learning rate was set to 0.001, the training batch size
was set to 200, and the epoch was set to 100.

3.3 Evaluation Criteria

The vulnerability identification algorithm for smart con-
tracts is a classification algorithm, so the performance
of the vulnerability identification algorithm can be as-
sessed using the confusion matrix (Table 1). When judg-
ing whether vulnerabilities in smart contracts can be iden-
tified, the binary-classification evaluation criteria is used,
and the formula is:

P = TP
TP+FP

R = TP
TP+FN

F = 2·P ·R
P+R

(3)

where P is the precision, R is the recall rate, and F is
the harmonic mean of the precision and recall rate. How-
ever, there are various types of vulnerabilities in smart
contracts, and the vulnerability identification algorithm
also needs to identify the types of vulnerabilities, which
requires the multi-classification evaluation criteria. The
formula is: 

Pmacro =
∑n

i=1 Pi

n

Rmacro =
∑n

i=1 Ri

n

Fmacro = 2·Pmacro·Rmacro

Pmacro+Rmacro

(4)

where Pmacro is the macro precision rate, Rmacro is the
macro recall rate, Fmacro is the macro harmonic mean, Pi

is the recognition precision rate for the i category, Ri is
the recognition recall rate for the i category, and n is the
number of categories.

3.4 Experimental Results

Among the three vulnerability identification algorithms
tested in the simulation experiment, the SVM-based al-
gorithm used the training set to fit the ”hyperplane”.
Figure 3 shows the convergence curves of the traditional
LSTM-based algorithm and the vulnerability identifica-
tion algorithm proposed in this paper during the train-
ing process. From Figure 3, it can be seen that the
cross-entropy loss of both vulnerability identification al-
gorithms in predicting vulnerabilities decreased to stabil-
ity with the increase of training times. The traditional
LSTM-based algorithm converged to stability after about
60 times of training, and the vulnerability identification
algorithm proposed in this paper converged to stability af-
ter about 40 times of training. The cross-entropy loss of
the vulnerability identification algorithm proposed in this
paper was lower than that of the traditional LSTM-based
algorithm after stabilization.

Figure 4 shows the binary performance of three vulner-
ability identification algorithms for smart contract vulner-
abilities, i.e., the performance of the vulnerability identi-
fication algorithm to determine whether there is a vulner-
ability in a smart contract. From Figure 4, it can be seen
that the vulnerability identification algorithm proposed in
this paper had the best performance in identifying vulner-
abilities, the traditional LSTM-based algorithm had the
second best performance, and the SVM-based vulnerabil-
ity identification algorithm had the worst performance.

In the actual identification process of vulnerability
mining, the vulnerability identification algorithm should
not only determine whether there is a vulnerability in the
smart contract, but also determine the type of vulnerabil-
ity, i.e., the multi-classification performance of the vulner-
ability identification algorithm, as shown in Table 2. As
can be seen from Table 2, for each vulnerability type, the
vulnerability identification algorithm proposed in this pa-
per had the best identification performance, followed by
the traditional LSTM algorithm, and the SVM algorithm
was the worst. This is also true for the overall macro indi-
cators. Compared to the performance indicators of binary
classification, the identification performance of the SVM-
based vulnerability identification algorithm was reduced,
while the traditional LSTM-based vulnerability identifi-
cation algorithm and the vulnerability identification al-
gorithm proposed in this paper were basically unaffected.

4 Conclusion

Based on the similarity between smart contract code and
text sequences, this paper applied the LSTM algorithm
in deep learning for vulnerability mining and identifica-
tion in smart contracts. To strengthen the performance of
the vulnerability detection algorithm, the word2vec word
vector was combined with the mutual information val-
ues of keywords. The critical features were highlighted
using the CA mechanism, and the bidirectional LSTM al-
gorithm was used to incorporate contextual information.
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Table 1: Confusion matrix

Predicted as Predicted as
positive examples negative examples

True positive examples TP FN
True negative examples FP TN

Figure 3: Training curves of the traditional LSTM vulnerability identification algorithm and the vulnerability iden-
tification algorithm proposed in this paper

Figure 4: Binary classification performance of three vulnerability identification algorithms for smart contract vul-
nerabilities

Table 2: Multi-classification performance of three vulnerability identification algorithms for smart contract vulnera-
bilities

Vulnerability type SVM Traditional LSTM Our Algorithm
P R F P R F P R F

Integer overflow 0.59 0.58 0.58 0.79 0.78 0.78 0.96 0.95 0.95
Unchecked return value 0.64 0.63 0.63 0.86 0.85 0.85 0.95 0.94 0.94

Trading order 0.63 0.61 0.62 0.89 0.88 0.88 0.94 0.92 0.93
Timestamp 0.61 0.6 0.60 0.87 0.86 0.86 0.95 0.91 0.93

Reentry 0.59 0.6 0.59 0.82 0.83 0.82 0.93 0.93 0.93
Overall 0.61 0.60 0.61 0.85 0.84 0.84 0.95 0.93 0.94
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The algorithm was then compared with SVM and tradi-
tional LSTM algorithms through simulated experiments.
Finally, the following results were obtained. The vulnera-
bility detection algorithm based on traditional LSTM con-
verged and stabilized after about 60 training iterations,
while the proposed algorithm converged and stabilized af-
ter about 40 iterations. In addition, the proposed algo-
rithm exhibited lower cross-entropy loss for vulnerability
detection when stabilized. The proposed vulnerability de-
tection algorithm performed best, followed by the tradi-
tional LSTM algorithm and the SVM algorithm in binary
classification of smart contract vulnerabilities. (3) The
proposed vulnerability detection algorithm also outper-
formed better than the traditional LSTM and SVM algo-
rithms in multi-classification of smart contract vulnera-
bilities. In addition, the multi-classification performance
of the SVM algorithm was slightly degraded compared to
the binary classification performance, while the other two
methods showed no significant impact.
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Abstract

Network security is becoming increasingly important due
to the development of networks. In the network, digital
image is an important channel for information transmis-
sion, where noise will be generated. Image denoising is
the most fundamental and core problem in image process-
ing. The classical Total Variation (TV) denoising model
has advantages and shortcomings. Based on this, many
improved models have been developed to overcome the
staircase effect and show advantages on TV models, such
as high-order and adaptive TV models. This paper aims
to propose a model that can remove noise well, main-
tain image details, and overcome the staircase effect. It
is also hoped to find a better and more efficient numeri-
cal simulation algorithm to process the model. Based on
the Fractional Total Variation (FTV) model, an improved
fractional-order TV model is proposed with the coupling
of fidelity terms. The isotropic and anisotropic denoising
models are studied, and the new model is compared with
the classical FTV model for image denoising.

Keywords: Coupling of Fidelity Terms; Euler-Lagrange
Equation; Fractional-Order Total Variation; Image De-
noising; Split Bregman Iteration

1 Introduction

Network security is becoming more and more important.
From the daily transmission of individual information to
national security, network security is inseparable. Net-
work security is a well-known focus. Digital image tech-
nology is an important medium in the network, and image
processing technology is closely related to network secu-
rity. Zhang et al. (1999) proposed a block based digi-
tal watermarks for copy protection of images [6]. This
method can resist various attacks, such as blurring, loss
compression, cropped and scaling. This watermarked im-
age is called a stego-image. Lu et al. (2003) developed
a novel fragile watermarking scheme for image authenti-
cation to against the quantization attack. Unfortunately,

their scheme is not secure enough. Liao et al. (2006) pro-
posed two types of attack based on Lu et al., and pointed
out that the scheme was still impractical. To achieve the
copyright protection and tamper detection of stego-image,
a robust-fragile watermarking algorithm is proposed by
Wu et al. (2008) [24]. Yang et al. (2007) showed that
the Lin-Tsai scheme has three weaknesses. They not only
improved the authentication ability and image quality of
stego-image, but also introduced a lossless image sharing
scheme for secret images. Unfortunately, the embedding
algorithm was not optimal. Furthermore, a novel secret
image sharing scheme based on the simple LSB substi-
tution and an optimal pixel adjustment process was pro-
posed [23]. Then, a lossless reversible secret image sharing
scheme was proposed by Wu et al. (2009). Consequently,
lossless restoration of original images, secret images, and
cover images has been achieved [25]. In addition, Huang
et al. studied data hiding in medical images [11]. All
of these require image transmission and processing, and
noise will be generated.

Due to the influence of equipment, environmental and
human factors, images often contain motion blur and
Gaussian white noise, which affect the acquisition of im-
age information by machines and humans [12]. Optimal
denoising techniques need to preserve important image
features, such as edges and textures, while removing noise.
Mathematically, image denoising can be expressed as an
estimation problem, i.e. finding an approximate of the
original image u from the noise image u0. The process
of image degradation is the process of noise generation.
This can be expressed in the form of a raw image function
and an additive noise term, denoted as follows:

u0 = u+ n (1)

where n is the Gaussian noise.
In the past decades, various denoising methods have

been proposed, such as Wavelet Transforms, Partial Dif-
ferential Equations (PDE), Fourier Transforms, and TV
methods. Rudin et al. proposed one of the most famous
television models in 1992, the ROF model, which treats
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the denoising problem as a minimization problem [19]:

min
u

=

∫
Ω

|∇u|dΩ +
λ

2
∥u− u0∥22 (2)

In Equation (2), the first term is often referred to the
regularization term, which is responsible for the sharp-
ness of edges. The second term is the fidelity term that
contributes to control the similarity between image u and
u0. The ROF model can achieve a good trade-off between
edge-preserving and noise removal, but it produces piece-
wise constant solutionsthat tends to lead to blocky effects,
and tend to filter out small details during denoising.

The image denoising model of partial differential equa-
tion has a good mathematical theoretical foundation. Itis-
locallyadaptable and high flexibility [30]. This method
can effectively remove noise from the image, resulting in
better performance of evaluation measures, such as Peak
Signal-to-Noise Ratio (PSNR), Entropy and Mean Square
Error(MSE) of the processed image, but the average run-
ning time of thealgorithm is long [10]. To reduce the
detrimental effects of the denoising process, many new
mathematical methods, such as high-order and fractional-
order denoising models have introduced in the past few
years [20]. Fractional-order differential operator is rapidly
developing in many fields, and arbitrary-order differential
equations have been extensivelystudied in physics, fluid
mechanics, physiology and engineering [21, 22]. In image
denoising, the integer-order differential operatorsareonly
suitable for the high-frequency part of the image, and
cannot retainthe discontinuous boundary points and low-
frequency variation infeature details. However, texture
details in the image belong to low and medium frequency
components. The fractional-order differential can non-
linearly preserve low-frequency features in asmooth area
of an image, and nonlinearly enhance the high-frequency
edges and textural details with large or insignificant gray-
scale variations [22, 27, 29]. Aclass of fractional-order
anisotropic diffusion models and a fractional-order TV-
L2 model were introduced for removing the noise [7]. The
discrete Fourier transform and optimization-minimization
(MM) algorithm [8] are used and solved by the conjugate
gradient method.Combined the FTV model with the TV
model, a fractional-order TV regularization function was
proposedfor image processing [18].

Taking into account the long-term memory and non-
locality of fractional order equations, the idea of comple-
mentary gradient fidelity terms and the advantages of the
TV model are considered [17]. Here, a combined model
with coupling of fractional-order fidelity termand global
fidelity term is proposed to make the image bright in
noiseremoving. Experimental results show that compared
with the previously mentioned classical FTV model, the
proposed model is robust in terms of visual improvement
and PSNR.

The rest of the article is organized as:In Section 2, the
fractional-order model and the Split Bregman Iteration
algorithm are briefly introduced; in Section 3,the model
and its detailed analysis are presented. In Section 4, com-

parative experiments are carried out to verify that the
proposedmodel and method have better denoising effects.
Section 5 gives the conclusion.

2 Preliminary

2.1 Models: From Integer-Order to
Fractional-Order

In this section, the TV model and the fractional-order
model are briefly reviewedfor the additive noise removal
problem.

The TV based image denoising model is the most well-
knownmodelproposed by Rudin et al. [19].

min
u

=

∫
Ω

|∇u|dΩ +
λ

2
∥u− u0∥22 (3)

Ω ⊂ R2denotes the image domain. More precisely, the
penalty function is as follows:∫
Ω

|∇u|dΩ = sup

{∫
Ω

u divφdΩ|φ ∈ C1
c

(
Ω, R2

)
, |φ| ≤ 1

}
(4)

Formally,

û = argmin

{∫
Ω

|∇u|dΩ +
λ

2
∥u− u0∥22

}
(5)

is used toapproximately replace Equation (3).

However, there is also staircase effect in Equation (5).
To deal with this problem, the FTV model [2] is proposed
as follows:

min
u

=

∫
Ω

|∇αu|dΩ +
λ

2
∥u− u0∥22 (6)

where ∇αu =
(
∇α

xu,∇α
yu
)T

.

Fractional-order differentiation has many different def-
initions. According tothe Grünwald-Letnikov fractional
derivative definition [16], the fractional-order differentia-
tion can be obtained by

∇α
xui,j =

i−1∑
k=0

(−1)
k
Cα

k ui−k,j ,∇α
yui,j

=

j−1∑
k=0

(−1)
k
Cα

k ui,j−k (7)

where Cα
k = Γ(α−1)

Γ(k+1)Γ(α−k+1) denotes the generalized bi-

nomial coefficient, and Γ (x) =
∫ +∞
0

tx−1e−1dt (x > 0) is
the Gamma function.

The fractional-order gradient ∇αui,j (i, j = 1, 2, . . . , n)
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can be expressed as follows:

∇αui,j =



(∑i−1
k=0 (−1)k Cα

k ui−k,j ,
∑j−1

k=0 (−1)k Cα
k ui,j−k

)T

if i > 1 and j > 1(
0,
∑j−1

k=0 (−1)k Cα
k ui,j−k

)T

if i = 1 and j > 1(∑i−1
k=0 (−1)k Cα

k ui−k,j , 0
)T

if i > 1 and j = 1

(0, 0)T

if i = 1 and j = 1

(8)

2.2 The Split Bregman Iteration

Some definitions of the Split Bregman algorithm are re-
viewed.

First, the Bregman distance [3] has to be introduced,
which is associated with a convex function J given by

Dp
J (u, v) = J (u)− J (v)− ⟨p, u− v⟩ (9)

where u, v ∈ J and p is the sub-gradient of J at v. Clearly,
it is not a distance in the general sense, since it is not
symmetric in thegeneral sense, but it does measure the
proximity of u and v. The conception is mainly used to
solve the constrained optimization problem:

min
u

J (u) +H (u) (10)

where J and H are convex functions defined on Rn, and
H is differentiable. As shown in [8,18], Bregman iterative
formula is as follows:

uk+1 = min
u

Dpk

J

(
u, uk

)
+H (u)

= min
u

J (u)− J
(
uk
)
−
〈
pk, u− uk

〉
+H (u)

pk+1 = pk −∇H
(
uk+1

) (11)

where ∇H represents the gradient of H (u).
Goldstein and Osher [9] improved the Bregman algo-

rithms. They pointed out that the difficulty in solving
the ROF model lies in the non-differentiability of TV sub-
norms. The technique ‘de-coupling’ in the split Bregman
algorithm is to split the L1 and L2 parts from the ob-
jective energy function, which is the key to this method.
The Split Bregman algorithm is applied to the following
constrained minimization problem:

min
u

|d|+H (u) , such that d = J (u) (12)

Using the quadratic penalty function, Equation (12) is
changed into an unconstrained problem:

min
u

|d|+H (u) +
γ

2
∥d− J (u)∥22 (13)

Then,(
uk+1, dk+1

)
=min

u,d
Dp

J

(
u, uk, d, dk

)
+

γ

2
∥d− J (u)∥22

=J (u) + J (d)− J
(
uk
)
− J

(
dk
)

−
〈
pku, u− uk

〉
−
〈
pkd, d− dk

〉 (14)

pk+1
u = pku − γ

(
J
(
uk+1

)
− dk+1

)
(15)

pk+1
d = pkd − γ

(
dk+1 − J

(
uk+1

))
(16)

Equation (14)-Equation (16) can be reduced to the fol-
lowing two-stage algorithm:(
uk+1, dk+1

)
= min

u,d
|d|+H (u) +

γ

2

∥∥d− J (u)− bk
∥∥2
2

(17)

bk+1 = bk +
(
J
(
uk+1

)
− dk+1

)
(18)

Using the Split Bregman algorithm, Equation (17) can
bedivided into two sub-problems:

Sub-problem 1:

uk+1 = min
u

H (u) +
γ

2

∥∥dk − J (u)− bk
∥∥2
2

(19)

Sub-problem 2:

dk+1 = min
d

|d|+ γ

2

∥∥d− J
(
uk+1

)
− bk

∥∥2
2

(20)

For Sub-problem 1, a variety of optimization tech-
niques can be used to solve this problem. The exact
method used to solve this optimization problem depends
on the nature of H. The Gauss-Seidel or Fourier trans-
form can be used for many common problems. The prob-
lem of minimizing J can be approximated by several steps
of the conjugate gradient method. In Sub-problem 2,
there is no coupling between the elements of d, and the
optimal value of d can be calculated explicitly using the
contraction operator. Here, it can be simply calculated
as follows:

dk+1 = shrink

(
J (u) + bk,

1

γ

)
(21)

where shrink (x, β) = x
|x| ∗max (|x| − β, 0).

The results are obtained when the iterative minimiza-
tion scheme is put into the process described in Equa-
tion (17).

Then the above ideas will be used to solve the proposed
model in Section 3.

3 The Proposed Model

Classical models often have regularization term and fi-
delity terms to control image denoising. Many novel
mathematical methods have been introduced to further
overcome those disadvantages.

The selective smoothing method is proposed [4], and
Alvarez-Lions-Morel improved the PM model [1]. You
and Kaveh [28] proposed a fourth-order partial differential
equation denoising model by minimizing the energy func-
tion of the second-order derivative. Chan et al. [5] intro-
duced a modified high-order TV model and added a non-
linear fourth-order diffusive term to the Euler–Lagrange
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equations ofthe TV model. Then, Lysaker et al. pro-
posed a new approach based on a fourth-order PDE model
(LLT) for image denoising, and this approach was tested
on a series of medical magnetic resonance images [13].
Lysaker and Tai [14] combined TV minimization with the
second-order functional, and Zhu and Xia [31] introduced
the gradient fidelity term:

E (u) =

∫
Ω

α (u− u0)
2
dxdy + ∥∇u−∇ (Gσ ⊗ u0)∥22

(22)

However, in this model, the authors discarded some
regular terms that were critical to traditional denoising
models, resulting in poor processing results.The image is
preprocessed by Gaussian filtering, so that the gradient of
is close to the estimated gradient value, which improves
the proximity of image. This approach reduces the stair-
case effect to a certain extent. Combined with gradient
fidelity term model (TVGF), Xiao et al. [26] corrected the
erroneous analysis and proposed a new theoretical anal-
ysis of the TV model, which has a significant effect on-
slowing down the staircase effect.

min
u

∫
Ω

|∇u|+ λ

2
∥u− u0∥+

µ

2
∥∇u−∇ (Gσ ⊗ u0)∥22

(23)

The model does have significant improvements and its
structure is theoretically more reasonable. However, this
model generates more blurring around the edges.As such,
some scholars recommend using an improved fractional-
order gradient fidelity [15] to replace the gradient fidelity
in Equation (23) such as

min
u

∫
Ω

|∇u|+ λ

2
∥u− u0∥22 +

µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22

This model combines a stepwise fidelity term and a
global fidelity term. The coupled gradient fidelity term
is used to obtain the nonlinear diffusion method, which
is based on the long-term memory and non-locality of
fractional differential equations. It can prevent the effect
of staircase and enhances the intricate artistic details of
smooth areas. The image becomes sharper and brighter.

Fractional-order calculus has been successfully applied
to various fields of image processing, with optimalresults.
In image denoising, the integer-order differential opera-
torsare only suitable for the high-frequency part of the
image, and lack the ability to retain the discontinuous
boundary points and low-frequency variation details. Im-
age texture details are medium and low frequency com-
ponentsandthe integer-order difference operators cannot
handle it well. Contraryto the nature of integer-order
calculus, the fractional-order calculus has a non-zero dif-
ferentiation at a constant. It can nonlinearly maintain
low-frequency features in smooth regions of the image and
enhance high-frequency edges and texture details in the
regions where grayscale varies greatly or insignificantly.

Considering the advantages of fractional-order models,
the classical fractional-order model and the fractional-
order gradient fidelity term are fitted. A fractional-order
model with coupling of fidelity terms is proposed,

E (u) =Er (u) + λEf1 + µEf2

=

∫
Ω

∥u∥FTV +
λ

2
∥u− u0∥22

+
µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22 dΩ

=

∫
Ω

|∇αu|+ λ

2
∥u− u0∥22

+
µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22 dΩ

(24)

where λ and µ are two positive parameters that control
the balance between global fidelity and gradient fidelity.
Er, Ef1 , and Ef2 are the fractional-order TV regulariza-
tion term, global fidelity term and fractional order gradi-
ent fidelity term, respectively. The energy function would
be discussed according todifferent definitions of the regu-
lar term.

3.1 Isotropic TV Denoising

3.1.1 Fractional-Order Isotropic TV Regulariza-
tion

The fractional TV regular termis defined as:

Er (u) =

∫
Ω

∥u∥FTV dΩ =

∫
Ω

|∇αu|dΩ (25)

There are two possible definitions of the fractional-
order TV ∥u∥FTV . The first one is the isotropic
fractional-order TV, defined as

|∇αu| = ∥∇αu∥2 =

√
(∇α

xu)
2
+
(
∇α

yu
)2

(26)

The second definition of the fractional-order TV is
called the anisotropic fractional-order TV, which will be
introduced in Section 3.2.

According to the definition of Grünwald-Letnikov
derivative, the gradient descent flow of the fractional-
order TV regularization term Er is deduced.

Er
′ (u) η = lim

ε→0

Er (u+ εη)− Er (u)

ε

= lim
ε→0

∫
Ω
|∇αu+ ε∇αη|dΩ−

∫
Ω
|∇αu|dΩ

ε

=

∫
Ω

(
∇α

xu

|∇αu|
∇α

xη +
∇α

yu

|∇αu|
∇α

y η

)
dΩ

=

∫
Ω

(
∇α∗

x

(
∇α

xu

|∇αu|

)
+∇α∗

y

( ∇α
yu

|∇αu|

))
ηdΩ

(27)

where ∇α∗

x and ∇α∗

y are the adjoint operators of ∇α
x and

∇α
y . The gradient descent flow of Er is as follows:

∂u

∂t
= −

(
∇α∗

x

(
∇α

xu

|∇αu|

)
+∇α∗

y

( ∇α
yu

|∇αu|

))
(28)
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There are two kinds of fidelity terms, which are global
fidelity and fractional-order gradient fidelity.

The global fidelity is defined as:

Ef1 =

∫
Ω

1

2
∥u− u0∥22 dΩ (29)

It contributes to control the degree of the approxima-
tion between the noisy images u0 and u.

The gradient descent flow of Equation (29) is as follows:

∂u

∂t
= − (u− u0) (30)

Moreover, the gradient fidelity term is expressed as fol-
lows:

Ef2 =

∫
Ω

1

2
∥∇αu−∇α (Gσ ⊗ u0)∥22 dΩ (31)

This fidelity term contributes to measuring the simi-
larity in the gradient of images. In other words, it can
make the gradient of the recovered image close to that of
the estimated image Gσ ⊗ u0.

The gradient descent flow of Ef2 is calculated as fol-
lows:

∂u

∂t
= −∇α∗

(∇αu−∇α (Gσ ⊗ u0)) (32)

where ∇α∗
u is the adjoint of ∇αu.

3.1.2 The Corresponding Iterative Approach

The IFTV-FDF (the Isotropic Fractional-order Total
Variation model coupled with the Fractional Differential
Fidelity term) model is derived as follows:

min
u

√
(∇α

xu)
2
+
(
∇α

yu
)2

+
λ

2
∥u− u0∥22

+
µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22

(33)

According to Equation (29), Equation (30) and Equa-
tion (32), the corresponding evolution equation of the
Euler-Lagrange equation of the energy function Equa-
tion (33) is as follows:

∂u

∂t
=−

(
∇α∗

x

(
∇α

xu

|∇αu|

)
+∇α∗

y

( ∇α
yu

|∇αu|

))
− λ (u− u0)− µ (∇α)

∗
(∇αu−∇α (Gσ ⊗ u0))

(34)

To numerically approximate Equation (34), ui,j is de-
fined as the value of the image u at pixel (ih, jh), ∆t as
the time step and h = 1 as the space step. The temporal

partial derivative ∂u
∂t can be represented by

un+1
ij −un

ij

∆t .
Equation (34) can be further derived by discretization,

and expressed as:

un+1
i,j =un

i,j (1− λ∆t) + ∆t[λu0
i,j

−
(
An

i,j + µ
)
(

i−1∑
k=0

(−1)
k
Cα

k ui−k,j

+

j−1∑
k=0

(−1)
k
Cα

k ui,j−k) + µBn
i,j ]

(35)

where An
i,j = 1√

(∇α
xun

i,j)
2
+(∇α

yun
i,j)

2
and Bn

i,j =

∇α
x

(
Gσ ⊗ u0

i,j

)
+∇α

y

(
Gσ ⊗ u0

i,j

)
.

The process of the algorithm is shown as follows:

Algorithm 1 Algorithm of the model IFTV-FDF

1: Initialization. Pick u0 and choose feasible λ and µ,
set n = 0.

2: Iteration. For every i, j = 1, 2, . . .
compute un+1

i,j = un
i,j (1− λ∆t) +

∆t[λu0
i,j −

(
An

i,j + µ
)
(
∑i−1

k=0 (−1)
k
Cα

k ui−k,j +∑j−1
k=0 (−1)

k
Cα

k ui,j−k) + µBn
i,j ], let ∆t = 1,

An
i,j =

1√
(∇α

xun
i,j)

2
+(∇α

yun
i,j)

2
, Bn

i,j = ∇α
x

(
Gσ ⊗ u0

i,j

)
+

∇α
y

(
Gσ ⊗ u0

i,j

)
3: If un satisfies the stopping criterion, terminate the

iteration and output; otherwise, go to step 2.

3.2 Anisotropic TV Denoising

3.2.1 The Fractional-Order Anisotropic TV Reg-
ularization

In this subsection, the regular terms in the proposed
model Equation (25) with the anisotropic fractional-order
TV is considered. The definition of the fractional-order
TV ∥u∥FTV in Equation (26) is expressed as:

|∇αu| = ∥∇αu∥1 = |∇α
xu|+

∣∣∇α
yu
∣∣ (36)

The anisotropic fractional-order TV regularization is
denoted as:

Er (u) =

∫
Ω

|∇α
xu|+

∣∣∇α
yu
∣∣dΩ (37)

3.2.2 The Corresponding Iterative Approach

The AFTV-FDF (the Anisotropic Fractional-order Total
Variation modelcoupled with the Fractional Differential
Fidelity term) model is derived as:

min
u

|∇α
xu|+

∣∣∇α
yu
∣∣+ λ

2
∥u− u0∥22

+
µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22

(38)

Then the Split Bregman algorithm will be used to solve
the model. For the last term of Equation (38), the follow-
ing derivation is given:

∇αu =
(
∇α

xu,∇α
yu
)

∇α (Gσ ⊗ u0) =
(
∇α

x (Gσ ⊗ u0) ,∇α
y (Gσ ⊗ u0)

)
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∥∇αu−∇α (Gσ ⊗ u0)∥22
=
∥∥(∇α

xu,∇α
yu
)
−
(
∇α

x (Gσ ⊗ u0) ,∇α
y (Gσ ⊗ u0)

)∥∥2
2

=
∥∥(∇α

xu−∇α
x (Gσ ⊗ u0) ,∇α

yu−∇α
y (Gσ ⊗ u0)

)∥∥2
2

=

[√
(∇α

xu−∇α
x (Gσ ⊗ u0))

2
+
(
∇α

yu−∇α
y (Gσ ⊗ u0)

)2]2
= (∇α

xu−∇α
x (Gσ ⊗ u0))

2
+
(
∇α

yu−∇α
y (Gσ ⊗ u0)

)2
= ∥∇α

xu−∇α
x (Gσ ⊗ u0)∥22 +

∥∥∇α
yu−∇α

y (Gσ ⊗ u0)
∥∥2
2

Equation (38) is equivalent to the following constrained
problem:

min
u

|d1|+ |d2|+
λ

2
∥u− u0∥22 +

µ

2
∥d1 −∇α

x (Gσ ⊗ u0)∥22

+
µ

2

∥∥d2 −∇α
y (Gσ ⊗ u0)

∥∥2
2

s.t. d1 = ∇α
xu, d2 = ∇α

yu

We can change it into the following unconstrained
problem:

minu |d1|+ |d2|+ λ
2 ∥u− u0∥22

+µ
2 ∥d1 −∇α

x (Gσ ⊗ u0)∥22 +
µ
2

∥∥d2 −∇α
y (Gσ ⊗ u0)

∥∥2
2

+γ
2 ∥d1 −∇α

xu∥
2
2 +

γ
2

∥∥d2 −∇α
yu
∥∥2
2

(39)

Then the Split Bregman Iteration Equation (17) and
Equation (18) are applied to obtain:

(uk, dk) = argmin
u,d

{|d1|+ |d2|+
λ

2
∥u− u0∥22

+
µ

2
∥d1 −∇α

x (Gσ ⊗ u0)∥22

+
µ

2

∥∥d2 −∇α
y (Gσ ⊗ u0)

∥∥2
2

+
γ

2

∥∥d1 −∇α
xu− bk1

∥∥2
2

+
γ

2

∥∥d2 −∇α
yu− bk2

∥∥2
2
} (40)

bk+1 = bk +
(
∇αuk+1 − dk+1

)
(41)

The above problem Equation (40) can be separated
into the following sub-problems:

uk+1 = argmin
u

{λ
2
∥u− u0∥22 +

γ

2

∥∥dk1 −∇α
xu− bk1

∥∥2
2

+
γ

2

∥∥dk2 −∇α
yu− bk2

∥∥2
2
}αyu− bk2∥22} (42)

dk+1 = arg min
d1,d2

{|d1|+ |d2|+
µ

2

∥∥dk1 −∇α
x (Gσ ⊗ u0)

∥∥2
2

+
µ

2

∥∥dk2 −∇α
y (Gσ ⊗ u0)

∥∥2
2

+
γ

2

∥∥dk1 −∇α
xu− bk1

∥∥2
2

+
γ

2

∥∥dk2 −∇α
yu− bk2

∥∥2
2
} (43)

Since the minimization of u in Equation (42) is differ-
entiable, Equation (42) has the optimality condition:

0 =λ (u− u0)− γ∇α∗
x

(
dk1 −∇α∗

x u− bk1
)

− γ∇α∗
y

(
dk2 −∇α∗

y u− bk2
) (44)

Equation (44) further can be derived by discretization,
and be expressed by the following iterative formula:

uk+1
ij =

1

λ+ 2γ
[λu0

ij + γ(dkij1 −
i−1∑
k=0

(−1)
α
Cα

k ui−k,j

−bkij1 + dkij2 −
j−1∑
k=0

(−1)
α
Cα

k ui,j−k − bkij2)]

(45)

For dk+1,

dk+1
ij = shrink

(
µs+ γ

(
∇αuk + bk

)
µ+ γ

,
1

µ+ γ

)
, (46)

where s = ∇α (Gσ ⊗ u0) ,and

shrink (x, β) =
x

|x|
∗max (|x| − β, 0)

That is,

dk+1
ij1 = shrink

µs1 + γ
(∑i−1

k=0 (−1)α Cα
k u

k+1
i−k,j + bkij1

)
µ+ γ

,
1

µ+ γ

 ,

where s1 = ∇α
x (Gσ ⊗ u0),

dk+1
ij2 = shrink

µs2 + γ
(∑j−1

k=0 (−1)α Cα
k u

k+1
i,j−k + bkij2

)
µ+ γ

,
1

µ+ γ

 ,

where s2 = ∇α
y (Gσ ⊗ u0).

The Split Bregman iteration algorithm can be pre-
sented for the AFTV-FDF model.

Algorithm 2 Algorithm of the model AFTV-FDF

1: Initialization. b01 = 0, b02 = 0, d01 = 0, d02 = 0 choose
feasible λ, µ and γ, let k = 0.

2: Iteration.

3: while
∥un+1−un∥2

∥un+1∥2 ≤ ε do

4: uk+1
ij = 1

λ+2γ [λu
0
ij + γ(dkij1 −

∑i−1
k=0 (−1)

α
Cα

k ui−k,j

−bkij1 + dkij2 −
∑j−1

k=0 (−1)
α
Cα

k ui,j−k − bkij2)]

5: dk+1
ij1 = shrink

(
µs1+γ(

∑i−1
k=0(−1)αCα

k uk+1
i−k,j+bkij1)

µ+γ , 1
µ+γ

)
,

where s1 = ∇α
x (Gσ ⊗ u0)

6: dk+1
ij2 = shrink

(
µs2+γ(

∑j−1
k=0(−1)αCα

k uk+1
i,j−k+bkij2)

µ+γ , 1
µ+γ

)
,

where s2 = ∇α
y (Gσ ⊗ u0)

7: bk+1
ij1 = bkij1 +

(
∇α

xu
k+1
ij − dk+1

ij1

)
8: bk+1

ij2 = bkij2 +
(
∇α

yu
k+1
ij − dk+1

ij2

)
9: end while

3.2.3 Analysis of Coupled Gradient Fidelity
Term Model Based on the Coordinate De-
scent Method

Image restoration using coordinate descent optimization
method can optimally decomposeeach pixel by updating
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the coordinate variables with some suitable patterns, and
has an optimal convergence speed. For anisotropic forms,
the coordinate descent method can be directly used to
decompose each pixel.For isotropic models, the coordi-
nate descent method cannot be used directly for decom-
position, becausein this case, the horizontal and vertical
gradients interact quadratic ally. The following section
applies this idea to the anisotropic case of theproposed
model:

min
u

∫
Ω

|∇αu|+ λ

2
∥u− u0∥22 +

µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22

=min
u

∫
Ω

|∇α
xu|+

∣∣∇α
yu

∣∣+ λ

2
∥u− u0∥22

+
µ

2
∥∇αu−∇α (Gσ ⊗ u0)∥22

Then the above equation is the classical fractional order
model when µ is 0 and the double fidelity term model
when µ is not 0. The following study will focus on the
case when µ is not 0.

Assuming that the image size is n×n, the above model
can be discretized as follows:

minu

∑
1≤i,j≤n

|∇αuij |+
λ

2

(
uij − u0

ij

)2
+

µ

2

(
∇αuij −∇α

(
Gσ ⊗ u0

ij

))2
Based on the idea of coordinate descent, the above de-
noising problem can be transformed into a series of scalar
sub-problems for each pixel ui,j

min
uij

|∇αuij |+
λ

2

(
uij − u0

ij

)2
+
µ

2

(
∇αuij −∇α

(
Gσ ⊗ u0

ij

))2
, (i, j = 1, 2, . . . n)

i.e.

min
uij

|∇α
xuij |+

∣∣∇α
yuij

∣∣+ λ

2

(
uij − u0

ij

)2
+
µ

2

(
∇αuij −∇α

(
Gσ ⊗ u0

ij

))2
, (i, j = 1, 2, . . . n)

Using the same splitting algorithm for the above opti-
mization problem, the above problem can be transformed
into the constrained optimization problem expressed as
follows:

min
uij

|dij1|+ |dij2|+
λ

2

(
uij − u0

ij

)2
+
µ

2

(
dij1 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+
µ

2

(
dij2 −∇α

x

(
Gσ ⊗ u0

)
ij

)2

s.t. dij1 = ∇α
xuij , dij2 = ∇α

yuij

The constrained problem is then transformed into an

unconstrained problem:

min
uij

|dij1|+ |dij2|+
λ

2

(
uij − u0

ij

)2
+
µ

2

(
dij1 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+
µ

2

(
dij2 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+
γ

2
(dij1 −∇α

xuij)
2
+

γ

2

(
dij2 −∇α

yuij

)2
With the introduction of variable b, the above problem

can be further transformed into the following problem:(
uk+1
ij , dk+1

ij1 , dk+1
ij2

)
= arg min

uij ,dij1,dij2

|dij1|+ |dij2|

+
λ

2

(
uij − u0

ij

)2
+

µ

2

(
dij1 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+
µ

2

(
dij2 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+

γ

2

(
dij1 −∇α

xuij − bkij1
)2

+
γ

2

(
dij2 −∇α

yuij − bkij2
)2

(47)

bk+1
ij1 = bkij1 +

(
∇α

xu
k+1
ij − dk+1

ij1

)
(48)

bk+1
ij2 = bkij2 +

(
∇α

yu
k+1
ij − dk+1

ij2

)
(49)

Decomposing the above problem Equation (47),

uk+1
ij =argmin

uij

λ

2

(
uij − u0

ij

)2
+

γ

2

(
dij1 −∇α

xuij − bkij1
)2

+
γ

2

(
dij2 −∇α

yuij − bkij2
)2 (50)

dk+1
ij1 =argmin

dij1

|dij1|+
µ

2

(
dij1 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+

γ

2

(
dij1 −∇α

xuij − bkij1
)2 (51)

dk+1
ij2 =argmin

dij2

|dij2|+
µ

2

(
dij2 −∇α

x

(
Gσ ⊗ u0

)
ij

)2
+

γ

2

(
dij2 −∇α

yuij − bkij2
)2 (52)

The following is to discretize Equation (50), Equa-
tion (51) and Equation (52) to obtain the appropriate
iterative update of the relational equations.

uk+1
ij =

1

λ+ 2γ
[λu0

ij + γ(dkij1 −
i−1∑
k=0

(−1)
α
Cα

k ui−k,j − bkij1

+ dkij2 −
j−1∑
k=0

(−1)
α
Cα

k ui,j−k − bkij2)]

(53)

dk+1
ij1 = shrink(

µ∇α
x (Gσ ⊗ u0) + γ

(∑i−1
k=0 (−1)α Cα

k u
k+1
i−k,j + bkij1

)
µ+ γ

,

1

µ+ γ
)
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dk+1
ij2 =

shrink(
µ∇α

y (Gσ ⊗ u0) + γ
(∑j−1

k=0 (−1)α Cα
k u

k+1
i,j−k + bkij2

)
µ+ γ

,

1

µ+ γ
)

The analysis shows that, the previous use of coordi-
nate descent method for the dual-fidelity model simpli-
fies the problem by choosing the direction of the itera-
tion from the beginning. This makes the model in the
following analysis easier and the difficulty of discretiza-
tion,ultimately reducing the computational effort in com-
puter processing. Since the Split Bregman algorithm is
used in the previous analysis for the anisotropic case of the
dual-fidelity model, the discretization processdescribed-
aboveis still using the splitting algorithm.Thereby, the fi-
nal updated iterative equation is the same as the previous
one, and the experiment will not be repeated in Section 4.

4 Numerical Experiments

In this section, numerical evidence demonstrates that the
model has better texture enhancement and image denois-
ing capabilities.

4.1 Preparation

First, some preparations for the experiment are described.
To evaluate the quality of denoised images, the values

of PSNR (Peak Signal to Noise Ratio) can be calculated:

PSNR = 10 log10
MaxV alue2

MSE
(dB)

= 10 log10
2552

MSE
(dB) ,

(54)

MSE =
1

M ×N

M∑
i=1

N∑
j=1

[u (i, j)− u0 (i, j)]
2
. (55)

The above MSE is the mean-variance measure; M ×N
is the size of the image; u is the denoised image, and u0

denotes the original image. The larger PSNR, the better
the effect of image denoising.Although PSNR is an impor-
tant index to measure the denoising effect, the denoised
images with high PSNR do not always have better visual
effects than those with low PSNR. Both PSNR and visual
impressions are considered.

The iterative process of the algorithms used here is
given in Section 3.1.2 and Section 3.2.2, respectively. For
the iterations of these algorithms, the stopping conditions
are given by the iteration stops when the following con-
ditions are satisfied:∥∥un+1 − un

∥∥2
∥un+1∥2

≤ ε, (56)

where ε is the maximum permissible error. In general,
the range of ε is 5.0 ∗ 10−4-1.0 ∗ 10−2, and here ε = 5.0 ∗

10−3. The images in Figure 1 will be used for numerical
experiments.

The image sizeused in the experiment is 128× 128. In
addition, all the numerical calculations are accomplished
by using MATLAB R2017b.

4.2 Model Parameters

The denoisingmainly depends on the parameters λ and
Equation (24). Usually, the key of problem is to find a
parameter that strikes a good balance between filtering
enough noise and not losing too much information. Then
experiments with different parameters are carried out for
comparison. To find the relationship between λ and µ,
the following experiments are carried out. The proposed
IFTV-FDF model and the AFTV-FDF model are used to
handle the image ‘Dog’ of 128×128, which is corrupted by
additive white Gaussian noise with a standard deviation
of 15 and 20, respectively. The PSNR values are recorded
at different parameters. The results are shown in Figure 2
and Figure 3.

Let α = 0.9 and γ = 5, the figures show the processing
effect of the two models under different λ and µ.

From Figure 2 and Figure 3, it can be seen that the
variation of PSNR with parameters is similar indifferent
noises. For IFTV-FDF model, the optimal value of λ is
around 0.4 and the corresponding µ has the optimal value
of around 0.26. For AFTV-FDF model, the optimal value
of λ is around 1.4 and the corresponding µ has the optimal
value of around 1.

The denoising effect of the AFTV-FDF model by Split
Bregman iteration algorithm is also related to the param-
eter γ in Section 3.2.2. In the following experiment, the
values of λ and µ are fixed, λ = 1.4 and µ = 1. The exper-
iments are carried out bythe AFTV-FDF model, with the
variation of γ at several different fractional order values
(α = 0.5, 0.9, 1.5). The results are shown in Figure 4.

In Figure 4, a small change of γ makes a small effect
on the experimental results, vice versa. The results are
better when α = 0.9.

It can be seen that atdifferent noises, the models pro-
posed in this paper have optimal denoising effect, and the
effect is similar.

After a series of comparisons, λ = 0.4, µ = 0.26 and
α = 0.9 in the IFTV-FDF model and λ = 1.4, µ = 1,
γ = 3and α = 0.9 in the AFTV-FDF model.

4.3 Numerical Implementations

The parameters in Section4.2 are applied to Fig,1, with
the noise σ = 15. Equation (6) is a FTV model. As a
control model, FTV model is compared with the model
proposed in this paper. The method in Section3.2 is used
for FTV model. The method in Section 4.2 is used to
determine the parameters. The parameters with the best
effect of FTV model is λ = 0.07, µ = 0.0011 and α = 1.1.

In Figure 5, the first line is the images are corrupted
by additive white Gaussian noise with a standard devi-
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Figure 1: The original image: (a) Dog (b) Actress (c) Building (d) Pepper

Figure 2: Comparison of parameter values in IFTV-FDF model (a)σ = 15 (b)σ = 20

Figure 3: Comparison of parameter values in AFTV-FDF model (a)σ = 15 (b)σ = 20
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Figure 4: Comparison of γ at different α (a)σ = 15 (b)σ = 20

Figure 5: (a),(b),(c), and (d) are noise images. Denoising images: (a1), (b1), (c1), and (d1) are denoised by FTV
model. (a2), (b2), (c2), and (d2) are denoised by IFTV-FDF model. (a3), (b3), (c3), and (d3) are denoised by
AFTV-FDF model
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Figure 6: The 80th line of the denoising ‘Dog’ image

Table 1: PSNR of denoising images

model Dog Actress Building Pepper

FTV 28.4858 26.3492 26.9380 28.2756
IFTV-FDF 28.6027 26.9322 27.5090 28.6004
AFTV-FDF 28.7774 26.9748 27.5103 28.5755

ation of 15 respectively. The second line is FTV model;
the third line is IFTV-FDF model, and the fourth line is
AFTV-FDF model. Data of PSNR can be found in Ta-
ble 1. From Figure 5, the model proposed in this paper
is better than the FTV model in terms of denoising effect
and clarity. From Table 1, it can be seen that the model
has a larger PSNR.

The IFTV-FDF model and AFTV-FDF model are
compared with the corresponding algorithms. To effi-
ciently show the denoised abilities, the 80th line of the
original image of ‘Dog’ and the denoising image are se-
lected, as shown in Figure 6.

It can be seen that there is little difference in the effect
of the two models. The IFTV-FDF model has slightly
better denoising results with the corresponding Euler-
Lagrange equations, closer to the original image.

To observe the denoising effect in more detail, a part of
the ‘Building’ is taken to make 3D images for noise image
and denoising image, as shown in Figure 7. It can be seen
that the image is smooth after denoising, and the results
are similar.

The model is checked to overcome the staircase effect.
During the image denoising process, at some time, there
is a ‘staircase effect’ or ‘block effect’. This means that as

the number of iterations increases, the image transitions
to a chunked, homogeneous grayscale image. The edge of
an image is the part of the image where the brightness
of alocal region changes significantly. The gray profile
of this region can be regarded as a step, i.e., a sharp
change from one gray value in a small buffer region to
another gray value with a large gray difference. The edge
part of the image concentrates most of the information
of the image. The determination and extraction of image
edges is important for the recognition and understanding
of the entire image scene.It is also an important feature on
which the image segmentation relies, while edge detection
is mainly the metric, detection and localization of image
grayscale changes. Here Canny edge detection is applied.

In Figure 8, the first column is the original image; the
second column, the third column, the fourth column, and
the fifth column are the edge detection images of the origi-
nal image, the noisy image, IFTV-FDF, and AFTV-FDF,
respectively. Denoising images have far fewer edge lines
than noisy images, and there is no reduction compared
with the original image. It indicates that the image de-
tails are retained while removing the noise. In addition,
the edge lines of the denoised images are smooth, indi-
cating that this model can overcome the staircase effect.
Visual observation methods show the characteristics of
the model to overcome the staircase effect and preserve
the edges. The models and algorithms proposed in this
paper are effective.

5 Conclusions

This paper focuses on an improved fractional-order model
with fidelity term coupling. It consists of a fractional-
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Figure 7: 3D images for noise image and denoising image

Figure 8: Canny edge detection images
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order regular term, an integer-order fidelity term, and a
fractional-order gradient fidelity term. According to dif-
ferent definitions of canonical terms, this model is an-
alyzed. The corresponding Euler-Lagrange equation of
isotropic case is introduced, and then processed by the ar-
tificial time evolution method. In terms ofthe anisotropic
case, the Split Bregman Iteration algorithm is applied. In
the experiments, the method of controlling the parameter
variables is used for denoising the noisy images, anda more
suitable parameter value is found. After that, the exper-
iments are then compared to the Split Bregman method
to denoise images with FTV models. The results show
that the improved model is effective for image denois-
ing. Finally, the results of the IFTV-FDF model and the
AFTV-FDF model are compared through linear and 3D
images. The final experimental results indicate that the
improved fractional-order model has advantages in image
denoising and has better performance in edge protection.
In the future, the model will be used for network security
and further research.

Acknowledgments

The authors thank reviewers for their helpful comments
and valuable suggestions. This work is supported by the
China Scholarship Council Fund (No. 201606465066) and
the University of Science and Technology Beijing 2016
Youth Talents Project.

References

[1] L. Alvarez, P.L. Lions, and J.M. Morel, “Image se-
lective smoothing and edge detection by nonlinear
diffusion ii,” SIAM Journal on Numerical Analysis,
vol. 29, no. 3, pp. 845–866, 1992.

[2] J. Bai and X. C. Feng, “Fractional-order anisotropic
diffusion for image denoising,” IEEE Transactions
on Image Processing, vol. 16, no. 10, pp. 2492–2502,
2007.

[3] L.M. Bregman, “The relaxation method of finding
the common point of convex sets and its application
to the solution of problems in convex programming,”
USSR Computational Mathematics and Mathemati-
cal Physics, vol. 7, no. 3, pp. 200–217, 1967.
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Abstract

Phishing (also known as online phishing) is an online
criminal. Attackers use a fake webpage that imitates
trusted websites to steal sensitive personal information
such as passwords and credit card details. In this paper,
we propose an application named Freeze-Phish, which
uses Python to build a web crawler to collect informa-
tion such as hyperlinks from the website. In addition,
we build a brand word and suspicious word database by
editing distance algorithms like Levenshtein distance and
Hamming distance to compare the difference between the
words in the website URL and the suspicious one. Then,
we use a neural network to train our model and export our
code as executable code(.exe) so that our users can use
our code more easily to detect suspicious websites. Com-
pared to other methods, our model’s accuracy is about
97% true positive rate, and the average execution time is
21.3 seconds.

Keywords: Hamming Distance; Levenshtein Distance;
Machine Learning Model; Phishing Detection System

1 Introduction

Over the past years, phishing attack has been a severe
issue for online users. At-tackers design a similar website
either by copying or slightly changing the legitimate web
so that the online user can’t differentiate between phish-
ing and legitimate web. Anti-Phishing Working Group
(APWG) 2019 1Q report [1] shows the percentage of dif-
ferent kinds of web affected by phishing attacks. The
highest percentage is SaaS/webmail and payment. More-
over, it’s the first time phishing of SaaS and web-mail
webs surpass payment webs. APWG 2019 2Q [2] report
shows that SaaS/webmail web’s percentage is still higher
than payment’s, which means the at-tackers change their

target from payment to SaaS/webmail.

In addition, the percentage of phishing attacks hosted
on HTTPS has been increas-ing rapidly in these few years,
which has caused a severe problem [3,4]. More and more
webs use SSL because browser only warns users when SSL
is unused. This will con-fuse users when they enter a
phishing website hosted on HTTPS.

The ways that attackers use to build a phishing web is
to copy legitimate web ele-ments as far as possible to fool
users. Some replace entire legitimate text with a single
image, some replace legitimate hyperlinks with NULL or
their links, and some host on HTTPS to imitate highly
legitimate behavior. According to these problems, this
paper aims to help users distinguish between phishing and
legitimate webs, especially those hosted on HTTPS.

2 Related Work

In 2016, Moghimi and Varjani [5] used a decision tree plus
a support vector ma-chine (SVM) as a training model.
They used a rule-based method to make a browser ex-
tension named PhishDetector. It was rapid for users to
determine whether the web-site was phishing or legiti-
mate. However, it’s only designed for Chrome users. In
addition, since they wanted to make a browser extension,
they needed to make a white-box model, so they used a
decision tree, which usually had a problem. That prob-
lem was that decision trees can be unstable because slight
variations in the data might result in a completely differ-
ent tree being generated.

In 2018, Jain and Gupta [6] proposed a model using
html source code and URL text as features, using the
random forest. Some of those features were HTTP Status
Codes, such as 404 302. However, when a website has
hyperlinks up to 50 or even more, it takes a long time to
collect HTTP Status Codes; sometimes, it takes minutes
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to collect those features, which is not rapid for users.
Likewise, in 2019, Rao and Pais [7] also used HTTP

Status Codes as features, just like Jain and Gupta [6].
Unlike the former, they classified hyperlinks by position,
such as in Footer, in the HTML body. The same problem
is that these feature collections take a long time. Fur-
thermore, a hyperlink may cause redirection, and when
it happens, the model will keep asking for HTTP Status
Code, and the website will keep redirecting. In the end,
it becomes an endless loop.

In 2019, Rao and Pais [8] proposed a model called Jail-
Phish, which was a browser extension using Search Engine
Results Pages (SERP) to detect phishing websites. One
of their disadvantages is that it is only for Chrome users.
Another is that it’s not suitable for detecting non-English
websites.

In 2019, Sahingoz, Buber, Demir, and Diri [9] proposed
a Machine learning-based method to detect phishing web-
sites. They used text-based features and Markov Chain
and Levenshtein distance to determine whether the word
was random. This data preprocessing differs significantly
from other papers. However, they only used one kind of
feature, which is a text-based feature. It means some at-
tacks can’t fake on their URL, so the model wouldn’t find
out.

3 The Proposed Model

The Freeze-Phish method is based on two kinds of fea-
ture sets. The entire system architecture of the proposed
method is shown in Figure 1.

Figure 1: Entire system architecture of freeze-phish.

We propose three feature sets to improve the perfor-
mance and the speed of detecting phishing attacks. The
three kinds of feature sets are literal, hyperlink, and ex-
tension features. The literal feature set is about the web-
site’s URL feature, such as word number, dot number,
and symbol number. It contains 26 features and will be

explained in section A. The hyperlink feature set is about
the website’s source code, such like the hyperlink of each
tag contains. The percentage of each tag has HTTPS
links. It contains eight features and will be explained in
section B. The extension fea-ture set is about the web-
site’s extensions, such as HTML, HTML, PHP, etc. We
will collect these websites’ extensions and use OneHotEn-
coder for preprocessing. It will be explained in section
C.

3.1 Literal Features

We build a few word lists containing band and suspicious
words. Band word list contains famous company names,
such as Google, Apple, PayPal, and so on. A suspicious
word list contains security-related words, like login, pass-
word, and register. In addition, we use brown college and
Reu-ters word lists to find the count of meaningful words
in the URL. Also, we use Levenshtein distance [10] and
Hamming distance [11] to check whether the URL con-
tains a similar word string.

Levenshtein distance is a string metric used to measure
the difference between two sequences. The edit distance
between two words is the minimum number of single-
character edits (insertions, deletions, or substitutions) re-
quired to change one word into the other. For example,
the Levenshtein distance between ”soanden” and ”stand-
ing” is 3.

1) soanden � standen (substitution of ”t” for ”o”);

2) standen � standin (substitution of ”i” for ”e”);

3) standin � standing (inserting ”g” at the end).

The Hamming distance between two strings of equal
length is the number of positions where the corresponding
symbols differ. In other words, it measures the minimum
number of substitutions required to change one string into
another or possibly the minimum number of errors to con-
vert one string into another.

1) ”karolin” and ”kathrin” is 3.

2) ”karolin” and ”kerstin” is 3.

3.2 Hyperlink Features

We build a top-level domain word list that contains some
commonly used top-level domains, like .com, .edu, .gov,
and .net, and we will check whether the website’s URL
and its hyperlink contain this domain or not.

In addition, we will call the hyperlink not hosted on
the same domain as the web-site a foreign Link and check
the ratio of the foreign Link among all the hyperlinks in
the source code. Also, we will classify the hyperlink into
four kinds by their tag, which are < Script >,< Link >
,< A >,< Img >, and count the ratio of the hyperlink
that is hosted on HTTPS (SSL).

At last, we will check whether the website has an icon.
If it has an icon, we will check whether the icon’s Link is
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hosted in a foreign domain or not, so we will this feature
into three kinds, the one with no icon, the one the icon
link is hosted in a for-eign domain, and the one that icon
link is hosted on the same domain.

3.3 Extension Features

The extension feature module is to obtain the file exten-
sion of the webpage and then understand the language in
which the website is written. HTML is a web page used
in the early days because the early DOS system was a
16-bit operating system and only accepted a file exten-
sion of up to three words, so it is simplified to him. Most
HTML files are phishing websites because this web page
was used early, and most legitimate websites are no longer
used today. In addition, most phishing web-sites will also
use PHP to write.

We will obtain the file extension of the webpage and
convert it into an encoding using OneHotEncoder. We
chose to use OneHotEncoder instead of LabelEncoder be-
cause most algorithms are calculated based on the met-
rics in the vector space. For example, There are three
color features: yellow, green, and blue. You might want
to make yellow = 1, green = 2, and blue = 3, that is,
label different categories. However, this may allow the
machine to learn ”yellow <green < blue,” but this is not
the inten-tion of the data features we want the machine
to learn.

3.4 Machine Learning Model

We use artificial neural networks to build our Freeze-Phish
model. Artificial neural networks (ANNs) [12,13] are com-
puting systems inspired by, but not identical to, the bio-
logical neural networks that make up animal brains. Ar-
tificial neural networks are based on collections of con-
nected units, or nodes, called artificial neurons, which
loosely model the neurons in biological brains. Like
synapses in a biological brain, each connection can trans-
mit a signal to other neurons. An artificial neuron that
receives a signal pro-cesses it and can signal neurons con-
nected to it.

When building an ANN, we can decide how many
layers and how many neurons we want and can fit our
dataset. In this paper, we build two hidden layers in our
ANN model, one with 150 and one with 100 neurons. In
addition, we add two dropouts and set the dropout as 0.7,
so we can prevent overfitting happens. Overfitting pro-
duces an analysis that corresponds too closely or exactly
to a particular data set and may fail to fit other data
or reliably predict future observations. The activation we
use is that the input layer uses the objective function, and
two hidden layer uses the sigmoid function.

4 Experiment Results

We collect 5323 websites, 2919 legitimate websites, and
2404 phishing websites. The detail of data collection will

be discussed in Section 4.1, and performance metrics will
be discussed in Section 4.2.

4.1 Dataset Collection

The data we collect is from three sources. The phish-
ing dataset is extracted from PhishTank [8] and Open-
phish [8], and the legitimate dataset is collected from
Alexa [8] and other websites. Since the samples in the
dataset can influence the performance of each model, and
different researchers use different datasets and models,
the accuracy is each research may be different. Therefore,
we present our model accuracy as one of the performance
measurements but not the primary measurement. We em-
phasize the execution time we test and different types of
data features as our model’s breakthrough.

PhishTank was launched in October 2006 by en-
trepreneur David Ulevitch as an offshoot of OpenDNS.
The company offers a community-based phish verification
system where users submit suspected phishes and other
users ”vote” if it is a phish.

OpenPhish launched in June 2014 due to a three-year
research project on phishing detection. The research
yielded a set of autonomous algorithms for detecting zero-
day phishing sites. These algorithms form a self-contained
kernel that can tell whether a URL is a phish.

We use Python to build a crawler to collect legitimate
and phishing website data. Since the lifetime of a phishing
website is very short, we must web crawling immedi-ately
before the web goes offline. Many researchers using web
crawlers to collect datasets must have different data since
e former phishing webs are already offline, so we can’t
web crawl them.

4.2 Performance Metric

We calculate the actual positive rate (TPR), false posi-
tive rate (FPR), actual nega-tive rate (TNR), false neg-
ative rate (FNR), accuracy, and F1 score to evaluate the
performance of Freeze-Phish. We use using 10-fold cross-
validation to train and test our model. The confusion
matrix and performance measures algorithm is shown in
Figure 2. and the performance of Freeze-Phish is shown
in Tables 1 and 2.

Figure 2: Confusion Matrix
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Table 1: Performance of Freeze-Phish

Approach ACC (%) TPR (%) FNR (%) F1 score(%)
Freeze-Phish 97.0% 96.9% 2.8% 97.1%

Table 2: The Speed Performance of Freeze-Phish collect-
ing one data feature Model Accu-racy Comparison

NOT USING USING
HTTP Status Code HTTP Status Code

Accuracy 97.0% 96.9%
TPR 96.9% 96.9%

F1 Score 97.1% 96.8%
FNR 2.8% 3.0%

4.3 Black Box Model vs. White Box
Model

Our model is based on the artificial neural network be-
cause it has a self-adaptability feature and a black box
model, suitable for preventing zero-day attacks. Zero-day
attack is the term used to describe the threat of an un-
known security vulnerability in a computer application
for which either the patch has not been released, or the
application developers were unaware of or did not have
time to fix. Besides, researchers like Mahmood Moghimi
et al. [5], which use a decision tree, and Outhu Srinivasa
Rao et al. [8], which use a rule and white box models, have
a disadvantage. White box models are usually simple to
understand the rule of classification and can be easily ex-
plained. However, these models’ predicted performances
are usually weaker than black box models. White box
models focus on introspection, causal effects, and finding
the correct model.

On the other hand, black box models focus on high
computational prediction. The phishing attack is a kind
of zero-day attack; attackers can change how they design
the fake website over time, so the prediction model must
be self-adaptive. For example, if the attackers find out the
rule in the white box model, such as Outhu Srinivasa Rao
et al. [8], they can change the design of the fake website
and won’t be detected by the machine.

4.4 Execution Time

In addition, we test our model’s execution time. We show
the difference between using HTTP Status Code and not
HTTP Status Code to see the performance of HTTP Sta-
tus Code features used in Rao et al. [7] and Jain et al. [6].
We decided not to toe HTTP Status Code because feature
collection takes a long time. Sometimes a website with
100 hyperlinks may take up to 5 minutes to collect the
feature. Besides this, it has another disadvantage. The

disadvantage is that some of the hyperlinks will cause
redirection, and when it happens, the model will keep
asking for HTTP Status Code, and the website will keep
redirecting. In the end, it becomes an endless loop. In
addi-tion, when not using the HTTP Status Code feature,
the execution time can improve, so it doesn’t have to wait
long for the result. The performance is shown in Table 3.

As a result, we can see that without using the HTTP
Status Code feature, we can promote the execution time
and feature collecting time. In addition, the accuracy of
our model still stays high.

4.5 Different Types of Data Feature

In our research, we use three types of data features: lit-
eral, hyperlink, and exten-sion. Compared to Ozgur Ko-
ray Sahingoz et al. [9], we use more features than theirs.
In addition, they use Levenshtein distance as their data
features; our research uses not only Levenshtein distance
but also Hamming distance and Levenshtein ratio as our
feature collection. We add these edit distance algorithms
to find more Suspicious words in the URL. In our hyper-
link feature set, we cancel the HTTP Status Code fea-
ture, which can save a lot of time than Routhu Srinivasa
Rao et al. [7] and Ankit Kumar Jain et al. [6] in executing
and collecting data. Besides, we add features like the ra-
tio of foreign links and firstdotlink to check whether the
hyperlinks in the website are under the same domain.

5 Conclusion

In this paper, we proposed a method using machine learn-
ing to prevent phishing attacks, named Freeze-Phish,
which can be used easily. Our potential users won’t be
limited to only Google browser users. We evaluated our
application with our collected dataset and observed an
accuracy of 97.0
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Table 3: The Speed Performance of Freeze-Phish collecting one data feature Model Execu-tion Time Comparison

NOT USING USING
HTTP Status Code HTTP Status Code

Average collect time 22.68s 50.48s
Longest difference in time 23.9s 541s
shortest difference in time 24s 25.5s
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Abstract

Role-based access control (RBAC) is one of the most pop-
ular models due to its various security constraint policies
and flexible and convenient authorization mechanisms,
such as the delegation-authorization technique. However,
the security and reliability of the delegation process can-
not be guaranteed using most existing approaches. Fur-
thermore, delegation is not considered particularly in dis-
tributed and collaborative systems. To address these is-
sues, this study proposes a novel delegation-authorization
model based on the collaborative access control and trust
degree and presents its framework and the delegation-
authorization process. First, to ensure the consistency of
the system status during the delegation process, the se-
curity and satisfiability of the system status are analyzed
by implicit enforcement of the given collaborative divi-
sion strategies. Second, to improve the reliability of the
delegation process, the trust degrees of different candidate
objects are comprehensively calculated, and the delegated
objects with higher degrees are further selected. Last, the
access decision to system resources is determined based on
the participants’ collaborative contributions. The experi-
mental results show that compared to the existing studies,
the proposed model not only satisfies the security require-
ments of the collaborative organization but also effectively
improves the reliability of the delegation process.

Keywords: Collaborative Access Control; Collaborative
Separation of Duties; Delegation Authorization; Role-
based Access Control; Trust Degree

1 Introduction

The role-based access control (RBAC) model is very pop-
ular and is widely adopted by large-scale business orga-
nizations for the system deployment [6, 8, 24]. With the
rapid development and wide application of the emerging
information and network technologies such as the Inter-
net of Things (IoT), online social networks, cloud com-
puting, and blockchain, the confidentiality, privacy and

integrity of the system resources become more and more
important, particularly in the case of accessing sensitive
data. In the computer-supported distributed and collab-
orative working systems based on RBAC, multiple users
are required to cooperate and communicate with each
other, in order to jointly make the decision to access sys-
tem resources [1, 7, 12, 15, 25, 27]. This is because just
trusting a single person may lead to the risk of the privi-
leges abuse. To avoid the possibility of abusing the privi-
leges due to too centralized privileges of individuals, mul-
tiple participants could obtain the access permission of
some resource only if they together have enough contribu-
tion weights that reach or exceed the permission thresh-
old. For this purpose, Alsulaiman et al. [5] proposed a
threshold-based collaborative access control model, called
TBCACM, which related any access privilege of the re-
source with a specified threshold, and then executed the
role–permission assignments. Participants in the collabo-
ration were assigned either different roles or the same role,
in order to make common decision for accessing resources.

As an important manifestation of the RBAC system,
the delegation-authorization technique based on RBAC
chooses an appropriate delegated object as the substi-
tute for the delegating subject or user, in order to de-
centralize the centralized authorization management to
some ordinary object. The delegation authorization has
been proved to be flexible and useful in many practical
applications [3, 4, 18]. Yu et al. [26] proposed a locale-
based access control model (LCACM) in the collaborative
environment, and presented a hierarchical authorization
mechanism within the collaborative group, which could
meet the security and flexibility requirements of the del-
egation. Khan et al. [9] proposed a security delegation
model by restricting the delegation of sensitive permis-
sion as well as the restriction from unauthorized access
to resources, which could reduce the administrative bur-
den and enable the automated delegation. Actually, the
delegating subject should select competent and trustwor-
thy delegated objects from various candidate objects with
different trust degrees and execution capacities. However,



International Journal of Network Security, Vol.25, No.5, PP.899-909, Sept. 2023 (DOI: 10.6633/IJNS.202309 25(5).20) 900

there exists the problem of arbitrariness using most of the
existing approaches. The delegation process is unreliable
once the delegated object with lower trustworthiness is se-
lected. To realize the fine-grained, accurate and reliable
delegation authorization, Liu et al. [14] combined conven-
tional RBAC model and trust management, and proposed
a trust-based access control model (TBACM), which com-
prehensively calculated the trust degrees of different users
and evaluated their behavior ability.

According to the dynamic changes of user behavior,
Zhu [28] divided the user trust into static trust level
and dynamic trust level, and proposed a user trust-based
dynamic multi-level access control model (UTDMACM),
which could realize the hierarchical access control and
fine-grained dynamic authorization. According to the dy-
namic variability of the network environment and user
status, Liu and Chang [13] introduced the concept of trust
measure and context constraint, and proposed a novel ac-
cess control model based on the multi-dimension measure-
ment and context, called MMCBACM, which could real-
ize the dynamic and real-time control to the delegation
authorization. To mitigate the malicious actions caused
by the authenticated users, Abdul et al. [2] designed an
access control mechanism by computing the trust degree
based on the user’s uncertain behavior, which could accu-
rately detect and mitigate malicious users from the mobile
cloud computing environment. These models or mecha-
nisms can better reflect the reliability of the delegation
process. However, they cannot meet the security require-
ments in a given collaborative working environment, and
there may be potential security risk.

Similar to the RBAC mechanism, a critical character-
istic of the collaborative access control system is that it
allows the specification and enforcement of various con-
straint policies [10, 17, 20], including the collaborative
separation of duties (CSOD) and the static mutually-
exclusive-role constraint (SMER), which can ensure the
security and satisfiability of the system status. Specifi-
cally, the collaborative strategy k − n CSOD states that
at least k users are required to cooperate with each
other, in order to together execute a specific task with
n different roles, which is simply expressed as csod <
{r1, r2, · · · , rn}, k >. The static mutually-exclusive-role
constraint t−m SMER states that any user cannot have
t or more roles out of the given m roles, which is sim-
ply expressed as smer < {r1, r2, · · · , rm}, t >. To meet
the SOD constraints under the general model, Sarana et
al. [21] proposed a novel role-optimization method that
was represented as RMP SOD, and developed three al-
ternative approaches during or after the role mining.
To further satisfy SOD constraints and ensure autho-
rization security, Sun et al. [23] proposed a role-mining
method, called role-mining optimization with separation-
of-duty constraints and security detection for authoriza-
tions (RMO SODSDA). Subsequently, in order to effec-
tively enforce the given SOD constraints, Sun et al. [22]
proposed another novel policy-engineering method, called
policy-engineering optimization with visual representa-

tion and separation of duty constraints (PEO VR&SOD),
which utilized the method of SAT-based model counting
to reduce the constraints and constructed mutually exclu-
sive constraints. In the above-mentioned approaches for
constructing RBAC systems with the SOD constraints,
however, an inadequately addressed key challenge is that
the delegation in the collaborative circumstance is not
taken into consideration. As an alternative security-
control strategy, the trust-collaboration mechanism [19]
meets the confidentiality and privacy requirements of im-
portant or sensitive data, while reducing the possibility
of abusing the privileges due to the randomness of the
delegation authorization. Therefore, when some user is
temporarily absent or is on leave, how to develop a secure
and reliable delegation scheme for choosing a trustwor-
thy substitute to participate in the collaboration is very
challenging.

To resolve the above-mentioned problems, this study
proposes a novel delegation-authorization model based
on collaborative access control and trust degree, called
TDAM CAC. The main contributions of this work are as
follows:

1) To realize the delegation authorization in the collab-
orative scenario, while ensuring the consistency of
the system status, we present the structure of the
proposal as well as the delegation-authorization pro-
cess in detail, and construct the minimal set of mu-
tually exclusive constraints to indirectly implement
the collaborative strategies. We also demonstrate
the effectiveness of the TDAM CAC using real-world
datasets.

2) To improve the reliability of the delegation process,
we employ the trust incentive and trust penalty
to comprehensively compute the trust degrees of
different candidates, and then choose the objects
with higher degrees to participate in the collabora-
tion. We also demonstrate the effectiveness of the
TDAM CAC using a specific simulated system.

The rest of the article is structured as follows. The
preliminaries used for our work are discussed in Section
2. Section 3 proposes a novel delegation model, and
presents its delegation-authorization process and the rele-
vant correctness verification. We implement experiments
and comprehensively present the experimental analysis in
Section 4, and conclude the article and discuss future work
in Section 5.

2 Preliminaries

Before proposing our methodology, some necessary pre-
liminaries are discussed, including the collaborative access
control and trust computing.
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2.1 Collaborative Access Control

To specify the collaborative access control based on
RBAC, sets U , R, UA and RH are the basic elements
of the RBAC model. Besides, we assume that any access
permission of the system resources is associated with a
particular weight τ , which is called permission threshold,
and then present the definitions of set PT , relationship
PCA and system status τ as follows.

Definition 1. Set PT : If permission pi associated with
threshold τi is represented as a 2-tuple form (pi, τi), then
the set of all such tuples is referred to be permission set
with thresholds, which is denoted as PT .

Definition 2. Relationship PCA: If quadruple
(ri, ci,mci, pi) is used to represent the contribution
relation of role ri to permission pi, where ci is the
contribution weight of role ri for permission pi, mci is
the maximum contributions allowed by ri, then the set
of all such quadruples is referred to be relationship of
role–permission assignments with contributions, which is
denoted as PCA.

Definition 3. System status γ: It is formalized as a
triple < UA,PCA,RH >, denoted as γ, where UA, PCA
and RH are the basic components of the RBAC model.
Rolesγ(u), Permsγ(u), and wγ(u) represent the roles,
permissions with weights, and contribution weights asso-
ciated to u under γ, respectively, which can be formalized
as:

Rolesγ(u) = {r ∈ R|∃r1 ∈ R, (u, r1) ∈ UA ∧ (r1, r)

∈ RH};
Permsγ(u) = {(p, w)|∃(r1, r2) ∈ R, (u, r1)

∈ UA ∧ (r1, r2)

∈ RH ∧ (r2, w2,mw2, p) ∈ PCA};
wγ(u) = {w|∃(p, τ) ∈ PT, (p, w) ∈ Permsγ(u)}.

2.2 Trust Computing

The trust involves trust incentive and trust penalty, which
are connected with the harmonization coefficient during
the delegation process. For convenience in the following
discussion, ua and ub are used to represent the delegating
user, and delegated one, respectively.

Definition 4. Harmonization coefficient for delegation
DH(ua, ub): The relationship between the successful ex-
ecution of delegations and the total delegation requests
is referred to be harmonization coefficient for delega-
tion, which can be formally represented as DH(ua, ub) =
SD(ua,ub)
DR(ua,ub)

× log10 SD(ua, ub), where SD(ua, ub) is the

number of successful execution of tasks by ub instead of
ua, DR(ua, ub) is the total number of the delegation re-
quests that have been made by ua, and log10 SD(ua, ub)
is the stability of SD(ua, ub) with respect to DR(ua, ub).
Obviously, when the value of SD(ua, ub)/DR(ua, ub) is
fixed, the greater the value of SD(ua, ub) is, the greater
the value of DH(ua, ub) is.

Definition 5. Trust incentive α(ua, ub): The trust value
of ua relative to ub increases once ub successfully com-
pletes a delegated task of ua. The increasing value of trust
is regarded as the trust incentive, which is represented as
α(ua, ub) = tw × DH(ua, ub), where DH(ua, ub) is the
harmonization coefficient, and parameter tw indicates the
complexity of performing the delegated task.

Definition 6. Trust penalty β(ua, ub): The trust value of
ua relative to ub correspondingly decreases once ub does
not complete the delegated task of ua. The decreasing
value is regarded as the trust penalty, which is represented
as β(ua, ub) = tw/DH(ua, ub).

To precisely reflect the reliability of the delegation pro-
cess, according to Definition 5 and Definition 6, the trust
degree of ua relative to ub, which is denoted as T (ua, ub),
should be updated in time. It can be computed as:

T (ua, ub) =


T (ua, ub) + α(ua, ub),

if ub successfully completes
the delegated task;

T (ua, ub)− β(ua, ub), otherwise.

3 Methodology

In this section, the framework of the proposed
TDAM CAC is first presented in Figure 1, which is di-
vided into two parts: The delegation based on collabo-
ration, and the authorization control. The structure of
the former is basically consistent with the conventional
delegation model, which involves the sets of delegating
subjects, delegated objects, regular roles, delegated roles
and permissions, as well as the assignment relationships
UA and PCA. On the other hand, the latter mainly in-
volves the trust-relation computing among the delegating
and delegated users in the collaborative environment, en-
forcement of the CSOD strategies on UA, and contribu-
tion of the collaborative thresholds as well as the autho-
rization decision on PCA, which are related to the basic
delegation components by the dotted lines as shown in
the figure.

3.1 Process of the Delegation Authoriza-
tion

First, the following two definitions are presented, in order
to determine the security and satisfiability of the collab-
orative access-control system.

Definition 7. Security of the system status sec(γ):
Given a k − n CSOD e = CSOD < {r1, r2, · · · , rn}, k >
under the system status γ, if any (k − 1) users cannot
have all these n roles under γ, then γ is secure, denoted
as sece(γ) = 1; otherwise, γ is not secure, denoted as
sece(γ) = 0. Let the set of variants of k − n CSOD be
E = {e1, e2, · · · }, if γ is secure with respect to each ei,
then γ is secure with respect to E; otherwise, γ is not se-
cure with respect to E. Whether or not the system status
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Figure 1: Framework of the TDAM CAC

is secure can be formalized as follows:

∀e ∈ E,∃{u1, u2, · · · , uk−1} ⊂ U :

{r1, r2, · · · , rn} ⊈
k−1⋃
i=1

Rolesγ(ui) → sece(γ) = 1;

∃e ∈ E,∃{u1, u2, · · · , uk−1} ⊂ U :
k−1⋃
i=1

Rolesγ(ui) ⊇ {r1, r2, · · · , rn} → sece(γ) = 0.

Definition 8. Satisfiability of the system status sat(γ):
Given a t − m SMER c = smer < {r1, r2, · · · , rm}, t >
under the system status γ, if no user is allowed to have
t or more roles out of all these m roles under γ, then γ
is satisfied, denoted as satc(γ) = 1; otherwise, γ is not
satisfied, denoted as satc(γ) = 0. Let the set of variants
of t−m SMER be C = {c1, c2, · · · }, if γ is satisfied with
respect to each ci, then γ is satisfied with respect to C;
otherwise, γ is not satisfied with respect to C. Whether
or not the system status is satisfied can be formalized as
follows:

∀c ∈ C, ∃u ∈ U :

|Rolesγ(u) ∩ {r1, r2, · · · , rm}| < t → satc(γ) = 1;

∃c ∈ C, ∃u ∈ U :

|Rolesγ(u) ∩ {r1, r2, · · · , rm}| ≥ t → satc(γ) = 0.

To together obtain the access privileges of infor-
mation resources in the collaborative environment, the
delegation-authorization process is presented in Figure 2.
Specifically, when some user is on business trip or is on
leave, he needs to delegate the corresponding permissions
to another user who participates in the collaboration pro-
cess as the substitute of the former. First, based on the

above definitions, security and satisfiability of the system
status are analyzed and determined according to the given
collaborative strategy, and then suitable candidate ob-
jects that can ensure the consistency of the system status
during the delegation process are selected. Next, trust de-
grees of different candidates are computed and compared,
and the delegated objects with higher trustworthiness are
chosen as the substitutes, in order to ensure the reliability
of the delegation process. Last, according to the autho-
rization condition of the access control system, whether
the access to resources is permitted can be determined
based on the collaborative contributions of all the partic-
ipants to the access permissions.

3.2 Implicit Enforcement of the CSOD
Strategy

To implicitly enforce k−n CSOD, we present an approach
for constructing t−m SMER constraints from the k − n
CSOD in Algorithm 1, from which the following state-
ments can be concluded.

Statement 1. For the given collaborative strategy e =
CSOD < {r1, r2, · · · , rn}, k > under status γ, it can
be precisely enforced by the constraint formalized as
c = smer < {r1, r2, · · · , rn}, t >, if and only if t = 2
when k = n (or t = n when k = 2).

Statement 2. For the given collaborative strategy e and
a constraint set C under γ, e can be implicitly en-
forced by C, if and only if ∀c ∈ C: satc(γ) → sece(γ).

Theorem 1. For the given collaborative strategy e =
CSOD < {r1, r2, · · · , rn}, k > under status γ, the SMER
constraint set constructed by Algorithm 1 is minimal.
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Figure 2: Flow chart of the delegation authorization

Algorithm 1 Construction of t−m SMER constraints

Proof. According to Statement 1, {< {r1, r2, · · · , rn}, 2 >
} and {< {r1, r2, · · · , rn}, n >} is the minimal set re-
quired. Next, we need to verify whether if holds true
when 2 < k < n. The verification process considers the
following two sides.

On one hand, Any (k − 1) users have (k − 1) × (t −
1) roles from {r1, r2, · · · , rm} at most, since any user at
most is allowed to have (t − 1) roles. Without loss of
generality, let t takes the value (⌊n−1

k−1 ⌋ + 1), the number

of roles covered by any (k−1) users is: (k−1)× (⌊n−1
k−1 ⌋+

1 − 1) < n, that is satc(γ) → sece(γ) = 1. When t <
(⌊n−1

k−1 ⌋+1), it also holds true. Thus, for each c = smer <
{r1, r2, · · · , rm}, t > in the constructed C, c can enforce
e.

On the other hand, the contradiction method is used.
Assuming that c is not the minimal constraint to enforce
e, and there exists another enforceable t′ −m′ SMER c′

that is less strict than c, then m′ should not be greater
than m, and t′ should be greater than t. There are two
cases:

1) When m′ = m and t′ > t, the assumption is true.
Then, it is concluded that t′ > ⌊n−1

k−1 ⌋ + 1. Without

loss of generality, let t takes the value (⌊n−1
k−1 ⌋ + 2).

For c′, there exists (k − 1) users, and the number of
roles covered by these users is: (k−1)×(n−1

k−1+2−1) =
n− 1 + k − 1 > n, then sece(γ) = 0, which breaches
e. Thus, the assumption is false.

2) When m′ < m and t′ = t, the assumption is true. If
satc′(γ) = 1, then satc(γ) = 1, which indicates that
c′ that is not weaker than c. Thus, the assumption
is false, and the theorem is proved.

4 Experimental Analysis

To evaluate the performance of the TDAM CAC, in this
section we implement experiments using the simulated
system and real-world datasets, in order to demonstrate
the security and reliability of the proposal. All the exper-
iments are compiled and run under the Java environment.

4.1 Performance Evaluations Using the
Simulated System

4.1.1 Problem Statements

In the following simulated system, Figure 3 presents the
role-hierarchy relationship (RH) of the RBAC system
when a specified organization is purchasing a batch of
products. Table 1 and Table 2 represent the relationship
of the original user–role assignments (UA), and that of the
role–permission assignments with contributions (PCA) in
the multi-department collaborative organization, respec-
tively. When department manager a is absent, it is ob-
served that assistant manager b, c, d,e, f and g collaborate
with each other, and they can make common decision for
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the purchase. This is because 0.2τ1+0.2τ1+0.3τ1+0.1τ1×
3 = τ1, which reaches the permission threshold. Consider
the following two delegation cases:

1) d is on business trip, and he temporarily delegates
permission (p1, 0.3τ1) to b or c. Assume that at least
6 users are required to participate in the collabora-
tion before the delegation, in order to ensure the sys-
tem security. However, the collaboration only con-
sists of 5 participants after the delegation using the
conventional models, which cannot meet the security
requirement.

2) b is on leave, and he temporarily delegates permission
(p1, 0.2τ1) to one user out of h, i, and j, while ensur-
ing 6 participants in the collaboration. b may have
different degrees of satisfaction to h, i, and j who
have participated in the previous collaborations. If
the satisfaction degree just represents the trust de-
gree, then the greater the degree value, the more reli-
able the delegation is. However, the delegation is not
reliable once the delegated object with lower trust-
worthiness is chosen using the conventional models.

Figure 3: RH

Table 1: UA

User Role Annotation for role

a DM Department manager
b S DM1 Assistant manager
c S DM2 Assistant manager
d S DM3 Assistant manager

e, f, g, h, i, j A DM Assistant manager
k OP Ordering person
l QP Inspector
m WP Store keeper
n AP Accountant
o CP Cashier
q P Common staff

4.1.2 Security Analysis of the TDAM CAC

d is on business trip, he needs to delegate permission
(p1, 0.3τ1) to another participant in the collaboration. For
the given collaborative strategy e = csod < {S DM1,
S DM2, S DM3}, 3 >, and constraint c = smer <
{S DM3, A DM}, 2 >, the system status γ is secure be-
fore the delegation. This is because γ is satisfied to c and
is also secure to e. the delegation process is analyzed as
follows:

First, if b or c is selected as the delegated object,
then it is observed that Rolesγ(b) ∪ Rolesγ(c) ⊇
{S DM1, S DM2, S DM3}, which violates e, and the
system security cannot be guaranteed.

Second, if e is regarded as the delegated object,
it is observed that {S DM1, S DM2, S DM3} ⊈
Rolesγ(b)∪Rolesγ(c), which meets csod < {S DM1,
S DM2, S DM3}, 3 >. However, Rolesγ(e) ∩
{S DM3, A DM} ≥ 2, which violates smer <
{S DM3, A DM}, 2 >. Thus, the system security
cannot be guaranteed yet.

Further, if n is chosen as the candidate, it is observed
that csod < {S DM1, S DM2, S DM3}, 3 > and
csod < {S DM1, S DM2, S DM3}, 3 > can be met
simultaneously, then the system security can be guar-
anteed after the delegation.

Last, according to the determination condition of the
collaborative access control, it can be concluded that
b, c, n, e, f, g can together make the decision for the
purchase. This is because wγ(b) + wγ(c) + wγ(n) +
min((wγ(e) + wγ(f) + wγ(g)), 0.3τ1) ≥ τ1.

4.1.3 Reliability Analysis of the TDAM CAC

b is on leave, he needs to delegate permission (p1, 0.2τ1) to
another participant in the collaboration. To demonstrate
the reliability of the proposal, On the basis of ensuring the
consistency of the system security during the delegation
process, the harmonization coefficient and trust degree
are considered as the evaluation measures, respectively.

First, we take the number of successful delegations
as inputs, repeatedly implement the experiments 20
times in the simulated system, and output the me-
dian values of the experimental results as shown in
Figure 4, which demonstrates that the harmonization
coefficient varies as the number of successful delega-
tions varies, where the ratios of successful completion
of the delegated tasks implemented by h, i, and j to
the delegation requests made by b are 100%, 80%, and
50%, respectively. Specifically, we consider three cases:
SD(ub, uh)/DR(ub, uh) = 1.0, SD(ub, ui)/DR(ub, ui) =
0.8, and SD(ub, uj)/DR(ub, uj) = 0.5. It is observed from
the figure that the harmonization coefficient grows lin-
early as the number of successful delegations increases for
all the three cases. However, it does not vary obviously
once the successful number exceeds 1000. Specifically,
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Table 2: PCA

Maximum Permission
Role contribution by role with weight Annotation for permission

DM τ1 (p1, τ1) It is responsible for general management
S DM1 0.2τ1 (p1, 0.2τ1) It is responsible for ordering products
S DM2 0.2τ1 (p1, 0.2τ1) It is responsible for ordering products
S DM3 0.3τ1 (p1, 0.3τ1) It is responsible for ordering products
A DM 0.3τ1 (p1, 0.1τ1) It is responsible for ordering products
OP 2 (p2, τ2) Order products
QP 3 (p3, τ3) Inspect the product quality
WP 4 (p4, τ4) Store products
AP 5 (p5, τ5) Keep accounts
CP 6 (p6, τ6) Revenue and expenditure cash
P 7 (p7, τ7) Collect and organize documents

when the number reaches 1000, the successful ratios of
delegations for these cases are 3, 2.5, and 1.45, respec-
tively, which are very close. Thus, it is difficult to choose
an appropriate object from h, i, and j.

Next, based on the above experimental setting, Fig-
ure 5 presents the trust degree of the delegated objects
such as T (b, h), t(b, i), t(b, j), where the complexity of the
delegated task is set as 1.0, and the initial trust degree
is set as 100. It is observed from the figure that, the
value of T (b, h) increases significantly with the increasing
number of successful delegations, while the value of T (b, i)
grows slightly, which respectively reach 600, and 385 with
250 successful delegations. However, the value of T (b, j)
tends to decrease slightly as the number of successful del-
egations increases, which only reaches 80. Thus, h is the
most trustworthy delegated object among the three can-
didates.

Figure 4: Evaluations of harmonization coefficient for del-
egation

4.2 Performance Evaluations Using the
Real-world Datasets

Datasets: The real-world datasets from the work [16]
are taken into consideration, in order to further eval-

Figure 5: Evaluations of trust degree

uate the effectiveness of the implicit enforcement of
the CSOD strategy. However, only five datasets can
be used in the experiments, including the Americas-
large, Americas-small, Apj, Customer, and Emea.
Other four sets could not reflect the performance of
the proposal, since the strategy cannot be enforced
using the Domino, Firewall1, Firewall2, or Health-
care dataset.

Experimental setting: Four different types of the k−n
CSOD strategy, including 2-2 CSOD, 2-3 CSOD, 3-
5 CSOD, and 5-10 CSOD, are synthetically gener-
ated by a simulator, where n permissions are ran-
domly chosen from the permission set. The scales of
k − n CSODs take 30, and 50, respectively. More-
over, the initial roles with no constraints and UA are
constructed by the mining tool rminer [11].

Evaluation measures: The total number of the con-
structed SMER constraints and the proportion of the
collaborative strategies that can be precisely enforced
by SMER constraints are regarded as the main eval-
uation measures.

We consider the initial mining results and the k − n
CSOD constraints as inputs, repeatedly conduct the ex-
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periments 20 times, and output the average values of the
experimental result and the results of the compared meth-
ods RMP SOD and RMO SODSDA, as shown in Tables 3
∼ 10, where Ek−nCSOD and Ct−mSMER represent the
CSOD strategy set, and SMER constraint set, respec-
tively.

From Tables 3 ∼ 6 for |Ek−nCSOD| = 30, it is intu-
itively observed that there is a certain number of CSOD
strategies that could not be enforced. It is also observed
that the number of the constructed t−t SMERs is greater
than that of the t −m SMERs, this is because the t − t
SMER is more restricted than the t−m SMER. Take the
Customer dataset as an example as shown in the tables,
the number of the t− t SMERs is 17, 20, 373, and 2193,
respectively. However, the number of the t − m SMERs
is 15, 17, 369, and 2189, respectively. A further intuitive
observation from the results of the proposal is that, the
number of the constructed SMERs increases significantly
with the increasing length of the CSOD. Similar to the
above analysis for |Ek−nCSOD| = 30, the detailed anal-
ysis of the experimental results for |Ek−nCSOD| = 50,
which is presented in Tables 7 ∼ 10, is omitted owing to
the limited space.

Finally, and also most importantly, the results us-
ing different methods are comparable. Specifically, tak-
ing the Americas-small dataset as an example, when
|E2–3CSOD| = 30, the number of the t−m SMERs is 3307,
3304, and 3305, respectively; when |E5–10CSOD| = 30, the
number of the t−m SMERs is 24908, 24901, and 24954,
respectively. Thus, TDAM CAC performs as well as the
RMP SOD and RMO SODSDA, in order to implicitly en-
force the CSOD strategy.

4.3 Benefits of the TDAM CAC

From the above performance evaluations for the
delegation-authorization process, we find the
TDAM CAC has the following main benefits.

It inherits the flexibility, convenience, and strategy-
irrelevant characteristic of the RBAC model, the struc-
ture of which is basically consistent with the conventional
delegation model based on RBAC. Only minor modifica-
tions to the existing model can effectively meet various
delegation requirements, such as the delegating granular-
ity and hierarchy.

The security of the system status is vulnerable to be
destroyed using the existing delegation models, since the
collaborative division strategies will be violated easily. To
address this issue, the method of constructing the mini-
mal set of mutually exclusive constraints is introduced
using our method, in order to indirectly implement the
collaborative strategy and ensure the system security.

The delegation processes are unreliable using most of
the existing delegation models, since there is the danger of
the privileges abuse once the delegated objects with lower
trustworthiness are selected. To address this issue, the
trust degrees of different candidate objects are computed
and compared according to the delegation-authorization

process of the proposed model, which can improve the
reliability of the delegation process.

Compared with the existing delegation models, the
characteristics of the proposed method are shown in Ta-
ble 11, where a tick

√
indicates that the characteristic is

available.

5 Conclusions

A novel delegation-authorization model based on collabo-
rative access control, called TDAM CAC, was proposed in
this study. According to its delegation-authorization pro-
cess, we implemented the collaborative division strategies
by construction of mutually exclusive constraints, in or-
der to choose the candidate delegated objects in the spe-
cific collaborative scenario. Next, we utilized the trust
incentive and trust penalty to comprehensively compute
the trust degrees of different candidate objects, and then
chose the objects with higher trust values to participate
in the collaboration. We also presented the algorithm of
constructing the minimal set of role constraints, and veri-
fied its correctness. The experiments using a specific sim-
ulated system and the real-world datasets demonstrated
that, the proposed method could ensure the consistency
of the system status and improve the reliability of the del-
egation process. Our future work will focus on studying
how to implement the TDAM CAC in practical scenarios
such as the IoT, blockchain, and online social networks.
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