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Abstract

Network devices are essential to connect nodes and users
on any given network. Network devices perform the ad-
ditional task of protecting services and users from known
and unknown attacks. This feature of network devices to
stop or minimize network attacks to secure the nodes and
all attached devices needs further research studies and ex-
perimentation to confirm their resilience against potential
known attacks. Denial-of-Service (DoS) Attack is one of
the deadliest attacks that make network services and de-
vices unavailable. One of these attacks, which is growing
significantly, is the Distributed Denial of Service (DDoS)
attack. DDoS attack has a high impact on crashing the
network resources, making the target servers unable to
support valid users. The current methods use the stan-
dard datasets to deploy the Deep Learning (DL) Model
for intrusion detection against DDoS attacks in the net-
work. However, these methods suffer several drawbacks,
and the used datasets do not contain the most recent
attack patterns – henceforward, lacking in attack vari-
ety. In this paper, we proposed an interruption detec-
tion model system and, against DDoS attacks is based on
DL technique, the combination of the Recurrent Neural
Network (RNN) and Deep Neural Network (DNN) algo-
rithms are compared with an autoencoder. We evaluated
our DL model system using the newly released dataset
CIC DDoS2020, which contains a comprehensive variety
of DDoS attacks and addresses the gaps of the existing
current datasets (CIC DDoS2020). We obtained a signif-
icant improvement in attack detection compared to other
benchmarking methods. Hence, our model provides ex-
cellent confidence in securing these networks.

Keywords: Deep Learning (DL) Technique; Deep Neural
Network (DNN Algorithm); Distributed Denial of Service
(DDoS Attack); Intrusion Detection Against; Recurrent
Neural Network (RNN Algorithm)

1 Introduction

The Distributed Denial of Services attack (DDoS) attack
is a popular threat in the services provided online. Such
a type of attack is used to target the packets and destroy
different network resources such as the bandwidth of the
network is compromised, the servers or the equipment can
be crashed [20]. One of the useful methods to overcome
the DoS attack is packet filtration on the DDoS attack
routers that prevent DDoS attacks by identifying as well
as blocking the attack before reaching its target. The
authors provided another method for the prevention of
DDoS attacks. An algorithm based on learning as well as
the statistical analysis was proposed for a packet filtration
system. [24] researched Distributed Denial of Services at-
tacks (DDoS). The DDoS in the UDP-based network has
been abused by troublemakers. Amplification systems can
face these vulnerable challenges. The authors divided this
problem into four steps. The first step was to monitor and
classify the source of amplification that showed the high
diversity in OS architecture.

Based on the results, the authors collaborated with the
security community in a large-scale campaign for reducing
the vulnerable NTP up to 92%. The authors analyzed and
found the root cause of amplification attacks these may
be the networks that are allowing the spoofing of IP ad-
dresses. The authors deployed a method for identifying
spoofing-enabled networks. In our recent experiment, no
significant differences in tuber yield of water yam strain
cv. proposed a defense system for facing the Distributed
Denial of Services attacks that is the combination of both
software-defined controllers as well as the decision-making
system based on fuzzy. The Numerical results in the re-
search of the authors show that their proposed system
has a very low computation load as well as the response
times are high as much as 38. 04% of the N intake were
thought to have been derived from the air and strains
of nitrogen-fixing bacteria (NFB) were subsequently iso-
lated from the stem and roots. The publisher regrets to
inform the readers that the typesetter misinterpreted the
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correction from the author. The text ’In the case of the
Andean condor, recent satellite tracking revealed that the
home range of immature birds (299, 770 km2) is more
than twofold that of adults (> 290, 000 km2) in northern
Patagonia an attack prevention system known as Link
Scope. According to the authors, it is a novel system
that can employ both hope-to-hope as well as end-to-end
network measure techniques for capturing the abnormal
paths for detecting flooding attacks. The authors tackled
several numbers of problems such measurement of long-
scale internet paths. The authors deployed link scope in
7174 lines of the Python Programming code and detected
with accuracy.

1.1 Distributed Denial of Services Attack
(DDoS)

This research Distributed Denial of Services attack
(DDoS). The DDoS in the UDP-based network has been
abused by troublemakers. Amplification systems can face
these vulnerable challenges. The authors divided this
problem into four steps. The first step was to monitor
and classify the source of amplification that showed the
high diversity in OS architecture. Based on the results,
the authors collaborated with the security community in
a large-scale campaign for reducing the vulnerable NTP
up to 92%. The authors analyzed and found the root
cause of amplification attacks these may be the networks
that are allowing the spoofing of IP addresses. The au-
thors deployed a method for identifying spoofing-enabled
networks.

In normal network circumstances, a user and server
perform a three-way handshake. However, DDoS attack,
a user sends a multiple handshake request by sending
packets to the server but does not reply to the server
by sending an acknowledgment. In this process, the con-
nection between the user and server remains half-opened
for a certain period of time. These half-open connections
formulate and resource constraint on the server and the
server remains busy for that whole period of time. In the
meanwhile, if a legitimate user tries to develop a connec-
tion with the server, then the server declines to open any
of the connections and hence this scenario can perfectly
be called a denial-of-service attack. This TCP and IP
connection is the backbone of the DDoS packets which
are exchanged between a user and a server. This is also
known as TCP/IP three-way handshake where these three
steps are performed.

1) A client request to the server for a connection
through DDoS: (Synchronizepackets);

2) The server replies with Synchronization-
Acknowledgement: DDoS-ACK;

3) A client replies to the server with DDoS-ACK to de-
velop and connection.

Different scientists have proposed different approaches to
handle DDoS attacks at various network levels.

1.2 Router Based DDoS Attack

This research work encompasses and router-based DDoS
attack. They further evaluated the router-based DDoS at-
tack. The authors proposed a novel approach for prevent-
ing the DoS attack in-network, and an approach of DPF
was introduced [23]. The authors have shown that the
DPF is a packet filtration system that is able to achieve
scalability and proactiveness as well. they have shown
that there is an intimate relationship between the effec-
tiveness of DPF in mitigating the DoS attack [22]. The
silent feature of the authors’ research was to filter the
spoofed packet and prevent attacks.

To achieve this research study, it is very essential to an-
alyze as well as to compare the quality of routing devices
that are used to manage the network. More specifically,
the focus may be kept on comparing the performance of
Ubuntu router pc router DDoS attacks from both ends
(Intranet and Internet). The Quality of Service (QoS)
may also need to be analyzed by using a static routing
method in accordance with parameter delay, throughputs,
and loss of packets. According to collection comparison
results, the DDoS attacks router is most stable in mod-
erate conditions with 47 ms delay parameter 54 KBit/s
throughput and time of crowded condition delay param-
eter 51 ms, packet loss 7% while router PC path is only
stable at the low time seen from 45 ms delay parame-
ter, throughput 54 KBit/s. In terms of comparison of
hardware interface and software interface, router DDoS is
better in the software interface, and PC router is better
in hardware interfaces.

2 Related Works

[4] argues that most notions of flatness are problematic
for deep models and cannot be directly applied to explain
generalization. Specifically, when focusing on deep net-
works with rectifier units, we can exploit the geometry of
parameter space induced by the inherent symmetries that
these architectures exhibit to build equivalent models cor-
responding to arbitrarily sharper minima. Furthermore,
if we allow to reparametrize of a function, the geometry
of its parameters can change drastically without affecting
its generalization properties. The key objective of a Dis-
tributed Denial of Service (DDoS) attack is to compile
multiple systems across the Internet with infected zom-
bies/agents and form botnets of networks [16]. The pur-
pose of this paper is to detect and mitigate known and un-
known DDoS attacks in real-time environments. We have
chosen an Artificial Neural Network (ANN) algorithm to
detect DDoS attacks based on specific characteristic fea-
tures (patterns) that separate DDoS attack traffic from
genuine traffic. Detection of DDoS attacks in the wake of
flash crowds is a challenging problem to be addressed [6].
The existing solutions are generally meant for either flash
crowds or DDoS attacks and more research is needed to
have a comprehensive approach for catering to the needs
of detection of spoofed and non-spoofed variants of DDoS
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attacks. This paper proposes a methodology that can
detect DDoS attacks and differentiate them from flash
crowds. NS-2 simulations are carried out on the Ubuntu
platform for validating the effectiveness of the proposed
methodology. Nowadays, in the field of SDN, various ma-
chine learning (ML) techniques are being deployed for de-
tecting malicious traffic. Despite these works, choosing
the relevant features and accurate classifiers for attack
detection is an open question. For better detection ac-
curacy, in this work, Support Vector Machine (SVM) is
assisted by kernel principal component analysis (KPCA)
with a genetic algorithm (GA) [15]. In the proposed SVM
model, KPCA is used for reducing the dimension of fea-
ture vectors, and GA is used for optimizing different SVM
parameters. To reduce the noise caused by feature differ-
ences, an improved kernel function (N-RBF) is proposed.
The experimental results show that compared to single-
SVM, the proposed model achieves more accurate classifi-
cation with better generalization. Moreover, the proposed
model can be embedded within the controller to define se-
curity rules to prevent possible attacks by attackers. If the
attack source is single, then the attack is referred to as
denial of service (DoS) and if the attack is sourced from
divergent servers, then it is referred to as DDOS. It is
imperative from the analysis that there are constraints
in the existing models since most of these models are
user session-based and/or packet flow patterns [13]. The
session-based evolution models are vulnerable to botnets
and packet flow pattern-based models are vulnerable if at-
tack sources are equipped with human resources and/or
proxy servers. Hence, there is an inherent need for im-
proving the solutions towards addressing the App-DDoS
attacks over the system. The crux for such a system is
about ensuring fast and early detection with minimal false
alarms in streaming network transactions and ensuring
that genuine requests are not impacted. To address such
a system, the model of Bio-Inspired Anomaly-based App-
DDoS detection is aimed, and the proposed model is de-
picted in detail along with experimental inputs. As for
the mitigation approaches, to detect the flooding DDoS
attack, the conventional schemes using the bloom filter,
machine learning, and pattern analysis have been investi-
gated. However, those schemes are not effective to ensure
high accuracy (ACC), a high true positive rate (TPR),
and a low false-positive rate (FPR) [3]. In addition, the
data size and calculation time are high. Moreover, the
performance is not effective from the fluctuant attack
packet per second (PPS).

Threats of distributed denial of service (DDoS) attacks
have been increasing day by day due to the rapid develop-
ment of computer networks and associated infrastructure,
and millions of software applications, large and small, ad-
dressing all varieties of tasks. Botnets pose a major threat
to network security as they are widely used for many In-
ternet crimes such as DDoS attacks, identity theft, email
spamming, and click fraud [7,19]. Botnet-based DDoS at-
tacks are catastrophic to the victim network as they can
exhaust both network bandwidth and resources of the vic-

tim machine. An Ad hoc Network is a wireless multi-hop
network with various mobile, self-organized, and wireless
infrastructure nodes.

The goal of [1, 5] is to implement a simulation model
called DDoS Attack Simulation Model (DDoS) in Network
Simulator 2(NS-2) and to examine the effect of DDoS
attacks on various routing protocol types in MANET
namely: Zone Routing Protocol (ZRP), Ad hoc On-
Demand Distance Vector (AODV) protocol and Location-
Aided Routing (LAR) protocol. The introduced model
uses the NS-2 simulator to apply DDoS on the three cho-
sen routing protocols. In terms of throughput and end-
to-end latency under the consequences of the attack, the
performance of three routing protocols was analyzed. Dis-
tributed Denial of Service (DDoS) attack has become one
of the most destructive network attacks which can pose
a mortal threat to Internet security. Existing detection
methods cannot effectively detect early attacks. In this
paper, we propose a detection method for DDoS attacks
based on generalized multiple kernel learning (GMKL)
combined with the constructed parameter R. The super-
fusion feature value (SFV) and comprehensive degree of
feature (CDF) are defined to describe the characteristic
of attack flow and normal flow [4].

The network traffic was classified by the detection sys-
tem in a controlled network environment using different
sampling rates. In the experiments, raw network traf-
fic of the CIC DDoS 2020 [10, 18], datasets and the raw
network traffic captured in the customized testbed exper-
iments were employed. DDoS attacks Detection system
has reached high accuracy and low false-positive rate.
Experiments were conducted using two Virtual network
traffic classifieds.

Antidote system [2,19] presents a means of interaction
between a vulnerable peripheral service and an indirectly
related Autonomous System (AS), which allows the AS to
confidently deploy local filtering rules under the control
of the remote service.

3 Methodology

DDoS attacks on the Internet in a modern collaborative
way. In this approach, the system collects network traffic
samples and classifies them. Attack notification messages
are shared using a cloud platform for convenient use by
traffic control protection systems. Whole process is illus-
trated in Figure 1. The crucial steps from model build to
system operation.

First, normal traffic and DDoS signatures were ex-
tracted, labeled, and stored in a database (CIC DoS2020),
which was then created using feature selection techniques.
Finally, the most accurate MLA was selected, trained,
and loaded into the traffic classification system. (e.g. ar-
chitecture of the detection system was designed to work
with samples of network traffic provided by industrial
standard traffic sampling protocols, collected from net-
work devices). The samples are received and grouped in
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Table 1: Current related works

References Dataset Online L/H DoS DoS Attacks
[16] CIC-DoS True False True
[18] None False True False
[19] DoS Customized True False True
[8] Developed Authors False True True
[21] CIC DoS (2019) True False False

Proposed DL Model CIC DoS (2020) True True True

Figure 1: DDoS attacks on the Internet in a modern col-
laborative

flow tables in the receiver buffer. US, when the table
length is greater than or equal to the reference values,
they are presented to the classifier responsible for label-
ing them. If the flow table expires, it may be processed
one more time. (e.g. occurrence of small flow tables is
higher at lower sampling rates or under some types of
DDoS attacks - DDoS flood attacks). Table 2 details
the parameters for fine-tuning the system. (e.g. com-
plete algorithm of the detection system is summarized in
Figure 1). During each cycle of the detection process,
traffic samples are received and stored in a flow for each
new flow, and a unique identifier (FlowID) is calculated
based on the 5-tuple (src IP, dst IP, src port, dst port,
and transport protocol) in Steps 1 and 2. If this is a new
flow, [13, 14, 19], there is not any other flow table stored
with the same FlowID, the flow table is registered in a
shared memory buffer. Otherwise, if there is a flow table
registered with the same FlowID such as the previously
calculated one, the data of the new flow will be merged
with the data in the existing flow table in steps 3 and
4. After the merging operation, if the length is greater
than or equal to the reference value T l ≤ Tmax, the flow
table is classified, and if it is found to be an attack, a
notification is emitted. Meanwhile, in Step 7, the cleanup
task looks for expired flow tables in the shared buffer, i.e.,
flow tables that exceed the expiration time of the system
E < ET . For each expired flow table, the system checks
the table length. If the flow table length is less than or
equal to the minimum reference value T l ≤ Tmin, this
flow table will be processed by Step 8. A new FlowID
is calculated using the 3-tuple (src IP, dst IP, and trans-

port protocol).

3.1 Traffic Sampling

Detection uses a network traffic sampling technique be-
cause processing all the packets in the network can be a
computationally expensive task, even if only the packet
headers are parsed. In many cases, performing a deep
inspection and analyzing the data area of the applica-
tion layer is unfeasible for detection systems. Among the
protocols adopted by the industry for sampling network
traffic, the sFlow protocol is widely used in current de-
vices, e.g. technique used by sFlow is called N-out-of-N
sampling.

In this technique, n samples are selected out of N pack-
ets. One way to achieve a simple random sample is to
randomly generate n different numbers in the range of 1
to N and then choose all packets with a packet position
equal to one of the n values. Besides, the sample size
is fixed in this approach [14, 24]. Flow monitoring sys-
tem consists of an agent (embedded in a switch, a router,
or an independent probe) and a collector. Architecture
used in the monitoring system is designed to provide con-
tinuous network monitoring of high-speed switched and
routed devices. Agent uses the sampling technology to
capture traffic statistics from the monitored device and
forward them to a collector system.

3.2 Feature Extraction

In supervised classification strategies, a set of examples is
required for training the classifier model. (Is set is com-
monly defined as the signature database. Each instance
of the database has a set of characteristics or variables as-
sociated with a label or a class. In this work, the goal is to
identify characteristics in network traffic that can distin-
guish normal network behavior from DoS attacks. Study
is focused on the analysis of the header variables of the
network and transport layer packets of the TCP/IP archi-
tecture because it allows saving computational resources
and simplifies the deployment in the ISP networks [11,12].
To achieve this research study, a proper literature review
has been conducted to validate the null hypothesis. Ad-
ditionally, a real environment, as well as a simulation set-
ting, has been developed for experimentation of this re-
search work. Additionally, PYTHON has been utilized to
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develop a proper testing environment by defining a DDoS
router and by fine-tuning and optimizing it against DDoS
attacks. At the initial stage, the router has been tested
against a DDoS attack without fine-tuning the configura-
tion against this kind of attack. Test readings have been
taken, and data have been analyzed for comparison at
the later stages. Since DDoS attack exploits TCP and IP
three-way handshake and lets the half-open connection be
used for malicious data transfer or theft of data. A similar
attack has been simulated in Deep Learning Techniques.
Readings of real vs simulated data have been compared
and presented in the following subsequent sections. As the
last step, the countermeasures of DDoS attacks have been
taken to see if there is any improvement in router per-
formance by comparing the result before and after taking
countermeasures. This research study is going to help the
research community to effectively take measures against
DDoS attacks and make the performance of routers im-
proved in many folds. In the following, a PYTHON sim-
ulation environment is presented where a test network is
presented.

To effectively detect the flooding DDoS attack, we pro-
posed lightweight detection using a bloom filter against
flooding DDoS attacks. To detect the flooding DDoS at-
tack and ensure high accuracy, a high true positive rate,
and a low false-positive rate, the dec-all (decrement-all)
operation and the checkpoint are flexibly changed from
the fluctuant PPS in the bloom filter. Since we only con-
sider the IP address, all kinds of flooding attacks can be
detected without the blacklist and whitelist. Moreover,
there is no complexity to recognize the attack. By the
computer simulation with the datasets, the authors in-
troduce the DDoS attacks and discuss the incapability of
network-level detection methods for catching the DDoS
attacks. These attacks are growing rapidly, are harder to
detect, and cause severe problems in accessing a particu-
lar online service (or webserver) as compared to the Net-
DDoS attacks. In invulnerability attacks, the attacker
browses for unprotected openings in the software imple-
mentation and exploits them to bring the system down
or to recruit zombies for further attacks. These attacks
use the exacted performance of different protocols (such
as TCP/IP and HTTP) to ravage the resources of the
victim server and prevent it from processing events or re-
quests from authorized users.

PYTHON network simulation environment contains
DDoS router software called RouterOSWinBox v5. 20
which is installed on the PC having network connectivity
with the network switch. Router OS can also be installed
on Router BOARD and serve as Router Operating Sys-
tem. DDoSRouterOS relates to a switch. There are three
more nodes that relate to the switch which are a test
client, a web server, and an attacker machine. These
three machines are connected on a separate VLAN of
the switch. A test client is connected to VLAN 10, a
web server machine is connected to Vlan 20, and an at-
tacker machine is connected to Vlan 30. After achiev-
ing these connections, a ping is performed to see whether

Figure 2: A particular online web server as compared to
the DDoS attacks

every node is reachable. As a major research contribu-
tion of this research work, it was of utmost importance
to find out the attacker on the network. Since DDoS at-
tack prevention is only possible when an attacker is found.
We have achieved this task by examining ICMP packets.
Since attackers commonly use ICMP protocol to generate
a DDoS attack. Through properly configuring DDoS we
traced out the origin of the ICMP packet. Specifically,
we traced out the TCP and IP address of the attacker
by properly configuring the built-in firewall for DDoS at-
tacks. After tracing out the IP address of the attacker,
the DDoS grab the IP address of the attacker. After trac-
ing the TCP/IP address of the attacker we made sure
to enlist the attacker’s IP address into the built-in fire-
wall by setting Level-2 (L-2) and Level-3 (L-3) policies.
L2 is the network portion that is specifically associated
with the local area network where no routing is required.
On the other side, L-3 is the network portion of which
is specifically associated with the routing portion means
that routing is strictly required. As a summary of the
handling of the attacker through DDoS attacks, we essen-
tially perform the following four steps importantly what
we need to look at in the above code is line 5. As we
know that the ground truth output(y) is of the form [0,
0. . . . , 1.. . 0] and predicted ŷ is of the form [0.34, 0.
03. . . . . . , 0.45], we need the loss to be a single value to
infer the total loss from it. For this reason, we use the
sum function to get the sum of the differences/error for
each value in the y and ŷ hat vectors for that timestamp.
The total loss is the loss for the entire model inclusive of
all time stamps.

To know more about the loss derivatives, please refer
to this blog. There are two gradient functions that we will
be calculating, one is the multiplication backward and the
other is addition backward. In the case of multiplication
backward, we return 2 parameters, one is the gradient
with respect to the weights (DLoss/DV) and the other
is a chain gradient which will be a part of the chain to
calculate another weight gradient. In the case of addition
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Figure 3: The total loss is the loss for the entire model

backward while calculating the derivative we find out that
the derivative of the individual components in the add
function(ht unactivated) are dh unactivated/dU frd= 1
as (h unactivated = U frd +W frd ) and the derivative of
dU frd/dU frd= 1. Since the cost is a function output of
activation a, the change reflected by the activation is rep-
resented by dCost/da. Practically, it means the change
(error) value seen from the point of view of the activation
nodes. Similarly, the change of activation with respect to
z is represented by DA/DZ, and z with respect to w is
given by DW/DZ. We are concerned with how much the
change (error) is with respect to weights. Since there is no
direct relation between weights and cost, the intermedi-
ate change values from cost all the way to the weights are
multiplied (as can be seen in the equation above). After
configuring the network on PYTHON, it was important
to test the stress level of the DDoS. Importantly, we must
check whether processor usage is normal, or it increases
while communicating. We have used the ping command
to test the stress level of broadcasting a ping of 65000
bits/sec to verify the stress level of the DDoS attacks.
The IP Ping command is to be incorporated here fur-
thermore; it was important to verify the stress level SYN
attack not only on DDoS but also on the other network
nodes which are connected through DDOS Attacks.

3.3 System Architecture DDoS Attacks

The factors are data from the network history and net-
work background of the DDoS attacks. These above-
specified variables will be extracted from the given data

Figure 4: System architecture DDoS attacks

and will be provided to the neural network layers as the
input. Then the neural network layers are also given the
target output for the mapping of the input variable to the
corresponding output variable by adjusting the weight of
DDos Networks attacks. The Activation Function is used
to ease this task. An activation function of a layer defines
the output of that layer given an input or set of inputs.

� Dataset selection;

� Data preprocessing;

� Feature selection and building a classification model;

� Prediction;

� Evaluation.

3.3.1 Dataset Selection

From the provided dataset by the (CIC DDoS2020). We
have modified it by decreasing the number of dimensions
in the dataset for the implementation of our DDoS net-
work services. The data collected for the process may
contain missing values, noise, or DDoS network attacks.
This leads to producing inconsistent information from the
process. A data process with high-quality data will pro-
duce efficient data results. The dataset after selection
and understanding is loaded into Python programming
language.

3.3.2 Data Preprocessing

Import the Libraries: There are many libraries we
have used for this experiment.

1) NumPy: which is the fundamental package for
scientific computing with Python.

2) Pandas: is for data manipulation and analy-
sis. In particular, we have used operations for
manipulating numerical data.
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3) Matplotlib: is a Python plotting library we
have used to plot the figures in an interactive
environment across platforms.

4) Seaborn: we have used to visualize the
static data to data visualization based on mat-
plotlib because it provides informative statisti-
cal graphics.

5) NumPy: is used for the multidimensional ar-
ray as we have used in our work to compute with
and manipulate these arrays. Fancy impute is
used to handle the missing values because fancy
impute can be easily used to replace missing val-
ues in huge data sets.

Import the Data-set: By using the Pandas library we
import our dataset and the file I used here is used
firstly we use CSV files because of their lightweight.
After importing the dataset, we can see the head
function (This function returns the first n rows for
the object based on position. It is useful for quickly
testing if your object has the right type of data in it.

Missing Values: The concept of missing values is im-
portant to understand in order to successfully man-
age data. If the missing values are not handled prop-
erly by the researcher, that’s the way we have re-
moved the missing values and have chosen the Im-
putation method to handle the missing values. This
method can only be used with numeric data and we
are using numerical data that’s the way we have cho-
sen the Imputation method, to replace the missing
values within each column separately and indepen-
dently from the others.

3.3.3 Feature Selection and Building Classifica-
tion Model

Splitting the dataset into Training and Test In our model
we have organized as training dataset contains 99% and
the testing dataset 1% from the original data and the
model learns on this data to be generalized to other data
later on. We have the test dataset (or subset) in order
to test our model’s prediction on this subset and got a
better result.

Feature selection: It is a process of selecting the most
significant features from a given dataset. In many
cases, Feature Selection can enhance the performance
of a deep learning model as well. There are two types
of feature selections Unsupervised, and Supervised,
we have chosen the Supervised type which uses the
target variable (e. g. remove irrelevant variables).
For the usage of the Unsupervised type of feature
selection, we have chosen the “Attacks” and for the
Supervised type of feature selection, we have chosen
the “Normal” variable for further processing.

Feature Scaling: It is a step of Data Pre-Processing
that is applied to make independent variables or fea-
tures of data. It basically helps to normalize the data

within a particular range. And it also helps in speed-
ing up the calculations in an algorithm and another
befit is that is generally performed during the data
preprocessing steps.

3.3.4 Prediction

It is important to use the correct model from various mod-
els present because the model chosen plays a crucial role
in determining the efficiency, and accuracy of the predic-
tion system. predicting models use this data to predict
whether the particular case may be a loan default case
or not. However, from various models, there is no spe-
cific model which can be said as the most optimal model.
DNN has better adaptability than other predicting mod-
els and this model is able to construct a non-linear model
and can better predict.

3.3.5 Evaluation

In the final stage, the designed system is tested with the
test set, and the performance is assured. Evolution anal-
ysis refers to the description and model of regularities
or trends for objects whose behavior changes over time.
Common metrics calculated from the confusion matrix
are Precision; Accuracy. The calculations for the same
are listed below.

Precision =
True Positives

True Positives + False Positives

Recall =
True Positives

True -nonPositive + False -non Negative

F =
2 x Precision x Recall

Precision + Recall

Accuracy =
True Positives × False -non Negative

Total Sum of True Positive False Naative

In the reprocessing, classification, and evaluation of the
traffic during Steps 4 and 5, the raw data traffic was re-
played by TCP and IP Replay software in a specific DDoS
port and sampled by the Flow agent for DDoS. The proba-
bility model is a conditional model over a dependent class
variable with a limited number of outcomes means classes,
and conditions on the feature variables F1 to Fn.

P (c = F1, · · · , Fn)

If the value of n is large, basing a model is infeasible.
Then we are reformulating the model then it is feasible or
tractable.

P (c = F1, · · · , Fn)

→ [(P (c)P (F1, · · · , Fn) → (F1, · · · , Fn)]

The above equation can be written in plain as follows

posterior = (prior*like li hood)/evidence)

We are only concentrating on the numerator because the
denominator not depending on the class and values of
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Algorithm 1 RNN usisg in DL Model

Input: Database Descriptors
Output: Selected Variables
1: Begin
2: Create empty optimized model set;
3: For i ⇐ 1 to Number of rounds do
4: Define all the Descriptor database variables as cur-
rent variables
5: while True do
6: Split database in training and test partition;
7: Create and train the model using training data par-
titions;
8: Select the most important variables from the trained
model;
9: Calculated the cumulative importance of variables
from the trained model;
10: if max ( cumulative importance of variables)¡ vari-
ables of importance threshold then
11: Exit loop;
12: end
13: Train the model using only the most important
variables;
14: Test the trained model and calculate the accuracy;

15: if Calculated accuracy < threshold then
16: Exit loop;
17: end
18: Add current model to optimized model set;
19: Define the most important variables from the
trained model as the current variables;
20: end

features F.

P = TP + FP

R = TP + FN

A = TP + FN + FP + TN.

Evaluation Metric From the confusion matrix table Ac-
curacy (A) and F-measure are the metrics that are used
for the evaluation of the classifier performance. F- Mea-
sure is defined in terms of Recall (R) and Precision (P). If
evaluation metrics have a higher value, then the classifier
is best suitable for the data set. The evaluation metrics
are described effectively by a confusion matrix.

System Setup: The DDoS attacks detection system has
three main parameters that directly influence its per-
formance. The parameters shown in Table 1 allow
the user to calibrate the detection system according
to the operating environment. In scenarios where the
DDoS attacks are too large, for example, traffic sam-
ples are discarded before processing by the classifier.
On the other hand, is too small, the True Positive
(TP) increases because the classifier has little data
to analyze. In the case of slow False Negative (FN)
DDoS, low True Negative (TN) and also False Pos-

Algorithm 2 DNN using in DL Model

Input: Network attacks Characterized by type
Output: Specialized attacks based on attack inten-
tions
Lets a set attacks originating from different source
s 1, s 2, s 3 . . . , s n
Define ARk whereby K, ≤1
Set AD as the conditions for attack dependencies
ad1, ad2, ad3 . . . , adn
Define AD for ARk whereby AD , ARK ≥ 1
Designate I as the set all probable attack intentions
i 1, i 2, i 3 . . . , i n
Do Define I for each ARk

While AR, AD is associated with ARk

End While
End Do
End

Figure 5: Customized topology, network traffic file is re-
processed on SVM-01 [16]

itive (FP) reduce the attack detection rate due to
in-memory flow table-2 expiration time (E T = 2).

Evaluation Metrics: System performance was evalu-
ated using the Precision (PREC), Recall (REC), and
F-Measure (F) metrics present in the literature [8,17].
PREC measures the ability to avoid false positives,
while REC-Measures system sensitivity. F is a har-
monic average between PREC and REC. In this con-
text, (i) True Positive (TP) is the attack traffic pre-
dicted correctly, (ii) True Negative (TN) is normal
traffic also predicted correctly, (iii) False Positive
(FP) is the normal traffic predicted incorrectly, and
(iv) False Negative (FN) is the attack traffic pre-
dicted incorrectly.

The DDoS attack Detection system and the classifica-
tion result were compared with the attack plan. Figure 9
summarizes the procedures carried out by the proposed
validation methodology.

Figure 5: Customized topology, network traffic file is
reprocessed on SVM-01 [16] The customized topology net-
work traffic file is reprocessed on SVM-01 [16], and the
Flow agent collects traffic samples and sends them to
DDoS attack Detection.
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Figure 6: Through properly configuring out the origin of
ICMP packets

4 Results

As a major research contribution of this thesis work, it
was of utmost importance to find out the attacker on the
network. Since DDoS attack prevention is only possible
when an attacker is found. We have achieved this task by
examining ICMP packets. Since attackers commonly use
ICMP protocol to generate a DDoS attack. Therefore, we
are encompassing the direct stress level of DDoS and the
stress level of nodes connected through DDoS. We uti-
lize the ping command to test the stress level of network
nodes. We have verified the stress level of the Test-PC
and Web server through the ping command.

The major finding of stress level on the single attack is
presented in the following. It was recorded that when a
single hacker is engaged in the process of a DDoS attack
on DDoS, we observed 100% of CPU usage on the DDoS
router see Figure 5. Additionally, it was observed that
when the single hacker DDoS attack was performed on
Webserver, a severe bandwidth constraint was observed
as can be seen in Figure 6.

Figure 6: Through properly configuring out the origin
of ICMP packets Through properly configuring DDoS we
traced out the origin of the ICMP packet. Specifically,
we traced out the IP address of the attacker by properly
configuring the built-in firewall of DDoS. After tracing
out the IP address of the attacker, the DDoS grab the IP
address of the attacker. After tracing the IP address of the
attacker, we made sure to enlist the attacker’s IP address
into the built-in firewall of DDoS by setting Level-2 (L-
2) and Level-3 (L-3) policies. L2 is the network portion
that is specifically associated with the local area network
where no routing is required. On the other side, L-3 is the
network portion which is specifically associated with the
routing portion means that routing is strictly required.
As a summary of handling the attacker through DDoS
attacks, we essentially perform the following four steps.

1) To identify the IP address of the attacker through
ICMP packets.

2) To add the IP address of the attacker into the firewall

Figure 7: Single DoS attack having data burst stress level

list to set the policy.

3) To perform the above two steps on L-2 (which can
be referred to as a chain input).

4) To perform the above two steps on L-3 (which can
be referred to as chain forward).

This contains the outcome of the efforts made in this
research study. Since the chief concern of this research
study was to assess the resilience of DDoS routers against
D0S Attacks. DoS attack causes the router to be over-
loaded and makes it reach its CPU usage to 100% and
this attack causes the router to be unreachable by the
clients or services. Additionally, in this research study,
the DDoS FLOOD attack which is one of the famous DoS
attacks has been formulated on the DDoS router. The
effectiveness of the DDoS FLOOD attack on the DDoS
router has been tested by properly observing the stress
level of its processor in the PYTHON simulation environ-
ment. Furthermore, results have been taken precisely and
presented in the following section for analysis.

4.1 Single DoS Attack

The impact of a single DoS attack (SYN attack) was mea-
sured on CPU stress and network bandwidth. In Figure 5.
it can be seen that a single DoS attack put 2% stress on
RouterOS, This stress level can be increased in many folds
if a single DoS attack is converted into multiple DoS at-
tacks and or if Data burst packet through broadcasting is
increased. Additionally, the load on the network has also
been verified which is 500 kbps on a normal single DDoS
attack. It is pertinent to mention that this network load
can be increased in many folds when it comes to multiple
DDoS attacks.

After performing a single DDoS attack and a Double
DDoS attack and it was required to check the resilience of
the DDoS router on script attack. To perform the script
attack we developed a script having a constant loop for
increasing data bursts of 65000 each. As can be seen in
Figure 5, a script can be seen to perform a double DDoS
attack.
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Figure 8: Distributed denial-of-service attack deliver con-
nectivity to nodes and users on the given network

Network devices are using a vital role to deliver connec-
tivity to nodes and users on any given network. Network
policies perform the additional task of shielding facilities
and users from known and unknown attacks. This fea-
ture of network policies to stop or curtail network attacks
in order to make the nodes and all attached devices se-
cure needs further research studies and experimentation
to confirm their resilience against potential known at-
tacks. The Distributed Denial-of-Service Attack (DDoS
Attack) is known as one of the deadliest attacks which
make network services and/or devices completely unavail-
able. DDoS routers are very well known for their perfor-
mance and functionalities among their peers.

In this research study, the resilience of the DDoS router
is going to be tested against DDoS attacks. The DDoS
attack causes the router to be overloaded and makes it
reach its CPU usage to 100% and this attack causes the
router to be unreachable by the clients or services.

The four important data pre-processing techniques are
data cleaning, data integration, data reduction, and data
transformation. Here feature selection has a major role
in preprocessing to select suitable features that affect the
accuracy of the algorithm and it comes under data re-
duction. The data sets are implemented using the Deep
Neural Network (DNN) model and the Recurrent Neural
Network RNN model. The comparison of accuracies ob-
tained from the two models was made and arrived at the
conclusion was that the loan credibility behavior of DDoS
network users can be predicted more accurately using the
proposed model.

Table 3 showed that precision, recall, precision, f score,
and accuracy are show attack and normal scores.

The proposed DL system model can reduce the data
dimensionality by automatically extracting the features
from input data. we also use various metrics to evaluate
our proposed model, such as precision, recall, precision,
F-score, and accuracy, to have a systematic benchmarking

Figure 9: Proposed model for DDoS attacks dataset

analysis with other related.
Figure 10 is compared to show learners of RNN and

DNN algorithms, and techniques achieved the best per-
formance in terms of precision, recall, F-score, and accu-
racy of the RNN 99% and DNN 89. 78%. The ability
of the ANN proposed model to deal with a high ratio
of complex nonlinear relationships makes them promis-
ing techniques for detecting network intrusion. It can be
used to tackle the limitation of the traditional classifi-
cation methods, which are implemented to identify the
anomalies in traffic based on the domain of the services.
this paper is to represent the potential of the ANN pro-
posed model for anomaly detection systems. We achieved
a new technique based on RNN-Autoencoder classified
the input traffic into normal or malicious types of URLs

Figure 10: Compared between RNN and DNN for the
DDoS Attacks
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Table 2: Attack and normal values

Attack Normal
Attack 0.99 0.99
Normal 0.01 0.99

Table 3: Precision, Recall, Precision, F score, and Accuracy are showing attack and normal scores

Precision Recall precision
Techniques Attack Normal Attack Normal Attack Normal Accuracy

DNN 0.63 0.74 0.54 0.67 0.56 0.70 89. 78%
RNN 0.99 1.00 0.99 0.99 0.99 0.99 99%

F-score, and the accuracy of the RNN is 99%.

5 Conclusion

This article is presented the DDoS attack Detection
(ANN) proposed model system, an online approach to
a DDoS attacks detection system. The internet network
users and show learners compared RNN and DNN algo-
rithms, and techniques achieved the best performance in
terms of precision, recall, F-score, and accuracy of the
RNN is 99%, and then DNN is 89. 78%, is classified net-
work traffic based on samples taken by the flow protocol
directly from network devices. In this research study, the
resilience of the router is going to be tested against DDoS
Attacks. The DDoS attacks cause the router to be over-
loaded and make it reach its CPU usage to 100% and this
attack causes the router to be unreachable by the clients
or services. Not only that but it causes all operations
on packets performed by the router CPU such as packet
filtering, TCP/IP ping, and logging, queuing may also
cause overloading of the router. Particularly in this re-
search study, DDoS attacks that are focused on DDoS at-
tacks have been formulated on DDoS routers. The DDoS
attacks have been tested in the PYTHON simulation en-
vironment and a physical environment and results have
been taken for analysis and further processing which are
implemented and identified the anomalies traffic based on
the domain of the services. This research paper has rep-
resented the potential of DL techniques for anomaly de-
tection (DL) proposed model system and we are achieved
a new DL technique based on RNN-Autoencoder are clas-
sified the input traffic into normal or malicious types
of URLs. This research study has fulfilled the gap in
testing identified security DDoS network services against
DDoS attacks and will help the research community to
develop new mechanisms to make the routers more pow-
erful against identified security, and DDoS attack holes
systems. We achieved a new DL technique based on RNN-
Autoencoder classified the input traffic into normal or ma-
licious types of URLs.

6 Future Work

Furthermore, the major achievement of this research work
is to secure the webservers through a firewall by hiding
TCP/IP ping on the web services. If the webserver can-
not be pinged then it is more secure. The most important
thing to achieve is that with the current configuration sim-
ulation, we can track down the IP address of the hacker
and can set policies.
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