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Abstract

The existing industrial control system network security
situation assessment is mainly faced with an incomplete
index system and low accuracy of assessment methods. In
this paper, to address the above problems, by analyzing
the characteristics of the operational status of this net-
work, we design a security situation assessment indexes
system and security situation classification scheme for in-
dustrial control system network containing factors such
as attack impact, vulnerability threat, asset, defense mea-
sures; and propose a security situation assessment method
for industrial control system network based on Sine-SSA-
BP. The current network security situation is comprehen-
sively demonstrated through the classified security situ-
ation and quantitative assessment results. The method
uses Sine optimized SSA algorithm to solve the problems
of low training efficiency and low evaluation accuracy of
the SSA-BP network. The experimental results show that
the proposed method can comprehensively evaluate net-
work security situations, and the evaluation accuracy is
higher than the existing methods.

Keywords: BP; Industrial control system network; Situa-
tion assessment; Sine; SSA

1 Introduction

1.1 Related Works

With ”Industry 4.0” and the Internet of things bringing
the third wave of development of the global information
industry, the deep integration of industrial control sys-
tems and the Internet has been widely used in modern
industrial fields such as electric power, water conservancy,
metallurgy, petrochemicals, aerospace, etc [4, 6]; It has
developed towards digitalization, networking, and intelli-
gence, making it exposed to more threats and attacks [9].
For example, the natural gas pipeline network in the UK

was attacked in August 2019, resulting in the shutdown
of the gas power station, as well as the Shamoon virus,
Petya ransomware virus, ”Flame” virus, Ukraine power
grid virus incidents, etc. It has had a serious impact on
national security, economic development, ent, and social
stability. Traditional network security defense technol-
ogy: access control, firewall, traffic detection, intrusion
detection. They only passively defend a certain area of
themselves, and the lack of correlation between various
defensive measures makes it difficult to form an organic
integral defense [11,16]. Accurate and efficient evaluation
of target network security status is of great significance
to the stable and safe operation of the network [18, 22].
Network security situational awareness technology is one
of the most effective active defense technologies to assess
network security threats [7,21]. It can effectively monitor
and control the overall operation of the industrial control
system network by using situational awareness technol-
ogy, to ensure the safe operation of the network.

At present, the most widely used model frameworks in
the field of situational awareness research are the End-
sley model, Tim Bass model, and JDL (Joint Directors
of Laboratories) model [14, 19]. However there are inher-
ent differences between Industrial Control System Net-
work and Traditional Internet, and Traditional Internet
security situation assessment indicators cannot be fully
applied to Industrial Control System Network.

Therefore, it is necessary to comprehensively under-
stand and master the security status of the industrial
control system network based on the traditional network
security situational awareness, combined with the charac-
teristics of the industrial control system network and the
analysis of the existing security problems.

Tao et al. [13] proposed a network domain security
situation assessment method based on SAE-BPNN for
the high-dimensionality of input data, the complexity of
model construction, and the non-objectiveness of the in-
dex weight. This method extracts and normalizes the
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index data in the network domain, which reduces the
data storage cost and improves computational efficiency.
Zhang et al. [23] described the network situation by ob-
taining the probability and impact of each attack against
the problem of only attacking and normal labels. Made
the prediction results more in line with the actual situa-
tion of the network. The model uses the DT algorithm
and LSTM network to study the time series problem of
network security situation assessment and quantitatively
evaluate the network situation. Dong et al. [3] aimed at
the problems of the high complexity of existing network
security situation assessment methods and poor effect in
the big data environment. An assessment model based
on SimHash in a big data environment is proposed. The
model divides the large-scale network into multiple mod-
ules and obtains the security data of the internal nodes of
the module. The node security situation, module security
situation, and network security situation are quantified in
turn. Wang et al. [15] aimed at the impact of vulnerabil-
ities on specific networks, considering the availability of
vulnerabilities, the impact of vulnerabilities on network
components, and the importance of vulnerability compo-
nents, a vulnerability risk assessment method based on
heterogeneous information networks is proposed.

Cai et al. [2] the weight analysis method used to con-
struct the hierarchical graph of the situation assessment
model, and the security situation of the network host node
is calculated from the aspects of log audit and the net-
work performance. The theoretical security threat is ob-
tained through the correlation analysis of multiple logs,
and then the security situation of the node is corrected in
real-time according to the network performance informa-
tion. Finally, the comprehensive network security situa-
tion value is calculated by the importance weight of the
network node. Zhao et al. [24] Situational awareness in-
dicators are established from three aspects: vulnerability,
threat, and asset importance; PCA clustering is used to
preprocess the alarm information and delete the useless
information, to establish the fusion rule of multi-source
alarm data and apply DS theory to quantify the situa-
tion indicators to achieve high-precision situation assess-
ment. Liao et al. [10] an improved Hidden Markov Model
is proposed, which extends the five-tuple in the tradi-
tional hidden Markov model to a seven-tuple to form a
new HMMP model, and adds two parameters of network
defense efficiency and risk loss vector so that the model
can describe the network security situation more compre-
hensively. Tang et al. [12] proposed an optimized cloud
model DDoS attack situation assessment method based
on the impact function for the existing network security
situation assessment methods that cannot effectively as-
sess DDoS attack situations.

In summary, the existing research provides a series of
feasible solutions for network security situation assess-
ment, but there are still some problems. For example,
the evaluation accuracy is insufficient, the assessment pro-
cess is complicated, the indicator rights are determined by
experience or subjective opinions of domain experts, and

there is little research on the network situation assessment
of industrial control systems. In response to these prob-
lems, this paper proposes a Sine-SSA-BP neural network
security situation assessment method based on the char-
acteristics of industrial control system networks, which
can effectively deal with complex and diverse industrial
control system network attacks.

1.2 Organization

The remainder of this paper is organized as follows. Sec-
tion 2 introduces the industrial control system network
security situation assessment index system and security
situation classification scheme. Section 3 introduces the
security situation assessment method based on the Sine-
SSA-BP network. Section 4, the proposed evaluation in-
dexes and assessment methods is experimentally verified,
and the performance is compared with the existing meth-
ods. Section 5 concludes the presented work and raises
several issues for future work.

2 Industrial Control System Net-
work Security Situation Assess-
ment Index System

The industrial control system network security situ-
ation assessment index system is an important link
in the situation assessment, and the construction of
a reasonable network security situation assessment in-
dex system can lay the foundation for the network se-
curity situation assessment.The expression of network
security situational awareness is: SV = F (X) =
f1(x1)&f2(x2)& . . .&gn(xn), SV is the assessment re-
sult, F is the fusion algorithm,x1, x2, ..., xn is the specific
analysis index;f1, f2, ..., fn is the performance of various
fusion algorithms, and & is the integration process of the
assessment system.

2.1 Security Situation Assessment Indi-
cators

To realize the accurate assessment of the network security
situation of the industrial control system, and at the same
time facilitate the description of the evaluation results,
given the complexity and heterogeneity of the operating
data of the industrial control system network and the re-
lationship between various impact indicators, combined
with the construction principles of situation assessment
index system. The situation assessment of the network
security is carried out through the attack impact F1,the
vulnerability threat F2, the asset F3 and the defense mea-
sure F4, to obtain the current network situation value SV
of the system.SV = f(F1, F2, F3, F4).The higher the sit-
uation value represents the overall situation of the system
network is not safe, and need to take high-intensity de-
fense measures; the lower the situation value represents
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the overall situation of the system network is safer.

1) Attack Impact F1 (Parameter 1, Parameter 2, Pa-
rameter 3)

Parameter 1: Attack Quantity Factor: The total
number of attacks captured by security devices
over a certain period of time; denoted as NA.

Parameter 2: Attack Frequency Factor: The at-
tack frequency of the same type of attack in a
certain period of time; denoted asBA(t) (i rep-
resents a different type of attack).

Parameter 3: Attack Threat Factor: The impact
of different attack types on the safe operation of
the industrial control system network; denoted
as XAi(t) (i represents a different type of at-
tack).

2) Vulnerability Threat F2 (Parameter 4, Parameter 5,
Parameter 6)

Parameter 4: Vulnerability Quantity Factor: The
total number of vulnerabilities scanned in a cer-
tain period of time; denoted as NV .

Parameter 5: Vulnerability Frequency Factor: The
frequency of various types of vulnerabilities used
in a certain period of time; denoted as BV (t) (i
represents a different type of vulnerability).

Parameter 6: Vulnerability Threat Factor: The
impact of different vulnerability types on the
network security operation of the industrial con-
trol system; denoted as XVi

(t) (i represents a
different type of vulnerability).

3) Asset F3 (Asset importance, Confidentiality, In-
tegrity, Availability)

Parameter 7: Asset importance ASI: the value of
different assets and assets can be divided into
hardware assets, software assets, and informa-
tion assets; according to the different require-
ments of the assets on each security attribute,
the value of the assets is measured from the con-
fidentiality, integrity, and availability, and can
be obtained by Equation (1) weighted calcula-
tion; Asset can therefore be assigned to five dif-
ferent levels and the higher the level is, the more
important the asset is: 5 (very high), 4 (high),
3 (medium ), 2 (low), 1 (very low):

ASIi = lg

(
w110

Ci +w210
Ii +w310

Ai

3

)
(1)

Among them: i represents the type i assets,w1 ,w2

and w3 are the normalized weights of C, I and
A respectively;Ci ,Ii andAi are the influence de-
grees of C, I and A for each asset type, respec-
tively; according to no influence, low influence,
and high influence are divided into three levels,
respectively assigned value : 0, 0.5, 1.

4) Defense measure F4 (basic operation index)

Defense measure refers to the existing encryption
technology, firewall technology, intrusion detection
technology, and network security protocol in the in-
dustrial control system network; in this paper, the
defense measures are divided according to the ratio
of the number of successful defense attacks to the
total number of mountain attacks, which can be di-
vided into three levels, namely, high, medium and
low, and the assignments are corresponding to (3, 2,
1). Calculated by Equation (2).

F4 =
1

Defense
(2)

2.2 Quantification of Security Situation
Assessment Indicators

1) Quantification of attack and vulnerability threat fac-
tors

This paper combines the theory of weight coeffi-
cient generation [20] and attack severity level and
vulnerability threat level to calculate the size of the
attack threat factor and the vulnerability threat in-
tensity of each attack type.

Divide n types of attacks and vulnerabilities into
C types of attack severity levels and vulnerability
severity levels from high to low. The attack threat
factor of the ith attack type is XAi , and the vulner-
ability threat factor of the ith vulnerability type is
XVi

calculated by Equation (3), which Ci represents
the attack severity of the ith attack type and the
vulnerability severity of the ith vulnerability type.

Xi =


1
2 +

√
−2 ln

2Ci
n

6 , 1 ⩽ Ci <
n
2

1
2 , Ci =

n
2

1
2 −

√
−2 ln

[
2− 2Ci

n

]
6 , n

2 < Ci < n

(3)

2) The severity level of each attack and the size of the
attack threat factors. Shown in Table 1

Table 1: Various types of attacks

Attack level Attack type Xi
1 MPCI 0.789
1 MFCI 0.789
2 MSCI 3 0.712
3 CMRI 2 0.650
4 NMRI 1 0.581
5 Recon 0.419
6 DOS 0.288

3) The severity level of each vulnerability and the size
of vulnerability threat factors. Shown in Table 2.
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Table 2: Various types of vulnerabilities

Vulnerability level Vulnerability type Xi
1 Generic 0.789
2 Exploits 0.712
2 Fuzzers 0.712
3 Analysis 0.650
4 Backdoor 0.581
5 Shellcode 0.419
6 Worms 0.288

4) Quantification of attack impact
FA(t)denotes the attack impact index of a certain
attack type in the t period. For each attack, the
strength calculation formula of the index factor at t
time is as follows Equation (4).

FAi(t) = f (N,BAi(t),XAi(t))

=

n∑
1

BAi(t)

N
× 10xAi(t)

(4)

5) Quantification of vulnerability impact
FV (t)represents the threat impact index of a vulner-
ability type in the t period. For each vulnerabiclity,
the strength calculation formula of the index factor
at t time is as follows Equation (5).

FVi(t) = f (N,BVi(t),XVi1(t))

=

n∑
1

Bv1
(t)

N
× 10XV(t) (5)

2.3 Classification of Security Situation
Assessment

Through the construction and quantification of the safety
situation assessment index, combined with the safety op-
eration status of the industrial control system network,
according to the national emergency plan, combined with
the characteristics of network hazards, five kinds of threat
evaluation indexes are given, which are divided into five
levels: ultra-high risk, severe risk, moderate risk, mild
risk, and safety. At the same time, to facilitate the in-
tuitive analysis of the results of the network security sit-
uation assessment, the 0—1 numerical value is used to
quantitatively represent each security level, as shown in
Table 3.

3 Security Situation Assessment
Method of Industrial Control
System Network Based on Sine-
SSA-BP

BP neural network can solve most practical engineering
problems, but the model has certain limitations. Firstly,

it is easy to fall into the local optimal solution and cannot
obtain the global optimal solution. Secondly, the initial
network model requires a random small weight coefficient,
which makes the model not repeatable. To solve the above
problems, this paper studies and optimizes the BP neural
network of the sparrow search algorithm based on Sine
mapping.

3.1 SSA Algorithm

SSA [17] is a new swarm intelligence optimization al-
gorithm proposed by Xue J in 2020. In this algorithm,
individuals can be divided into Discoverer, Follower, and
Vigilante. Compared with the traditional algorithm, the
structure of the sparrow search algorithm is simple, easy
to implement, has fewer control parameters, and does not
rely on gradient information.

1) Set n sparrows in the population, then the popula-
tion composed of all individuals can be expressed as
Equation (6).

X =


x1,1 x1,2 · · · · · · x1, d

x2,1 x2,2 · · · · · · x2, d

...
...

...
...

...
xn,1 xn,2 · · · · · · xn,d

 (6)

Among them, d(dim) represents the dimension of the
problem to be optimized, and n represents the num-
ber of sparrow populations.

2) The location update for The Discoverer is as follows
Equation (7)

xt+1
i,j =

{
xt
i,j · exp

(
−1

a×xtermax

)
, R2 < ST

xt
i,j +Q · L, R2 ≥ ST

(7)

Among them, t represents the number of
iterations,xt

i,j represents the position information of
the first sparrow population in the j-dimensional,
itermax represents the maximum number of
iterations,a represents the random number of 0 to
1, Q represents a random number obeying normal
distribution, L is a 1 ∗ d matrix with all elements of
1, R2: warning value, ST : security value.

3) The Follower location update as follows Equation (8)

xt+1
i,j =

{
Q · exp

(
xt
worst −xt

i,j

i2

)
, i > n

2

xt+1
P +

∣∣xt
i,j − xt+1

P

∣∣ ·A+ · L, i ≤ n
2

(8)

Among them, xt
worst represents the current global

worst position, A+ represents the 1 ∗ d matrix whose
elements are randomly assigned to 1 or -1, and xt+1

P

represents the optimal position found by the current
discoverer.

4) The Vigilante position update is as follows Equa-
tion (9)

xt+1
i,j =

{
xtbest + β ·

∣∣xti,j − xtbest
∣∣ , fi ̸= fg

xtbest + k ·
(

xt
i,j−xbest

|fi−fw|+ε

)
, fi = fg

(9)
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Table 3: Safety Classification

Safety index Safety level Network status
0.00-0.15 Safe Normal operation
0.15-0.35 Mild hazard Slight impact
0.35-0.65 Moderate risk Greater impact
0.65-0.85 Severe hazard Serious impact
0.85-1.00 Ultra-high hazard Serious security incident

Among them, xt
best represents the current global op-

timal position, fi represents the fitness value of the
current sparrow individual, fg represents the global
best fitness value, and fw represents the global worst
fitness value.

3.2 Sine Optimized SSA Algorithm

Chaotic variables have random characteristics, which can
be used to increase the population diversity of the algo-
rithm, improve the ability of the algorithm to select the
local optimum, and improve the global search ability of
the algorithm in the search optimization problem. The
SSA algorithm has the defects of easily falling into local
optimum, slow convergence speed, and low convergence
accuracy. Therefore, this paper uses the chaotic operator
Sine to optimize SSA.
The calculation method of Sine mapping function is
shown in Equation (10).

xk+1 =
a

4
sin (πxk) , a ∈ (0, 4] (10)

1) Initialize SSA population n and variable dimension
dim;

2) The value of assignment parametera , satisfies the
interval range (0, 4];

3) Using the Sine mapping function to generate chaotic
sequence length n, namely the number of popula-
tions;

4) Using the Sine mapping function to generate a new
sequence of dim, and meet the specified range;

5) The generated population n and the variable dimen-
sion dim are taken as the initial parameters of SSA;

3.3 Sine-SSA-BP Assessment Method
Implementation Steps

1) Original data input. Enter attacks, vulnerabilities,
and other data;

2) Data preprocessing. The original data are normal-
ized to [0, 1] to solve the problems of non-convergence
and slow convergence caused by singular sample data;

3) Determine BP neural network topology. The indica-
tors in the situation assessment system are used as
the input of the BP neural network to determine the
BP neural network topology, where the number of
neurons in the input layer is n = 16, and the model
has only one output variable, so the number of neu-
rons in the output layer is q = 1. The number of hid-
den layer neurons is m =

√
n + l + a , and the value

is a constant between 1 and 10. By comprehensively
examining the network accuracy and generalization
ability, the optimal results can be obtained according
to the trial-and-error method. Finally, the number of
hidden nodes is determined to be 12, so the network
topology is set to be 16–12–1;

4) Parameter initialization. The sine mapping strategy
is used to determine the initial population of SSA,
the number of iterations, and the ratio column of
predator and adder; determine population size and
the maximum number of iterations, and set warning
values, and a number of alerts;

5) Define fitness function and calculate individual fit-
ness value. The neural network is trained by using
the initial weight threshold, and the sum of the ab-
solute error of the predicted output value and the
actual output value is used as the fitness function.
The smaller the fitness value is, the smaller the error
is. Thus, the current global optimal solution is ob-
tained and the corresponding position is determined;

6) Update the sparrow location. (1) Determine the
number of discoverers in the sparrow population and
calculate their updated position according to Equa-
tion (7); (2) Determine the number of followers in
the sparrow population and calculate their updated
position according to Equation (8); (3) Determine
the number of individuals aware of the danger in the
sparrow population, and calculate the position after
updating according to Equation (9);

7) Select the global optimal solution. The individual
fitness value after the location update is viewed and
compared with the current optimal fitness value to
compare and select the global optimal solution; oth-
erwise, an iterative calculation is carried out again;

8) The output of the optimal solution as the neural net-
work weights and thresholds;
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9) The Sine-SSA optimized BP neural network model is
used to evaluate the safety situation of the industrial
control system network;

10) Output the situation value of the industrial control
system network;

4 Experimental Scheme and Re-
sult Analysis

The experimental environment used in this paper is In-
ter(R) Core(TM)i5-9300H, CPU 2.40GHz, Memory 8GB,
GTX1650 4GB video memory. The software environment
is Windows 10, MATLAB R2019b, and Python3.6.

The data sets selected in this paper are the Gas
Pipeline data set of the natural gas pipeline SCADA sys-
tem based on the MODBUS communication protocol, and
the UNSW-NB 15 data set. The Gas Pipeline dataset con-
tains a total of 214,580 records of Modbus network pack-
ets; it contains 4 categories of cyberattacks: Response
Injection, Reconnaissance, DOS, and Command Injec-
tion [5]. The UNSW-NB 15 dataset contains a training set
of 175341 records and a test set of 82332 records, which
contain a total of 9 categories of network attacks [1, 8].

4.1 Experimental Description

This paper mainly studies the security situation as-
sessment of industrial control system networks.The ex-
isting industrial control system network data set only
has attack-type data and does not provide vulnerability
threats, asset elements, defense measures, and other re-
lated data.There is a single feature problem, which can-
not evaluate the security situation of the industrial con-
trol system network from multiple perspectives.Therefore,
this paper also uses the UNSW-NB 15 datasets and takes
the attack in this datasets as a vulnerability threat to the
industrial control system network for experiments.For as-
set elements, this paper uses Equation (1) to assign them
after analyzing the experimental environment. System
defense measures are divided by the ratio of the number
of successful defense attacks to the total number of at-
tacks through the existing security detection and defense
equipment in the industrial control system network and
assigned by Equation (2) according to the corresponding
value of high, medium, and low.

Since the impact of attacks on the network is not
only formed by the threat information of the attack it-
self, but also by the interaction with external attack in-
formation and internal vulnerability information of the
system; the industrial control system network situation
assessment has a strong periodicity. Therefore, the Gas
Pipeline and UNSW-NB 15 sample set data are randomly
extracted during the evaluation period to simulate attack
operations, and the intrusion detection equipment and
vulnerability detection equipment are used to obtain at-
tack and vulnerability information.Using python3.6 and
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Figure 1: Comparison of Assessment Results

MATLAB to simulate the attack operations of four dif-
ferent assessment cycles respectively. Obtain the attack
information and vulnerability information in the assess-
ment cycle, count various attack types and vulnerability
types in the cycle, and count the attack frequency of var-
ious attacks; And using the theory of weight coefficient
generation, the threat factors of these attacks and vul-
nerabilities are calculated.

Then, the threat severity of some type of attack on the
network security of the system during this period is quan-
tified. After obtaining the index factor of situation assess-
ment, this paper uses the proposed situation assessment
method based on Sine-SSA-BP for security situation as-
sessment. The assessment results are classified according
to the situation value security level as Table 3. Table 4
shows the evaluation results of some samples randomly
selected from the test samples to more intuitively com-
pare the difference between the real situation value and
the evaluation results of various methods.

It can be seen from Table 4 that the changing trend
of network security situation value evaluated by the four
models is roughly the same as that of the real network se-
curity situation value, but the situation evaluated by this
method is more consistent with the real situation. Com-
bined with Table 3 and Table 4 for detailed analysis. The
evaluation results of the BP model have the largest gap
with the real situation, for example, the evaluation results
of samples 2, 6, 9, 16, and 17 differ from the real results.
In sample 6, the true posture value was an ultra-high
risk, but the SSA-BP and ACO-BP methods were both
assessed as a severe risk; only the posture value derived
from the method Sine-SSA-BP in this paper was closest to
the true posture value. According to the above analysis,
the situation value results obtained by the Sine-SSA-BP
method in this paper are more accurate and reliable. To
present the evaluation results more clearly and intuitively,
this paper draws the evaluation results of the network se-
curity situation value of the system as shown in Figure 1.
It can be seen from this figure that the situation value
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Table 4: Security situation assessment results

Sample Actual Level BP Level GA-BP Level Proposed Level SSA-BP Level AOC-BP Level
1 0.2829 Mild 0.2156 Mild 0.4581 Moder 0.2761 Mild 0.2756 Mild 0.279 Mild
2 0.474 Mode 0.6637 Server 0.271 Mild 0.4624 Moder 0.4686 Moder 0.5275 Moder
3 0.0439 Safe 0.1121 Safe 0.051 Safe 0.0424 Safe 0.0487 Safe 0.06 Safe
4 0.1568 Mild 0.162 Mild 0.2252 Mild 0.1626 Mild 0.165 Mild 0.197 Mild
5 0.0498 Safe 0.0197 Safe 0.0374 Safe 0.0547 Safe 0.0518 Safe 0.0425 Safe
6 0.8541 Ultra 0.4789 Moder 0.8434 Server 0.8532 Ultra 0.834 Server 0.7395 Server
7 0.0178 Safe 0.0563 Safe 0.0106 Safe 0.0151 Safe 0.023 Safe 0.0394 Safe
8 0.0766 Safe 0.0616 Safe 0.0106 Safe 0.0581 Safe 0.0659 Safe 0.0885 Safe
9 0.3643 Mode 0.2111 Mild 0.3878 Moder 0.3596 Moder 0.3671 Moder 0.4172 Moder
10 0.0353 Safe 0.1176 Safe 0.0541 Safe 0.0369 Safe 0.0366 Safe 0.0456 Safe
11 0.1767 Mild 0.3115 Safe 0.3115 Mild 0.174 Mild 0.1735 Mild 0.2099 Mild
12 0.0829 Safe 0.1184 Safe 0.0601 Safe 0.0802 Safe 0.0865 Safe 0.0712 Safe
13 0.0889 Safe 0.113 Safe 0.081 Safe 0.0839 Safe 0.0821 Safe 0.1266 Safe
14 0.2161 Mild 0.142 Safe 0.4077 Mild 0.214 Mild 0.2199 Mild 0.2531 Mild
15 0.1186 Safe 0.1503 Mild 0.0872 Safe 0.1168 Safe 0.1147 Safe 0.1411 Safe
16 0.1915 Mild 0.1202 Safe 0.4581 Safe 0.1893 Mild 0.1891 Mild 0.2349 Mild
17 0.7897 Sever 0.4693 Moder 0.4998 Mild 0.7879 Server 0.8045 Server 0.7059 Server
18 0.2283 Mild 0.33 Mild 0.3146 Mild 0.2248 Mild 0.228 Mild 0.3049 Mild
19 0.0993 Safe 0.1169 Safe 0.1719 Mild 0.1185 Safe 0.084 Safe 0.0569 Safe
20 0.3056 Mild 0.3198 Mild 0.1715 Mild 0.2908 Mild 0.2762 Mild 0.2643 Mild

calculated by this method is closest to the real situation
value.

4.2 Experimental Result Analysis

In this paper, MAE, MSE, MAPE, RMSE, and time-
consuming are used to evaluate the accuracy and effi-
ciency of the evaluation model, and the performance index
calculation formula is as follows. Among them, n is the
number of samples; Yi is the expected output of the test
sample of the prediction model, yi is the actual output.

MAE =
1

n

n∑
i=1

|Yi − yi| (11)

MSE =
1

n

n∑
i=1

(Yi − yi)
2

(12)

RMSE =

√√√√ 1

n

n∑
i=1

(Yi − yi)
2

(13)

MAPE =
1

n

√√√√ n∑
i=1

(
Yi − yi

Yi

)2

× 100% (14)

In this paper, the samples are divided into four differ-
ent situation databases: 1500 samples, 500 samples, 200
samples, and 100 samples. The evaluation performance
indexes of different methods are calculated through the
above performance indexes, as shown in Table 5, Table 6,
Table 7, and Table 8.

It can be seen from Table 5, Table 6, Table 7, and
Table 8 that the error values of the model BP neural
network and the GA-BP model are large and the per-
formance is poor. When the number of samples is small,

the MAPE error values reach 47.96% and 34.99%, respec-
tively; the error value of the AOC-BP evaluation method
is second, reaching 25.86%. When the number of sam-
ples is 100, the MAPE value of the situation assessment
method proposed in this paper is 0.6%, 20.43%, 29.56%
and 42.52% lower than that of the SSA-BP method, AOC-
BP method,GA-BP method and BP method respectively;
When the number of samples is 1500, the MAPE value of
the situation assessment method proposed in this paper
is 0.439%, 1.571%, 2.211% and 4.041% lower than that of
SSA-BP method, AOC-BP method, GA-BP method and
BP neural network respectively. Compared with other
assessment indexes, the error value of the situation as-
sessment method proposed in this paper is the lowest.

In terms of running time, as the number of samples
increases, the time of the AOC-BP method also increases
rapidly, which has a low efficiency for processing large
sample data. Although the proposed method is not op-
timal but compared the optimal results are almost the
same;the calculation time of the situation value does not
increase significantly, and it has high processing efficiency;
and as the number of samples increases,the smaller the er-
ror value, the more accurate the predicted results. Com-
prehensive analysis shows that the method in this paper
has better assessment accuracy and can more accurately
evaluate the network security situation. The method pro-
posed in this paper is reliable and feasible.

To present the performance of various network security
situation assessment methods more intuitively, this paper
draws the evaluation error of the network security situa-
tion value of the system as shown in Figure 2. It can be
seen from the diagram that the error fluctuation of this
method is the gentlest compared with other methods, and
has been slightly fluctuating on the 0 axis. The errors of
other methods fluctuate greatly. Therefore, the situation
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Table 5: Comparison of evaluation performance for 1500
samples

Method MAE MSE RMSE MAPE Time
BP 5.8e-03 1.3e-04 0.0112 4.19 960.2
AOC-BP 1.5e-03 5.8e-06 2.4e-03 1.72 832.6
GA-BP 3.4e-03 6.9e-06 3.4e-03 2.36 863.2
SSA-BP 5.2e-04 7.2e-07 8.5e-04 0.588 238.9
Proposed 1.5e-04 1.2e-07 3.4e-04 0.149 287.3

Table 6: Comparison of evaluation performance for 500
samples

Method MAE MSE RMSE MAPE Time
BP 0.012 3.1e-04 0.018 10.88 242.3
AOC-BP 7.1e-03 1.0e-04 0.01 5.96 203.2
GA-BP 6.2e-03 2.2e-04 0.014 6.25 222.3
SSA-BP 1.6e-03 3.9e-05 3.3e-03 1.39 210.5
Proposed 1.5e-03 1.1e-05 1.9e-03 1.31 238.3

Table 7: Comparison of evaluation performance for 200
samples

Method MAE MSE RMSE MAPE Time
BP 0.052 5.3e-03 0.073 39.15 96.2
AOC-BP 0.024 1.2e-03 0.035 18.49 105.6
GA-BP 0.032 2.1e-03 0.052 22.14 99.6
SSA-BP 7.7e-03 8.9e-05 9.5e-03 6.33 79.7
Proposed 5.8e-03 5.7e-05 7.5e-03 4.29 83.6

Table 8: Comparison of evaluation performance for 100
samples

Method MAE MSE RMSE MAPE Time
BP 0.085 0.017 0.13 47.96 77.6
AOC-BP 0.038 2.2e-03 0.047 25.86 76.2
GA-BP 0.0583 0.0079 0.089 34.99 76.8
SSA-BP 7.6e-03 1.1e-04 0.011 6.03 72.7
Proposed 6.3e-03 6.9e-05 8.4e-03 5.43 74.8
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Figure 2: Comparison of error results

assessment method proposed in this paper is more accu-
rate.

5 Conclusions

This paper introduces SSA-BP neural network into the re-
search field of industrial control system network security
situation awareness and uses Sine to improve the SSA-BP
neural network to form Sine-SSA-BP industrial control
system network security situation assessment method.
For the selection of indicators in situation assessment, this
paper on the attack, vulnerability, assets, and defense four
aspects, formed a set of comprehensive responses to the
current network situation index factor system. By intro-
ducing the weight coefficient generation theory to assign
attack threat factor and vulnerability threat factor, the
problem that the index weight is determined by subjec-
tive experience or subjective opinion of domain experts
is avoided. The experimental results show that the im-
proved Sine-SSA-BP method is superior to other assess-
ment methods. The proposed method can evaluate the
network security situation more accurately and reliably,
which proves the effectiveness of the proposed scheme.

In subsequent studies, on the one hand, it is neces-
sary to study the network security situation prediction
of the industrial control system; on the other hand, it
is necessary to continuously improve the model to form
a complete set of situation assessment-prediction model
that can be applied to the industrial control system net-
work.
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Abstract

Key encapsulation mechanism (KEM) is an important
cryptographic primitive and served as a basic tool in
public-key encryption schemes and authenticated key
exchange. Most KEMs are built upon the hardness of
integer factorization or computing discrete logarithm
problem. Given the quantum computing technology,
these schemes will be broken down directly in the
presence of quantum computer. On the other hand,
considering the actual scenario, the security of KEMs
should be deployed in a multi-user setting. Therefore, it
is essential to construct KEM in the multi-user setting
based on post-quantum cryptography. As a subarea of
post-quantum cryptography, lattice-based cryptography
has some attractive features. Specifically, the learning
with errors (LWE) problem has been used as an amaz-
ingly versatile basic tool to design cryptographic schemes.
In this paper, we primarily focus on constructing a KEM
in the multi-user setting and rely on a standard lattice
problem in the random oracle model (ROM). We first
construct an indistinguishability under chosen plaintext
attacks(IND-CPA) secure public-key encryption scheme
by using a key exchange scheme proposed by Ding et
al., and then applying a variant of Fujisali-Okamoto
(FO) transformation with using prefix hashing to obtain
an indistinguishability under chosen ciphertext attacks
(IND-CCA) secure KEM in the multi-user setting based
on the LWE assumption. Finally, the post-quantum
security of the presented KEM scheme is discussed in the
ROM.

Keywords: Lattice-Based Cryptography; Key Encapsu-
lation Mechanism; Fujisaki-Okamoto Transformation;
Learning with Errors

1 Introduction

Key Encapsulation Mechanism (KEM) is an important
public-key primitive, which can be found wide applica-
tions in theoretic community and real world, such as
public-key encryption (PKE) scheme [4, 11, 16] and au-
thenticated key exchange (AKE) protocol [13,17] are built
from KEM. A KEM enables two parties to share a secret
key. In recent years, with the rapid development of quan-
tum computes, the traditional hard number theory prob-
lem such as discrete logarithm problem [15, 25] and the
integer factorization problem [12] are vulnerable to quan-
tum computers attacks, it is urgent to find some construc-
tions based on problems that believed to be resistant to
quantum attacks. Since lattice-based public hard prob-
lem has good asymptotical efficiency and strong security
guarantee, we consider construct a KEM based on lattice
hardness problem. Furthermore, the traditional security
of KEM is considered in a single-user setting. In the net-
work era, KEM schemes should be deployed in multi-user
systems. Therefore, it is essential to construct KEM in
the multi-user setting based on post-quantum cryptogra-
phy.

1.1 Our Motivation and Results

In 2012, Ding et al. [5] proposed the first provably se-
cure key exchange scheme (called Ding12 KE) based on
the learning with errors (LWE) problem, which is intro-
duced by Regev [22]. The decisional LWE problem is
to distinguish polynomially many LWE samples of the
form (a, b ≈< a, s >) from uniformly random ones, where
a ← Zn

q and s ← Zn

q are uniformly random. The hard-
ness of LWE can be reduced to the hardness of various
worst-case lattice problems. Many cryptography primi-
tives based on LWE have been proposed, such as public
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key encryption [18, 22], attribute-based encryption [3, 24]
and fully homomorphic encryption [7, 8], etc.

The LWE problem can be interpreted as unstructured
lattice problem. There are also algebraically structured
lattice problem, such as Ring-LWE [21, 23] and Modul-
LWE [14], which are more compact and computationally
efficient, but have the potential weakness due to the extra
structure. Using plain LWE to construct KEM scheme
that is simple and easy to implement. Therefore, our
scheme based on the plain LWE problem with conserva-
tive parameterizations.

In Ding12 KE, they point out that their protocol can
also be easily extended to a more efficient KEM scheme.
The motivation of this paper is to build a new KEM us-
ing Ding12 KE as a framework and based on LWE prob-
lem. In the meaning time, we consider a stronger notion,
multi-user setting security that considers the attacker’s
advantage in breaking the actual scenario.

For these reasons, designing a practical post-quantum
secure KEM in the multi-user setting is already desirable
and well motivated.

1.2 Related Works

Many indistinguishability under chosen ciphertext attacks
(IND-CCA) secure KEM schemes are constructed, but
we focus on post-quantum constructions. The National
Institute of Standards and Technology (NIST) has initi-
ated to standardize quantum-resistant public-key crypto-
graphic algorithms [20], including key-establishment al-
gorithms. There are seven algorithms for KEM construc-
tions, and CRYSTALS-Kyber, NTRU and SABER are
finalists candidates, and FrodoKEM, HQC, and SIKE
are alternate candidates. They are constructed by using
Fujisali-Okamoto (FO) transformations from an indistin-
guishability under chosen plaintext attacks (IND-CPA) or
one-way against chosen plaintext attacks (OW-CPA) se-
cure PKE schemes, and most of them are based on lattice
hardness assumption. FrodoKEM [1] is the only one based
on the hardness of plain LWE problem, but it is stated
in the single-user setting. In 2021, Duman et al. [6] pro-
posed a variant of Fujisali-Okamoto (FO) transformation
in the multi-user setting, which is used to CRYSTALS-
Kyber and SABER with the propose of protecting against
multi-user attacks. In addition, Han et al. [9] studied the
tight security of some KEM schemes based on discrete log-
arithm problem in the multi-user setting. Furthermore,
NIST calls for the post-quantum standardization schemes
with resisting to multi-key attacks as a submission re-
quirement [19].

1.3 Our Contributions

Our main contribution is constructed a KEM in the multi-
user setting based on algebraically unstructured lattices.
we rely on a standard lattice problem in the random ora-
cle model (ROM). We first construct an IND-CPA secure
public-key encryption (PKE) by using Ding12 KE, and

then applying a variant of FO transformation to obtain a
KEM in the multi-user setting based on the LWE Prob-
lem. Finally, the security of the proposed KEM scheme
is discussed in the ROM.

For our KEM construction, to obtain the security of
KEM in the multi-user setting, the participants′ public
key as an input to the hash function.

In terms of computation efficiency, since our KEM
scheme is based on a relatively stronger plain LWE as-
sumption, compared to the most existing CCA secure
lattice-based KEM construction, our construction need
relatively larger matrix dimensions. However, its security
can be proved in the actual multi-user scenario and easy
to implement.

1.4 Organization

The rest of this paper is organized as follows. In Section 2,
we introduce three useful definitions of LWE, PKE and
KEM. Then two building blocks are given in Section 3.
In Section 4, we construct the KEM scheme in the multi-
user setting based on the LWE problem, and the security
proof of our KEM scheme is given. Finally, conclusions
are given in Section 5.

2 Preliminaries

In this section, we introduce some notations and funda-
mental definitions.

2.1 Notation

Let λ ∈ N denote the security parameter throughout this
paper. Let bold capital letters be matrices, and bold low-
ercase letters be vectors in column form. The notation
AT denotes the transpose of the matrix A. For an inte-
ger q ≥ 1, Zq denotes the quotient ring Z/qZ. Let “← ”
denote sampling an element from some distribution uni-
formly at random. The discrete Gaussian distribution
over Zn with width s is denoted by DZn,s. The mini-
mum entropy of a discrete random variable X is defined
as H∞(X) = −log(maxxPr[X = x]).

2.2 Learning with Errors Problem

The LWE problem was introducced by Regev [22], that is
a generalization of the learning parity with noise (LPN)
problem with larger modulus. The hardness of it can
be reduced by a quantum algorithm to some standard
problems on lattices in the worst case.

For an integer q = q(n) ≥ 2 and some probability
distribution χ over Zq, we define As,χ as the distribution
on Zn

q ×Zq of the tuples (a, c) = (a,aT s+e) where s,a←
Zn
q is uniform and e← χ, and all operations are performed

in Zq. There are two versions of the LWE problem, search-
LWE and decision-LWE, respectively.
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Definition 1 (Search-LWE and decision-LWE). For an
integer q = q(n) and a distribution χ on Zq, for any
s ∈ Zn

q , search-LWE finds s given any independent sam-
ples (a, c) from As,χ.The goal of decision-LWE is to dis-
tinguish between an oracle that returns independent sam-
ples from As,χ for some uniform s ← Zn

q , and an oracle
that returns independent samples from the uniform distri-
bution on Zn

q × Zq.

Regev showed that these two versions are polynomi-
ally equivalent for q = poly(n). For certain choices of q
and χ, the decision-LWE problem is as hard as solving
the shortest independent vectors problem (SIVP) using a
quantum algorithm.

Theorem 1. Let q = q(n) be a prime and let α = α(n) ∈
(0, 1) such that αq > 2

√
n. If there exists an efficient al-

gorithm that solves the decision-LWE problem, then there
exists an efficient quantum algorithm for the SIVP within
Õ(n/α) in the worst case.

Due to the hardness of SIVP, we choose the decision-
LWE problem as underlying hardness in this paper. It
is convenient to write the LWE problem in matrix form,
such as collecting the vectors ai ∈ Zn

q as the columns of a
matrix A ∈ Zn×m

q , then the LWE instances can be given

by (A,AT s+ e), where s ∈ Zn
q , e ∈ Zm

q .

2.3 Public-Key Encryption

A public-key encryption scheme PKE=(Gen, Enc, Dec)
consists of three algorithms along with a finite message
spaceM:

Gen(λ): Taking public parameters λ as input, the prob-
abilistic key generation algorithm outputs a public
key pk and a secret key sk.

Enc((pk,m)): Taking pk and a message m ∈ M as in-
put, the probabilistic encryption algorithm outputs
a ciphertext c← Enc(m, pk; r), where r is a random
number.

Dec (sk, c): Taking as input sk and c, the deterministic
decryption algorithm outputs m′ or ⊥.

A PKE scheme with message spaceM is δ correctness
if

E[max
m∈M

Pr[Dec(sk,Enc(pk,m)) ̸= m]] ≤ δ,

where the expectation is taken over (pk, sk)← Gen(λ).
If the PKE scheme has n-user, the correctness error is

δ(n) if

E[max
i∈[n]

max
m∈M

Pr[Dec(ski, Enc(pki,m)) ̸= m]] ≤ δ(n),

where the expectation is taken over ((pk1, sk1), · · · ,
(pkn, skn))← Genn(λ).

Generally speaking, the trivial bounds are δ ≤ δ(n) ≤
nδ. For most natural lattice-based scheme such as an
LWE-based encryption scheme, we have δ(n) < nδ [6].

(n, qC)− IND-CCA
01. for i ∈ [n]
02. (pki, ski) ← Gen(λ)

03.
−→
pk ← (pk1, . . . , pkn)

04. b← {0, 1}
05. b

′ ← AChall(
−→
pk)

06. If b
′
= b then

07. returen 1
08. else
09. return 0

Chall(i,m0,m1) /max.qC queries
10. return Enc(pki,mb)

Figure 1: The game (n, qC) -IND-CPA for PKE in the
n-user/qC-challenges setting

In terms of security, considering the n-user/qC-
challenges IND-CPA advantages function of an adver-
sary A:

Adv
(n,qC)−IND-CPA
PKE (A):

=| Pr[(n, qC)− IND-CPAA
PKE ⇒ 1]− 1

2
|,

where the game (n, qC)− IND-CPA is defined in Figure 1,
and qC is the number of challenge queries.

2.4 Key Encapsulation Mechanism

A key encapsulation mechanism KEM=(Gen, Encaps,
Decaps) is a tuple of algorithms with public secret key
spaces PK × SK, a finite key space K, and a ciphertext
space C.

Gen(λ): Input public parameters λ, the key generation
algorithm outputs a pair of public key and secret key
(pk, sk).

Encaps(pk): Input public key pk, the encapsulation al-
gorithm outputs a pair of ciphertext c ∈ C and en-
capsulated key K ∈ K.

Decaps (sk, c): Input secret key sk and ciphertext c, the
deterministic decapsulation algorithm outputs K ∈
K
⋃
{⊥}.

Correctness of KEM scheme requires that for all λ,
(pk, sk) ∈ Gen (pp), (c,K) ∈ Encaps(pk), such that De-
caps (sk, c)=K.

In terms of KEM’s security, we consider the n-user/qC-
challenges IND-CCA advantages function of an adver-
sary A:

Adv
(n,qC)−IND-CCA
KEM (A):

=| Pr[(n, qC)− IND-CCAA
KEM ⇒ 1]− 1

2
|,

where the game (n, qC)−IND-CCA is defined in Figure 2,
and let Ci describe the set of challenge ciphertexts for
participant i.
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(n, qC)− IND-CCA
01. for i ∈ [n]
02. (pki, ski) ← Gen

03.
−→
pk ← (pk1, . . . , pkn)

04. b← {0, 1}
05. b

′ ← A Decap.Chall(
−→
pk)

06. If b
′
= b, returen 1 ; else, return 0.

Chall(i) /max.qC queries
07. (c,K0)← Encaps(pki)
08. K1 ← K
09. Ci := Ci

⋃
{c}

10. return (c,Kb)

Descaps(i, c /∈ Ci)
11. return Decaps (ski, c)

Figure 2: The game (n, qC) -IND-CCA for KEM in the
n-user/qC-challenges setting

3 Building Blocks

3.1 Ding12 Key Exchange Protocol

Ding12 KE protocol likes the Diffie-Hellman key exchange
protocol is based on LWE problem, the specific process is
described in Figure 3.

The system first generates the public parameters q, n,
α, where q > 8 is prime. Sample a uniformly random
matrix A ← Zn×n

q . Let E be the robust extractor which
enables two parties to extract an identical information
from two close elements with some additional hint. For
any x, y ∈ Zq such that x−y is even and |x−y| ≤ δ, then
E(x, σ) = E(y, σ), where the error tolerance δ = q

4 − 2
and the signal σ ← S(y) = σb(y), where b ← {0, 1}. The
robust extractor is defined as follows:

E(x, δ) = (x+ σ · q − 1

2
mod q) mod 2.

σb(x) from Zq to {0, 1} as follows:

σ0(x) =

{
0, x ∈ [−⌊ q4⌋, ⌊

q
4⌋];

1, otherwise.
;

σ0(x) =

{
0, x ∈ [−⌊ q4⌋+ 1, ⌊ q4⌋+ 1];
1, otherwise.

.

If two participants run the protocol honestly accord-
ing to Figure 3, they will share an identical key. Ding12
KE based on LWE assumption is secure against passive
probabilistic polynomial-time (PPT) adversaries.

3.2 A Variant of FO Transformation

Let PKE={Gen, Enc, Dec} be a public-key encryption
scheme with message spaceM, public-key space PK, ran-
domness space R, and ciphertext space C. The FO trans-
formation [10] can only offer security in a single user set-
ting. In the FO transformation, a hash function H does

not include any part of public key, which is modeled as a
random oracle, that mainly used to derive the PKE ran-
domness r and the encapsulation key K. Let FO/⊥ be
FO with implicit rejection. A variant of FO/⊥ transfor-

mation FO
/⊥
ID(pk),m with prefix hashing is proposed in [6],

which can transform a passively secure PKE scheme into
an actively secure KEM. Let ID: PK → {0, 1}t be a fixed-
output length function and H:{0, 1}∗ → {0, 1}k ×R be a
Hash function, where H1(X) is defined as the first k bits

of H(X). The KEM with FO
/⊥
ID(pk),m is described in Fig-

ure 4, where FO
/⊥
ID(pk),m is essentially FO/⊥

m with ID(pk)

into the hash function H and l is the length of the secret
seed s.

4 IND-CCA Secure KEM in the
Multi-user Setting

In this section, we first propose a public-key encryption
scheme labled with DingPKE, targeting IND-CPA secu-
rity, that based on the Ding12 KE and will be used as
a building block for achieving IND-CCA security KEM.
DingPKE does not use any reconciliation mechanism that
was proposed in [5]. IND-CPA security of DingPKE is
based on the public-key encryption scheme presented by
Lindner and Peikert [18], which uses “Encode” and “De-
code” pattern. DingPKE scheme is given by three al-
gorithms (DingPKE.Gen, DingPKE.Enc, DingPKE.Dec),
defined as follows and further shown in Figure 5, where
Encode(µ)=µ·⌊ q2⌋, and Decode(c)=0, if c ∈ [−⌊ q4⌋, ⌊

q
4⌋) ⊂

Zq and 1 otherwise. Suppose two participants Alice and
Bob decide to secure communication by using DingPKE
over an open channel.

DingPKE.KeyGen(q, n, α): The public parameters are
q, n, α, where q > 2 is a prime. Sample a uniformly
random matrix A ← Zn×n

q , si, ei ← DZn,αq. Then,
Alice compute pi = A · si + ei mod q. The public
key is pi, the secret key is si.

DingPKE.Enc(p, µ): Bob chooses two vectors sj , ej ←
DZn,αq and an error vector e′j ← DZ,αq, compute
c1 = AT · sj + ej mod q and c2 = pT

i · sj + e′j +
Encode(µ) mod q.

DingPKE.Dec(c, s): Once receiving (c1, c2), Alice
computes m = c2 − sTi c1 and returns µ′ ←
Decode(m).

Correctness of decryption: The decryption algorithm
DingPKE.Dec computes DingPKE uses “Encode” and
“Decode” pattern, it is required an error-tolerant t,
that is, for any integer e ∈ [−t, t), the equation
Decode(Encode(µ)+ e mod q) = µ is satisfied. The
lemma 1 states bounds on the size of errors that can be
handled by the decoding algorithm.

Lemma 1. Let q > 2 be a prime. Then
Decode(Encode(µ)+e mod q) = µ for any µ, e ∈ Z such
that µ ∈ {0, 1} and e < q

4 .
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Alice Bob

A← Zn×n
q

si, ei ← DZn,αq sj , ej ← DZn,αq

pi = A · si + 2ei mod q
pi

GGGGGGA pj = AT · sj + 2ej mod q

e′
j ← DZ,αq

kj = pT
i · sj + 2e′

j mod q

σ ← S(kj)

S(kj) = E(kj , σ)
Pj , σ

DGGGGGGGGGG

e′
i ← DZ,αq

ki = sTi ·Pj + 2e′
i mod q

S(ki) = E(ki, σ)

Figure 3: Ding12 KE based on LWE problem

Gen′

01. (pk, sk)← Gen
02. s← {0, 1}l
03. sk′ := (sk, s)
04. return (pk, sk′)
Encasps(pk)
05. m←M
06. (K, r)← H(ID(pk),m)
07. c← Enc(pk,m; r)
08. return (K, c)
Decaps((sk, s), c)

09. m′ ← Dec(sk, c)
10. (K, r)← H(ID(pk),m′)
11. K ′ ← H1(ID(pk), s, c)
12. If m′ =⊥ or Enc(pk,m′; r) ̸= c

return K ′

13. else return K

Figure 4: KEM = FO
/⊥
ID(pk),m [PKE, ID, H]

This lemma follows directly from the fact that
Decode(Encode(µ)+e)=⌊µ+ 2

q ⌋mod 2.
For the correctness, we analysis the reasonable way to

select the parameters of DingPKE. The decryption algo-
rithm of DingPKE computes

m = c2 − sTi c1

= kj + Encode(µ)− sTi pj

= pT
i sj + e

′

j + Encode(µ)− sTi (A
T sj + ej)

= (Asi + e)i)
T sj + e

′

j + Encode(µ)− sTi A
T sj − sTi e

j

= sTi A
T sj + eTi sj + e

′

j + Encode(µ)− sTi A
T sj − sTi e

j

= (eTi sj + e
′

j − sTi ej) + Encode(µ)

Let e = eTi sj +e
′

j−sTi ej , the message µ corresponding
to an entry of m will be decrypted correctly if the condi-
tion in Lemma 1 is satisfied for the corresponding entry
of e.

Theorem 2. The DingPKE is IND-CPA secure, assum-
ing the hardness of the LWE problem.

Proof. We prove the security by showing the entire view
of a PPT adversary in an IND-CPA is computationally
indistinguishable from uniformly random. For any en-
crypted message µ ∈ {0, 1}, the view consists of (A,pi, c),
where A ← Zn×n

q is uniformly random, pi = A · si +
ei mod q, and c = (c1, c2). Let p∗

i be uniform, then
(A,pi) is computationally indistinguishable from (A,p∗

i )
under the assumption of the LWE. Let c∗ be uniform,
then (A,pi, c) is also computationally indistinguishable
from (A,p∗

i , c
∗) under the LWE problem, because c1 =

AT ·sj+ej mod q and c2 = pT
i ·sj+e′j+Encode(µ) mod q,

where sj , ej ← DZn,αq and e′j ← DZ,αq. Therefore,
Any PPT adversary can not distinguish (A,pi, c) and
(A,p∗

i , c
∗), if the LWE assumption holds.
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Alice Bob

A← Zn×n
q

si, ei ← DZn,αq sj , ej ← DZn,αq

pi = A · si + ei mod q
pi

GGGGGGA c1 = AT · sj + ej mod q

e′
j ← DZ,αq

c2 = pT
i · sj + e′

j + Encode(µ) mod q
c

DGGGGG c = (c1, c2)

m = c2 − sTi c1

µ
′
← Decode(m)

Figure 5: DingPKE sheme

Lemma 2. Let AdvIND-CPA
PKE be the security advantages

of DingPKE, and Adv
(n,qC)−IND-CPA
PKE is the security ad-

vantages of n-user DingPKE, according to the argument
in [2], one can obtain the trivial bounds

AdvIND-CPA
PKE ≤ Adv

(n,qC)−IND-CPA
PKE ≤ n · qCAdvIND-CPA

PKE

where qC is the number of challenges.

The n-user DingPKE scheme with security against

CPA is constructed, and then applying the FO
/⊥
ID(pk),m

transformation, we can obtain an LWE-based KEM
scheme in the multi-user setting. Our LWE-based KEM
in n-user setting as in Figure 6.

Theorem 3. For any adversary A against the (n, qC)−
IND-CCA security of KEM:=FO

/⊥
ID(pk),m[PKE, ID, H],

there exist adversaries B against (n, qC) − IND-CPA of
DingPKE, such that

Adv
(n,qC)−IND-CCA
KEM (A) ≤ 2Adv

(n,qC)−IND-CPA
DingPKE (B)

+ 2(qH+qC)qC
|M| + qH

2l
+(qH + qD) · δ(n)+n2

2h
.

where qH is the number of ROM queries, qD is the number
of decapsulation queries, qD is the number of challenge
queries, l is the length of the secret seed s, and l is the
minimum entropy of ID(PK), i.e., h = H∞(pk).

Accoding to Theorem 3 (Theorem 3.1 in [6]), our KEM
scheme in the multi-user setting is IND-CCA secure as
long as DingPKE is IND-CPA secure.

5 Conclusions

Most KEM schemes were proposed to offer security in
a single user setting, and some of them can not resist
quantum attack. In this paper, we first construct an
IND-CPA secure DingPKE based on Ding12 KE, and
give the security proof. Furthermore, LWE-based KEM
in multi-user setting are proposed by applying the FO

transformation FO
/⊥
ID(pk),m, and the security of the KEMs

achieve IND-CCA-secure. The plain LWE problem has
a few requirements on it parameters, which is easy to

Gen′

01. for i ∈ n
02. (pki, ski)← Gen
03. si ← {0, 1}λ
04. sk′i := (ski, si)

05.
−→
pk ← (pk1, pk2, . . . , pkn)

06.
−→
sk′ ← (sk′1, sk

′
2, . . . , sk

′
n)

07. return (
−→
pk,
−→
sk′)

Encasps(
−→
pk)

08. mi ←M
09. (Ki, ri)← H(ID(pki),mi)
10. ci ← DingPKE.Enc(pki,mi; ri)

11.
−→
K ← (K1,K2, . . . ,Kn)

12. −→c ← (c1, c2, . . . , cn)

13. return (
−→
K,−→c )

Decaps(
−→
sk′, c)

14. m′
i ← DingPKE.Dec(ski, ci)

15. (Ki, ri)← H(ID(pki),m
′
i)

16. K ′
i ← H1(ID(pki), si, ci)

17. If m′ =⊥
or DinPKE.Enc(pki,m

′
i; ri) ̸= ci

return K ′
i

18. else return Ki

Figure 6: LWE-based KEM in the n-user setting
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meet almost desired security target. The KEM whether
achieves IND-CCA security in the quantum random-
oracle model (QROM) should be considered. In addition,
Ring-LWE and Module-LWE problems on random alge-
braically structured lattices over certain polynomial rings
can make high efficient. Therefore, we will study KEM
in the multi-user setting based on Ring-LWE or Module-
LWE problems. Moreover, based-lattice KEM with tight
enhanced security in the multi-user setting whether exist
should be considered as our follow-on work.
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Abstract

Software vulnerabilities can have a significant impact on
the security of software operations. Consequently, for sub-
sequent repair, accurate detection of these vulnerabilities
is required. This paper briefly introduced conventional
vulnerability detection approaches and the graph neu-
ral network-based vulnerability detection algorithm. The
software’s source code was abstracted into a node graph
structure in the graph neural network-based algorithm,
thus ensuring the structural integrity of the code. Simu-
lation experiments were then conducted, and the results
were compared with the other two algorithms, namely,
support vector machine and long short-term memory. It
was found that the graph neural network-based algorithm
converged to better parameters more quickly during the
training stage; the graph neural network-based vulnera-
bility detection algorithm had higher detection accuracy
and consumed the least detection time.

Keywords: Code Vulnerability; Graph Neural Network;
Graph Structure; Recognition and Detection

1 Introduction

The main manifestation of the Internet in everyday life is
various application software [5]. These software are com-
posed of code written in programming languages that are
suitable for each software development process. The code
that constitutes programming languages is different from
natural languages, with a prescribed format that is not
as natural as natural languages [2]. However, program-
ming languages are also a type of language, with certain
”syntax” rules that programmers need to follow when pro-
gramming software.

During the editing process, programmers may make
writing errors that result in vulnerabilities in the soft-
ware, and the shortcomings of the ”grammar” structure

of the programming language may also lead to vulnera-
bilities [13]. In short, software edited with programming
languages may have more or less vulnerabilities, and once
these vulnerabilities are exploited by illegal elements, they
can cause huge losses to users.

Traditional vulnerability detection methods detect
code by manually defined detection rules, but the num-
ber of manually defined detection rules is limited [7], and
the rules lack a unified standard, making it difficult to
construct detection rules that are highly compatible with
programs.

With the development of machine learning algorithms,
they have been gradually applied to detect static code
vulnerabilities [4]. Although machine learning algorithms
are now significantly more efficient than traditional static
code vulnerability detection techniques and do not require
the manual setting of vulnerability detection rules, they
still have some drawbacks [14]. Relevant studies are re-
viewed below.

A new learning framework called FUNDED was pro-
posed by Wang et al. [9] for building vulnerability detec-
tion models. They found that FUNDED was significantly
better than other methods in various evaluation environ-
ments.

Ghaffarian [3] proposed a primitive neural vulnerability
analysis method that used a custom intermediate graph
representation of the program to train the graph neural
network model. Software vulnerability analysis tasks were
successfully completed using the proposed approach, as
demonstrated by the experimental results.

Hu et al. [4] proposed a novel and effective vulnerabil-
ity feature-based method for detecting vulnerabilities in
memory. The results of their experiments demonstrated
the viability and efficacy of the proposed method.
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2 Vulnerability Identification Al-
gorithm Based on Graph Neural
Networks

Neural networks, which are a type of deep learning al-
gorithm, have been gradually applied to the detection of
code vulnerabilities with the advancement of computer
performance and deep learning algorithms [11]. When
using deep learning algorithms to detect vulnerabilities,
code feature vectors can also be extracted, and then a
classification model trained by deep learning algorithms
can be used to identify the code. This is similar to the vul-
nerability detection method based on vulnerability classi-
fication models mentioned above. Compared to the clas-
sification models trained by machine learning algorithms,
deep learning algorithms can uncover deeper hidden pat-
terns, but when extracting feature vectors from code, they
still process it in a sequential text-based manner, thus also
ignoring the structural information of the code itself [1].

Figure 1: The vulnerability identification process based
on graph neural networks

Graph neural networks are also a type of deep learning
algorithm. Compared to other types of neural networks,
they are more suitable for training and processing graph-
structured data [8]. Therefore, when using graph neu-
ral networks for vulnerability detection on source code,
the source code is first abstracted and transformed into
a graph structure composed of nodes and connections.
Then, the graph neural network performs forward calcu-
lation on the graph structure, obtains the graph structure
feature vectors, and performs classification recognition on
the fully connected layer. Figure 1 shows the basic flow of
the vulnerability identification algorithm based on graph
neural networks.

1) The source code that needs to be checked is entered
and preprocessed [6]. The purpose of preprocess-
ing is to standardize the code written by different
programmers, minimizing the interference caused by
programmer writing styles, such as naming conven-
tions and statement usage. The first step of prepro-

cessing is to traverse the code and expand the macro
definitions. Afterwards, a mapping table is used
to map the custom identifiers in the code to stan-
dard symbols. Some of the mapping rules are ”user-
defined variable names are mapped to V ARn, where
n depends on the order in which the variable names
appear”, ”user-defined function names are mapped
to FUNCTIONn, where n depends on the order in
which the function names appear”, and ”the vari-
able values in assignment statements are mapped to
V ALUEn, where n depends on the order in which
the variable values appear”.

2) The standardized source code is abstracted into a
graph structure [10]. Firstly, each line of the source
code is viewed as a node, and the node stores the data
code (such as variable names and function names)
processed by standardization. Then, the control flow
of the execution program code is obtained using the
abstract syntax tree method, and the connections be-
tween the nodes depend on the path of the control
flow. After constructing the abstract node graph of
the source code, Word2vec is used to vectorize the
data code stored in the nodes.

3) The abstract node graph of the source code is input
into a graph neural network for forward computation.
The corresponding formula is:{

hl+1 = f(D− 1
2 ĀD− 1

2hlωl)
Ā = A+ IN

(1)

where hl represents the feature matrix of the l-th
hidden layer in the graph neural network, hl+1 is the
feature matrix of the l + 1-th hidden layer in the
graph neural network, i.e., the output of the previous
layer, A is the graph adjacency matrix [12], IN is the
identity matrix of the nodes used for self-looping, N
is the number of nodes in the graph structure, Ā
represents the graph adjacency matrix after adding
self-looping, and ωl is the trainable parameter matrix
of the l-th hidden layer in the graph neural network.

4) After layer-by-layer calculations by the graph neu-
ral network, a feature matrix of the abstract graph
structure of the source codes is obtained, and then
the source codes are classified and output using the
softmax function in the fully connected layer. It is
determined whether the algorithm is in the training
phase at this time. If it is not in the training phase,
the classification result is output directly.

5) It is determined whether the algorithm has reached
the termination condition if the algorithm is in the
training phase. The training is finished if it is
reached. If it is not reached, the weight parameters
in the hidden layer of the graph neural network are
adjusted in reverse based on the classification error,
followed by layer-by-layer calculations. The termina-
tion conditions include reaching the preset number
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of training iterations and the classification error con-
verging within the preset threshold range.

3 Simulation Experiment

3.1 Experimental Data

The data required for the simulation experiment in this
paper comes from the SARD database, which contained
five types of vulnerabilities, namely CWE-125 for out-
of-bound reads, CWE-20 for improper input validation,
CWE-190 for integer overflow, CWE-399 for resource
management errors, and CWE-400 for resource exhaus-
tion. 2,000 pieces of the data code were collected for each
type of vulnerability, and a total of 10,000 pieces of code
data with vulnerabilities was collected. At the same time,
10,000 pieces of code data that have been verified to be
free of vulnerabilities were collected from an open source
project platform as positive samples.

3.2 Experimental Setup

When training the graph neural network algorithm in this
paper, batch training was used. The batch size was set
to 128, the number of vector dimensions of Word2vec was
set to 256, the maximum epoch was set to 100, and the
activation function was the Relu function. The learning
rate was set to 0.01. Random gradient descent was used to
adjust the parameters. Dropout was set to 0.3 to prevent
overfitting.

The relevant parameters of support vector machine
(SVM) used for comparative experiments are shown be-
low. The penalty parameter was set to 1, and the sigmoid
function was used as the kernel function. The following
are the relevant parameters of long short-term memory
(LSTM). There were 64 hidden neurons, and the maxi-
mum epoch during the training process was set to 100.
In addition, both detection algorithms detected the code
text after Word2vec vectorization, and the number of vec-
tor dimension of Word2vec was also set to 256.

3.3 Evaluation Metrics

The widely used indicators were used for evaluating the
performance of the code vulnerability detection model,
namely accuracy, recall rate, and F-value. Their calcula-
tion formulas are:

P =
TP

TP + FP

R =
TP

TP + FN
(2)

F =
2PR

P +R

where P denotes precision, R denotes recall rate, F de-
notes the comprehensive consideration, TP denotes the
number of positive samples predicted to be positive, FP
represents the number of negative samples predicted to be

positive, and FN means the number of positive samples
predicted to be negative.

3.4 Experimental Results

In the comparative experiment, the SVM algorithm used
training data to fit and obtain the ”hyperplane” that di-
vided the code categories, while the LSTM and graph neu-
ral network algorithms required repeated iterative train-
ing to gradually adjust the parameters in the hidden lay-
ers to improve detection performance. Figure 2 illustrates
the change curve of accuracy and training loss during the
training process of the LSTM and graph neural network
algorithms. The accuracy and training loss of the LSTM
algorithm converged to stability after about 55 iterations,
while the graph neural network algorithm converged to
stability after about 30 iterations. In addition, whether
during the convergence process or after convergence sta-
bility, the vulnerability detection algorithm based on the
graph neural network had higher accuracy and smaller
training loss.

Figure 2: Training curves of the LSTM-based and graph
neural network-based vulnerability detection algorithms

To verify the performance of the graph neural net-
work algorithm, it was compared with two detection al-
gorithms, SVM and LSTM. The detection performance of
the three vulnerability detection algorithms for different
vulnerability types was tested, as shown in Table 1. It
was seen from Table 1 that for different types of vulnera-
bilities, the algorithms had different recommended perfor-
mance. The SVM algorithm had relatively good detection
performance for CWE-190 type vulnerabilities among the
five types of vulnerabilities. The LSTM algorithm had
relatively good detection performance for CWE-399 type
vulnerabilities. The graph neural network has relatively
good detection performance for CWE-125 type vulnera-
bilities. Table 1 also shows the detection time consump-
tion of the three vulnerability detection algorithms for dif-
ferent vulnerability types. It was seen that there was little
difference in the detection time consumption between dif-
ferent detection algorithms for different types of vulner-
abilities, but it was clearly shown that the graph neural
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network-based algorithm had less time consumption.

According to Figure 3, the SVM algorithm had a detec-
tion accuracy of 0.68, a recall rate of 0.58, and an F-value
of 0.63; the LSTM algorithm had a detection accuracy
of 0.87, a recall rate of 0.75, and an F-value of 0.81; the
graph neural network algorithm had a detection accuracy
of 0.95, a recall rate of 0.86, and an F-value of 0.91. The
comparison showed that the graph neural network algo-
rithm had the highest detection accuracy, followed by the
LSTM algorithm, and the SVM algorithm had the lowest.

Figure 3: Average detection performance of three vulner-
ability detection algorithms for vulnerabilities

The average detection time of three vulnerability de-
tection algorithms is shown in Figure 4. The average de-
tection time of the the SVM algorithm was 1.97 s, that
of the LSTM algorithm was 1.11 s, and that of the graph
neural network algorithm was 0.31 s. From the compari-
son in Figure 4, it was seen that the SVM algorithm had
the longest detection time, followed by the LSTM algo-
rithm, and the graph neural network algorithm had the
shortest detection time.

Figure 4: Average detection time of three vulnerability
detection algorithms

4 Conclusion

This article briefly introduced traditional vulnerability
detection methods and a vulnerability detection algo-
rithm based on a graph neural network. In this algo-
rithm, the source code of the software was abstracted into
a node-graph structure, thus ensuring the integrity of the
code structure. Then, simulation experiments were car-
ried out, and the proposed algorithm was compared with
two other detection algorithms, SVM and LSTM. The re-
sults are shown below.

1) After about 55 iterations, the accuracy and train-
ing loss of the LSTM algorithm converged to stabil-
ity, while the accuracy and training loss of the graph
neural network converged to stability after about 30
iterations. Both during and after convergence, the
graph neural network-based vulnerability detection
algorithm had higher accuracy and smaller training
loss.

2) For different types of vulnerabilities, the vulnerabil-
ity detection algorithms had different performance,
but overall, the graph neural network-based algo-
rithm had the highest detection accuracy, followed
by the LSTM algorithm, and the SVM algorithm had
the lowest accuracy.

3) The SVM algorithm had the longest detection time,
followed by LSTM, and the graph neural network
algorithm consumed the least time.
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Abstract

To overcome the slow convergence speed, decrease popu-
lation diversity in later iterations, and low optimization
accuracy of the standard Salp swarm algorithm (SSA),
an adaptive Salp swarm algorithm (ASSA) based on lens
imaging and Gaussian variation learning strategies is pro-
posed. First, inspired by the particle swarm optimization
algorithm, an adaptive attraction factor is designed and
introduced into the follower position update to improve
the ASSA’s convergence speed and optimization accuracy.
Then, based on lens imaging and Gaussian mutation, a
learning strategy is designed to enhance the population
diversity and improve the escape ability of the algorithm
when it falls into a local optimum. Finally, seven typi-
cal algorithms are compared to optimize and simulate 14
benchmark test functions in different dimensions. The
results show that ASSA’s optimization accuracy, conver-
gence speed, and stability significantly improve.

Keywords: Adaptive Multi-Factor Authentication; Gaus-
sian Mutation Learning; Lens Imaging Learning; Salp
Swarm Algorithm

1 Introduction

The swarm intelligence optimization algorithm is an
emerging evolutionary computing technique that mimics
the foraging and nesting behavior of animals and insects
in nature. Compared with traditional optimization meth-
ods, it has better efficiency and stability in solving vari-
ous complex optimization problems. In the past 20 years,
many swarm intelligence optimization algorithms, such
as particle swarm optimization (PSO) [26], whale opti-
mization algorithm (WOA) [4], sine and cosine algorithm
(SCA) [14], gray wolf optimization algorithm (GWO) [16],

crisscross optimization algorithm (CSO) [13] and Bat Al-
gorithm (BA) [24] have been proposed for solving complex
global optimization problems [7, 22].

Salp Swarm Algorithm (SSA) is a new swarm intel-
ligence optimization algorithm proposed by Mirjalili et
al. in 2017. It originated from the simulation of the
group foraging behavior of salps in the ocean. An effec-
tive optimization method was constructed through mo-
tion and chain following. SSA has been widely used in
image segmentation [2], medical diagnosis [23], feature ex-
traction [27], distribution network reconfiguration [1] and
global numerical optimization [21] due to its simple prin-
ciple and few control parameters [15]. However, similar to
other swarm intelligence optimization algorithms, it still
has disadvantages of low solution accuracy, slow conver-
gence speed and easy to fall into the local optimum. To
overcome these shortcomings, many improved SSA algo-
rithms based on different strategies has been proposed.
Liu et al. introduced the inertia weight coefficient to
modify the leader position update formula. An adaptive
adjustment strategy in the selection of global and local
search was introduced to improve the optimization accu-
racy and stability of the algorithm [11]. The predator-
prey strategy in Harris Hawk algorithm is integrated into
the position update equation of the follower to maintain
the balance between the global and local search of the al-
gorithm [19]. To modify the position update formulas of
leaders and followers, Fan et al. introduced a perturbation
weight mechanism to improve the convergence speed, and
balance the exploration and development capabilities of
the algorithm [6]. Ibrahim et al. designed the SSAPSO
(a hybrid optimization algorithm of SSA and PSO). It
compares random numbers with fixed values to select a
search strategy, improving the global development and lo-
cal exploration capabilities of the algorithm [9]. Abd et
al. designed the SSDE (a hybrid optimization algorithm
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of SSA and DE). This algorithm used the operator of the
differential evolution algorithm as a local search operator
to enhance the feature mining ability of the algorithm [5].
Ren et al. introduced adaptive weights and Levy flight
operator into SSA to balance the global and local search
capabilities of the algorithm [20]. Zhang et al. introduced
a pure initialization and differential evolution mechanism
to improve the convergence speed and accuracy of the al-
gorithm [25]. Besides this, Panda and Majhi introduced a
normal distribution mutation operator and an adversarial
learning strategy to improve the exploration and develop-
ment capabilities in the search area of the algorithm [18].

The above researches has improved the standard SSA
and enhanced the performance of the algorithm, but there
are still some shortcomings:

1) The improved search strategy ignores that the algo-
rithm should adopt different learning strategies under
divergence and aggregation behaviors. It will reduce
the population diversity and may still fall into the
local optimum when dealing with high-dimensional
complex problems.

2) In the current improvement to the follower position
update formula, the position of the global optimal
individuals is not well utilized, and the convergence
speed and solution accuracy are not significantly im-
proved.

To overcome the above defects, an adaptive salp swarm
algorithm (ASSA) based on lens imaging and gaussian
mutation learning strategy is proposed. It uses lens imag-
ing and gaussian mutation learning strategy to improve
the learning ability of the algorithm, increase the diversity
of the population and jump out of the local optimum. The
follower position update is guided by an adaptive attrac-
tion factor to improve the convergence speed and solution
accuracy. To verify the optimization performance of the
algorithm, 14 benchmark functions are tested and ana-
lyzed by ASSA, PSO, GWO, WOA, SCA and ISSA and
the effectiveness of ASSA is verified. The main contribu-
tions of the paper are as follows:

1) To improve the escape ability of the local optimum
of the algorithm, a learning strategy that combines
lens imaging and Gaussian mutation is proposed;

2) An adaptive attraction factor is designed to improve
the solution accuracy and convergence speed of the
algorithm;

3) The effectiveness of ASSA is verified.

The following sections are arranged as: Section 2 in-
troduces the standard salp swarm algorithm; Section 3
introduces and analyzes the ASSA algorithm; Section 4
shows the experimental parameters, experimental envi-
ronment and effectiveness verification of the ASSA, and
Section 5 draws the conclusion.

2 Salp Swarm Algorithm

The salp swarm algorithm simulates the individual con-
nection of the salp group in foraging. Its purpose is to
form the leaders and followers in the salp chain to coop-
erate with each other for search optimization. The front
end of the salp chain is the leaders, responsible for lead-
ing the entire population to explore the position of food
source in the search space. The rest individuals are the
followers, following the leaders to conduct local searches.

In SSA, assuming that N salps are in the D-
dimensional search space, the position of each salp is:

X =



x1
1 x2
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1
...

...
. . .

...
. . .

...

x1
i x2

i · · · xj
i · · · xD

i
...

...
. . .

...
. . .

...

x1
N x2

N · · · xj
N · · · xD

N


where i = 1, 2, . . . , N , j = 1, 2, . . . , D, xj

i represents the
position of the ith salp in the jth dimension.

The leaders guide the movement of the entire salp pop-
ulation and conduct a random search guided by the cur-
rent food source. Its position update equation is as fol-
lows:

xj
1 =

{
Fj + c1((ubj − lbj)c2 + lbj), c3 ≥ 0.5

Fj − c1((ubj − lbj)c2 + lbj), c3 < 0.5
(1)

where xj
1 is the position of leaders in the jth-dimensional

search space; Fj is the position of the food source in the
jth-dimensional search space; ubj and lbj are the upper
and lower bounds of the jth-dimensional search space, re-
spectively; c2 and c3 are random numbers uniformly dis-
tributed in [0, 1]; c1 is the control factor, which controls
the search method of the algorithm at different stages.
The calculation formula is:

c1 = 2e−(4t/T )2 (2)

where t is the number of iterations in the current algo-
rithm, and T is the maximum number of iterations set by
the algorithm.

When the position of leaders is updated, the follow-
ers follow and move in a chain, and the position update
formula is:

xj
i =

1

2
(xj

i + xj
i−1) (3)

where xj
i is the position of the ith follower in the jth di-

mensional search space, and i ≥ 2.

3 Improved ASSA

3.1 Adaptive Attraction Factor

In the iterative optimization process of SSA, as shown in
Formula (3), the position of the ith salp will be updated
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according to the midpoint of the historical position of the
i − 1th and ith salps. This single following behavior just
uniaxially accepts the position information of the former
to update the current position. When the leaders in the
population fall into the local optimum, the followers will
inevitably fall into the local optimum. This will lead to
the premature convergence of the algorithm and limit the
search efficiency to a certain extent [3].

At each iteration of the particle swarm algorithm, each
particle will accelerate toward its own optimal solution.
It will also continuously search for the optimal solution
towards the global optimal position found so far by any
particle in the population. In this way, an adaptively
adjusted attraction factor c4 is introduced based on the
global optimal position distribution of the population in
D-dimension. Substituting the attraction factor c4 into
the position of the followers to update the formula, the
new formula is as follows:

xj
i =

c4
2
(xj

i + xj
i−1) (4)

c4 = (pb − ps)/t, t ̸= 0 (5)

where, c4 is the attraction factor with the initial value of
1; pb and ps are the maximum and minimum values in
the D-dimension of the historical optimal position of the
population at the tth iteration.

Several different types of benchmark functions are ex-
perimented. Due to space limitations, Figure 1 is the
attraction factor curves of the three benchmark functions
(Sphere, Alpine and Easom) solved by SSA with adaptive
attraction factors. Sphere is a unimodal function; Alpine
is a multimodal function, and the function dimension is
set to D = 30. Easom is a fixed D = 2 dimensional
function; the population size N = 30, and the maximum
number of iterations is T = 500.

Compared with Formula (3), Formula (4) has the fol-
lowing characteristics: It can be seen from Figure 1 that in
the early stage of iteration, the attraction factor obtains
a larger value, which is conducive to the global develop-
ment of the algorithm and can accelerate the convergence
speed. As the iterations increase, the attraction factor
gradually decreases and tends to 0. This is beneficial to
the algorithm to carry out local exploration and improve
the algorithm convergence accuracy in the late stage of
iteration. Since the followers are attracted by the global
optimal position of the current population, an adaptive
update is generated to improve the ability of the algo-
rithm to jump out of the local optimum.

3.2 Lens Imaging and Gaussian Mutation
Learning Strategies

In the iterative search process of SSA, the global optimal
position of the population is updated with the position
of individuals with the best fitness value. While the po-
sition adjustment of the optimal and other non-optimal
individual is ignored. This leads to a gradual decrease in

population diversity and may lead to SSA falling into lo-
cal optimum. In order to increase the probability of SSA
to improve the optimization accuracy and jump out of
the local optimum, lens imaging and Gaussian mutation
learning strategies are introduced. According to the phe-
nomenon of ”divergence” or ”aggregation” in the current
population, the lens imaging or Gaussian mutation learn-
ing strategy is used to mutate individuals to increase the
population diversity.

3.2.1 Lens Imaging Learning Strategy

Lens image based learning strategy (LIBLS) is a new
learning strategy that uses the principle of lens imaging
and combined with reverse learning strategy to find better
candidate solutions. This strategy cannot only strengthen
the group diversity, but also improve the ability to jump
out of local optimum and improve the global search abil-
ity [12, 17]. The basic principle of LIBLS is shown in
Figure 2.

O
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Figure 2: Schematic diagram of the lens imaging strategy

In Figure 2, taking one-dimensional space as an exam-
ple, the search interval for the solution on the axis x is
[a, b]; y-axis is the normal; the base point O is the mid-
point in [a, b]; x∗ represents the projection of an individual
P with height h on the coordinate axis in space, which
is the global optimal individual; f is the focal length of
the lens placed at the base position O; x′∗ is the projec-
tion of an image P ′ with height h′ on the coordinate axis
obtained by the lens imaging in space, which is a new in-
dividual generated by a reverse learning strategy based on
the lens imaging principle. From the lens imaging princi-
ple, we can obtain:

a+b
2 − x∗

x′∗ − a+b
2

=
h

h′ (6)

Let h/h′ = k, k is the adjustment factor, and Formula (6)
is transformed to obtain the calculation formula of the
lens imaging reverse learning solution:

x′∗ =
a+ b

2
+

a+ b

2k
− x∗

k
(7)

When k = 1 and n = 1, Formula (7) can be transformed
into the standard reverse learning solution:

x′∗ = a+ b− x∗ (8)
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(a) Sphere function (b) Alpine function (c) Easom function

Figure 1: Curves of the attract factor c4

From Formulas (7) and (8), the reverse learning strategy is
only a special case of LIBLS. LIBLS can obtain a dynamic
new candidate solution by adjusting the parameter k to
enhance the population diversity.

Formula (7) is extended to the D-dimensional space
based on LIBLS to obtain Formula (9):

x′∗
j =

aj + bj
2

+
aj + bj
2k

−
x∗
j

k
(9)

where xx
j and x′∗

j are the jth-dimensional components of

x∗ and x′∗, respectively; aj and bj are the j
th-dimensional

components of the upper and lower boundaries of the de-
cision variable, respectively.

3.2.2 Gaussian Variation Learning Strategy

The image of the probability density function of Gaussian
mutation about the expectation is symmetrical. About
99.8% of the area in the function curve is within the range
of three times the standard deviation of the expectation.
That is, the random numbers obtained are concentrated
in the local area centered on the expectation [10]. As such,
the key search area of Gaussian mutation is a local area
near the salps and it has strong local search ability, high
efficiency, high precision and robustness. The formula for
Gaussian mutation learning strategy is as follows:

x′∗ = x∗(1 +N(0, 1)) (10)

where x∗ and x′∗ are the positions before and after indi-
vidual variation, and N(0, 1) is a standard normal distri-
bution with an expected value of 0 and a variance of 1.

3.3 ASSA Pseudocode

The pseudocode of ASSA is shown in Algorithm 1.

Algorithm 1 ASSA

Input: The population size N , the adjustment factor k;
the dimension of the objective function D; the search
boundary [lb, ub], the maximum number of interaction
T or the solution accuracy ε;

Output: The optimal position Fd, and the optimal func-
tion value Fg.

1: Generate N D-dimensional vectors in the search
range. The individual fitness value of each salp and
the average fitness value favg of the salp population
are calculated to sort the fitness values, let = 1.

2: while t < T do
3: Update according to Formula (2);

c2 ∈ [0, 1];

c3 ∈ [0, 1];

4: Update c4 according to Formula (5);
5: for i = 1 : N do
6: if i = 1 : N/2 then
7: Update the leader position by Formula (1);
8: else
9: Update the follower position by Formula (4);

10: end if
11: Calculate the fitness valuefiof each salp
12: if fi < favg then
13: According to Formula (10), Gaussian mutation

learningis carried out to correct the boundary.
If the individual after mutation is better than
the individual before mutation, corresponding
replacement is made; otherwise, do not replace;

14: else
15: According to Formula (9), lens imaging learn-

ing is carried out to correct the boundary. If
the individuals after mutation are better than
the individual before mutation, corresponding
replacement is made; otherwise, do not replace;

16: end if
17: end for
18: Update the optimal position Fd of the contempo-

rary population, optimal fitness value Fg and the
average fitness value favg;

19: t = t+ 1
20: end while
21: return to Fd, Fg
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3.4 Time Complexity Analysis

Assuming that the population size of the algorithm is
N ; the dimension of the objective function is D; the
maximum number of iterations is T , and the calcula-
tion amount of the objective function of the optimiza-
tion problem is C. According to the operation rules of
time complexity, the time complexity of standard SSA is
O(T · (N ·D +N · C)) [15].

From Algorithm 1, the adjustment of the adaptive at-
traction factor c4, the optimal and non-optimal individ-
ual positions are the steps added by the ASSA. According
to the time complexity operation rules, in one iteration,
the time complexity corresponding to the added steps are
O(1) and O(N). In T iterations, the time complexity in-
creased by ASSA is O(T · (1+N)), and the order of mag-
nitudes of the algorithm is not improved. In this way, the
time complexity of ASSA is still O(T · (N ·D +N · C)),
indicating that the calculation of ASSA does not increase
too much.

4 Experiment and Analysis

4.1 Test Function and Parameter Setting

To verify the optimization performance of ASSA, simu-
lation experiments are carried out on 14 typical bench-
mark functions using PSO, GWO, WOA, SCA, ISSA [8]
and ASSA. The specific parameter s of each algorithm are
shown in Table 1, and the benchmark functions are shown
in Table 2. F1 ∼ F6 are the high-dimensional unimodal
functions; F7 ∼ F12 are the high-dimensional multimodal
functions; F13 and F14 are the fixed dimension functions
(D = 2). The simulation experiments are performed on
Intel(R) Core(TM) i7-9700 CPU@3.00GHz, 16GB RAM,
Windows 10 64-bit operating system with Python 3.9.1

4.2 Optimization Accuracy and Stability
Analysis

To test the optimization performance of ASSA, the di-
mensions of the benchmark functions f1-f12 are set to 30,
50, 100, respectively, and that of f13 and f14 are D = 2.
The population size and maximum number of iterations
for each algorithm are set to 30 and 500, respectively. To
compare the fairness and objectivity of the experiments,
the seven algorithms independently run for 30 times under
the same conditions. Their optimal value (Best), average
value (Ave) and standard deviation (Std) are taken as the
evaluation indicators. The optimal results after optimiza-
tion are in bold (Table 3).

The optimization accuracy and stability of the pro-
posed ASSA are analyzed through the three dimensions
of the tested unimodal function, multimodal function and
fixed dimension function.

1) For the unimodal functions F1 ∼ F6, when D = 30,
the optimal value (Best), average value (Ave) and

standard deviation (Std) of the optimization results
of the seven algorithms on the functions F1, F2, F3

and F4 show that, ASSA reaches the theoretical op-
timal value of 0, and the other 6 algorithms do not.
The solution accuracy of ASSA is much higher than
that of the other 6 algorithms. For the function F5,
ASSA has the highest solution accuracy, reaching the
exponential level of 1e-07, followed by the GWO al-
gorithm with an exponential level of 1e+01. The
Ave and Std of the ASSA optimization results are
higher than the other 6 algorithms. For the function
F6, ASSA has the highest solution accuracy, reaching
the exponential level of 1e-07, followed by ISSA with
an exponential level of 1e-05. The Ave and Std of
the ASSA and ISSA optimization results are on the
same exponential level.

When D = 50 and D = 100, the Best, Ave and Std of
ASSA on the functions F1, F2, F3 and F4 still reach
the theoretical optimal value of 0. The other 6 algo-
rithms not only fail to reach the theoretical optimal
value, but also reduce the optimization performance
as the dimension increases. For the functions F5 and
F6, ASSA has the highest solution accuracy, reaching
the exponential level of 1e-06, followed by the 1e+01
and 1e-04 exponential levels of ISSA. The Ave and
Std of the ASSA optimization results are better than
the other 6 algorithms.

2) For the multimodal functions F7 ∼ F12, when D =
30, the Best, Ave and Std of the seven algorithms on
the functions F7, F10 and F11 show that, ASSA has
reached the theoretical optimal value of 0, and the
other 6 algorithms do not reach. The solution accu-
racy of ASSA is much higher than that of the other 6
algorithms. For the function F9, the optimal values
of ASSA, WOA and GWO all reach the theoretical
optimal value of 0, and the Ave and Std optimized
by ASSA and GWO also reach the theoretical opti-
mal value of 0. For the function F8, ASSA has the
highest solution accuracy, reaching the exponential
level of 1e-16. Std is 0, followed by the exponen-
tial level of 1e-14 of GWO. The Ave and Std of the
ASSA optimization result are higher than the other
6 algorithms.

When D = 50 and D = 100, the Best, Ave and Std of
ASSA on the functions F7, F10 and F11 reach the the-
oretical value of 0, and the other 6 algorithms do not
reach. The solution accuracy of ASSA is higher than
the other 6 algorithms. For the function F9, ASSA
has the optimal optimization results, and its Best,
Ave and Std reach the theoretical optimal value of
0. Followed is GWO, whose Best, Ave and Std reach
the theoretical optimal value of 0 when D = 50. Its
optimization accuracy can only reach the exponen-
tial level of 1e-14 in the D = 100 dimension. For
the functions F8 and F12, ASSA still has the highest
solution accuracy, reaching the exponential level of
1e-16, 1e-16 and 1e-07, 1e-06, respectively, followed
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Table 1: Parameters

Algorithm PSO GWO WOA SCA ISSA ASSA
c1 = 2, c2 = 2, r2 ∈ [0, 2π], a = 2,

Parameter Wmin = 0.2, a = (2 → 0) b = 1 r3 ∈ [−2, 2], w = 0.7 K = 12000
Wmax = 0.9 r4 ∈ [0, 1]

Table 2: Test functions

Function Formula Domain Min
Sphere F1(x) =

∑n
i=1 x

2
i [−100, 100] 0

Schwefel’s 2.22 F2(x) =
∑n

i=1 |xi|+
∏n

i=1 |xi| [−10, 10] 0

Quadric F3(x) =
∑n

i=1

∑i
j=1 x

2
j [−100, 100] 0

Schwefel’s 2.21 F4(x) = maxi {|xi| , 1 ≤ i ≤ n} [−100, 100] 0

Rosenbrock F5(x) =
∑n−1

i=1 [100(xi+1 − x2
i )

2 + (xi − 1)2] [−30, 30] 0
Quartic F6(x) =

∑n
i=1 ix

4
i + random[0, 1] [−1.28, 1.28] 0

Rastrigin F7(x) =
∑n

i=1[x
2
i − 10 cos(2πxi) + 10] [−5.12, 5.12] 0

Ackley
F8(x) = −20 exp

(
−0.2

√
1
n

∑n
i=1 x

2
i

)
− exp

(
1
n

∑n
i=1 cos(2πxi)

)
+ 20 + e

[−32, 32] 0

Griewank F9(x) =
1

4000

∑n
i=1 x

2
i −

∏n
i=1 cos

(
xi√
i

)
+ 1 [−600, 600] 0

Zakharov F10(x) =
∑n

i=1 x
2
i + (

∑n
i=1 0.5ixi)

2
+ (

∑n
i=1 0.5ixi)

4
[−5, 10] 0

Alpine F11(x) =
∑n

i=1 |xi sin(xi) + 0.1xi| [−10, 10] 0

Generalized F12(x) = 0.1{sin2(3πx1) +
∑n−1

i=1 (xi − 1)2[1 + sin2(3πxi+1)] [−50, 50] 0
Penalized +(xn − 1)[1 + sin2(2πxn)]}+

∑n
i=1 u(xi, 5, 100, 4)

Easom F13(x) = − cos(x1) cos(x2) exp(−(x1 − π)2 − (x2 − π)2) [−100, 100] -1
Six-Hump Camel F14(x) = 4x2

1 − 2.1x4
1 +

1
3x

6
1 + x1x2 − 4x2

2 + 4x4
2 [−5, 5] -1.0316

by e-12, 1e-12 of GWO and 1e-03 and 1e+0 of ISSA.
The Ave and Std of the ASSA optimization results
are better than the other 6 algorithms.

3) For the fixed dimensional functions F13 ∼ F14, in the
D = 2 dimension, the Best, Ave and Std of the opti-
mal results of ASSA and PSO algorithms on the func-
tions all reach the theoretical optimal value, slightly
better than the other 5 algorithms. The Best and
Ave of the optimal results of ASSA, SSA, WOA and
PSO algorithms on the functions all reach the theo-
retical optimal value, and PSO has the best stability.

ASSA shows better solution performance when solv-
ing different dimensions of unimodal and multimodal
benchmark functions. Its solution accuracy and sta-
bility in D = 10, 50, and 100 dimensions are obvi-
ously better than those of the other six algorithms.
ASSA also shows better optimization accuracy and
stability when solving the benchmark function with
the fixed dimension D = 2.

4.3 Convergence Curve Analysis

To reflect the dynamic convergence characteristics of
ASSA, Figure 3 shows the convergence curves of 7 op-
timization algorithms for 14 benchmark functions under
D = 50.

For the functions F1, F2, F3, F4, F7, F9, F10, F11, F13

and F14, ASSA is obviously superior to the other 6 algo-
rithms in convergence speed and optimization accuracy.
It can optimize with the minimum number of iterations.
For the functions F5, F6 and F12, From Figure 3(e), 3(f)
and 3(l), ASSA quickly falls into the local optimum in the
early stage of the iteration, but continues to jump out of
the local optimum as the iteration progresses and contin-
ues to search. Its search accuracy is higher than the other
6 algorithms. For the function F8, it can be seen from Fig-
ure 3(h) that ASSA converges rapidly in the early stage
of the iteration, but quickly falls into the local extreme
value and cannot escape. At the end of the iteration, the
accuracy of the other six algorithms is still far lower than
the optimization accuracy of ASSA.

As shown in Figure 3, ASSA can greatly improve the
iterative speed and search ability of the standard SSA
algorithm. This is mainly because the adaptive attraction
factor is introduced in the follower position update, which
enables the algorithm to converge quickly while improving
the search ability and stability. The lens imaging and
Gaussian mutation learning strategies are introduced to
enhance the population diversity, so that the algorithm
can effectively jump out of the local optimum and improve
the ability of the algorithm to avoid falling into the local
optimum.
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Table 3: Optimization performance comparison of the seven algorithms

Functions Algorithms
D = 30 D = 50 D = 100

Best Ave Std Best Ave Std Best Ave Std

F1(x)

SSA 1.79E+01 3.12E+01 1.87E+01 9.23E+02 1.93E+03 1.42E+03 5.20E+04 5.56E+04 4.96E+03
ASSA 0 0 0 0 0 0 0 0 0
ISSA 2.52E-09 2.84E-09 3.58E-10 5.02E-09 5.03E-09 1.28E-11 1.09E-08 1.14E-08 7.47E-10
WOA 6.34E-22 7.62E-20 1.06E-19 6.52E-19 3.24E-16 4.57E-16 2.49E-13 1.92E-12 2.37E-12
GWO 9.96E-32 1.79E-31 1.12E-31 6.49E-23 1.45E-22 1.14E-22 4.96E-15 2.48E-14 2.81E-14
PSO 8.79E-01 1.056693 2.51E-01 1.24E+01 1.31E+01 9.01E-01 9.13E+01 1.03E+02 1.77E+01
SCA 5.41E-01 1.428195 1.254190 4.48E+02 5.04E+02 7.93E+01 5.49E+03 1.04E+04 6.97E+03

F2(x)

SSA 8.73E+01 9.76E+01 1.45E+01 1.57E+02 1.59E+02 2.959858 1.29E+21 1.02E+25 1.45E+25
ASSA 0 0 0 0 0 0 0 0 0
ISSA 1.88E-05 2.18E-05 4.24E-06 3.69E-05 3.95E-05 3.66E-06 7.85E-05 8.41E-05 7.88E-06
WOA 1.18E-15 2.27E-14 3.04E-14 4.46E-12 1.21E-11 1.08E-11 1.01E-08 1.18E-08 2.43E-09
GWO 6.70E-19 1.07E-18 5.72E-19 1.19E-13 1.42E-13 3.24E-14 5.39E-09 6.21E-09 1.14E-09
PSO 3.530267 4.765212 1.746476 1.07E+01 1.25E+01 2.637469 5.21E+01 5.32E+01 1.223561
SCA 1.24E-03 1.12E-02 1.37E-02 4.13E-02 2.13E-01 2.43E-01 3.747045 1.46E+01 1.54E+01

F3(x)

SSA 1.27E+04 1.28E+04 1.77E+02 4.55E+04 5.21E+04 9.23E+03 1.60E+05 1.85E+05 3.50E+04
ASSA 0 0 0 0 0 0 0 0 0
ISSA 6.07E-09 6.26E-09 2.79E-10 1.86E-08 2.39E-08 7.93E-08 7.93E-08 1.11E-07 4.57E-08
WOA 6.25E-04 8.86E-03 1.16E-02 2.44E-02 4.32E-02 2.26E-02 6.564214 5.69E+01 3.94E+01
GWO 6.04E-08 1.74E-05 2.45E-05 1.31E-04 5.16E-03 7.11E-03 2.32E+02 4.65E+02 3.28E+02
PSO 3.53E+01 1.10E+02 1.06E+02 9.99E+02 1.33E+03 4.67E+02 1.11E+04 4.12E+04 4.25E+04
SCA 7.90E+03 8.04E+03 1.33E+02 3.63E+04 4.87E+04 1.76E+04 1.97E+05 2.10E+05 1.95E+04

F4(x)

SSA 5.09E+01 5.38E+01 4.063068 6.28E+01 6.28E+01 5.90E-02 6.81E+01 7.01E+01 2.957833
ASSA 0 0 0 0 0 0 0 0 0
ISSA 1.72E-05 1.77E-05 7.01E-07 2.09E-05 2.14E-05 7.07E-07 1.82E-05 2.17E-05 4.87E-06
WOA 1.76E-04 2.22E-04 6.46E-05 2.52E-04 2.32E-03 2.92E-03 5.83E-03 9.76E-03 5.56E-03
GWO 4.70E-07 4.82E-07 1.68E-08 1.48E-04 2.88E-04 1.98E-04 2.39E-01 3.14E-01 1.06E-01
PSO 3.509552 4.312612 1.135698 6.953711 7.301870 4.92E-01 1.01E+01 1.05E+01 7.02E-01
SCA 4.15E+01 4.37E+01 3.120831 4.63E+01 5.46E+01 1.71E+01 8.52E+01 8.73E+01 2.915663

F5(x)

SSA 1.83E+04 4.03E+04 3.11E+04 3.44E+06 4.29E+06 1.20E+06 7.67E+07 1.04E+08 3.96E+07
ASSA 2.60E-07 1.37E-02 1.94E-02 7.17E-06 1.15E-05 6.24E-06 8.79E-06 1.47E-05 8.40E-06
ISSA 2.88E+01 2.85E+01 7.94E-02 3.81E+01 2.88E+01 4.61E-01 5.87E+01 4.88E+01 1.07E-01
WOA 2.85E+01 2.86E+01 1.69E-01 4.79E+01 4.82E+01 5.55E-01 9.84E+01 9.69E+01 1.65E-02
GWO 2.71E+01 2.75E+01 5.52E-01 4.60E+01 4.73E+01 1.814418 9.68E+01 9.69E+01 1.01E-01
PSO 1.93E+02 2.02E+02 1.19E+01 1.34E+03 1.35E+03 1.07E+01 2.14E+04 2.28E+04 1.96E+03
SCA 4.83E+03 7.10E+03 3.21E+03 1.89E+06 2.40E+06 7.15E+05 2.28E+07 1.31E+08 1.10E+08

F6(x)

SSA 7.29E-01 7.33E-01 6.52E-03 5.355531 6.367908 1.771590 7.79E+01 1.08E+02 4.33E+01
ASSA 2.70E-07 1.67E-05 2.33E-05 4.04E-06 2.43E-05 2.87E-05 4.57E-06 2.45E-05 2.82E-05
ISSA 5.55E-05 8.98E-05 4.85E-05 1.26E-04 2.42E-04 1.63E-04 1.13E-04 2.89E-04 1.06E-04
WOA 4.31E-04 8.70E-04 6.19E-04 6.49E-04 1.23E-03 8.26E-04 4.38E-04 6.27E-04 2.66E-04
GWO 1.52E-03 1.84E-03 4.54E-04 3.38E-03 3.97E-03 8.35E-04 3.99E-03 7.00E-03 4.25E-03
PSO 1.17E-01 1.34E-01 2.41E-02 1.186474 1.402419 3.05E-01 6.000036 8.381061 3.367271
SCA 9.99E-02 1.26E-01 3.79E-02 8.55E-01 9.07E-01 7.38E-02 6.33E+01 1.07E+02 6.22E+01

F7(x)

SSA 1.92E+02 2.02E+02 1.42E+01 3.78E+02 3.89E+02 1.57E+01 1.01E+03 1.01E+03 1.258601
ASSA 0 0 0 0 0 0 0 0 0
ISSA 1.26E-09 1.55E-09 4.02E-10 2.41E-09 2.77E-09 5.11E-10 5.36E-09 5.54E-09 2.53E-10
WOA 5.68E-14 8.52E-14 4.01E-14 3.41E-13 3.41E-13 0 2.27E-13 4.54E-13 3.21E-13
GWO 1.13E-13 2.713627 3.837648 2.67E-12 2.028241 2.868367 4.074922 1.31E+01 1.28E+01
PSO 4.81E+01 6.13E+01 1.86E+01 1.55E+02 1.75E+02 2.85E+01 4.61E+02 5.27E+02 9.30E+01
SCA 7.538779 2.51E+01 1.98E+01 1.67E+02 1.73E+02 8.453702 1.23E+02 1.97E+02 1.04E+02

F8(x)

SSA 1.04E+01 1.45E+01 5.822159 1.66E+01 1.79E+01 1.836778 1.66E+01 1.79E+01 1.836778
ASSA 4.44E-16 4.44E-16 0 4.44E-16 4.44E-16 0 4.44E-16 4.44E-16 0
ISSA 1.22E-05 1.25E-05 3.60E-07 1.32E-05 1.37E-05 5.91E-07 1.32E-05 1.37E-05 5.91E-07
WOA 4.91E-11 6.26E-11 1.89E-11 6.68E-10 7.34E-09 9.44E-09 6.68E-10 7.34E-09 9.44E-09
GWO 5.01E-14 5.72E-14 1.04E-14 6.32E-13 1.36E-12 1.03E-12 6.32E-13 1.36E-12 1.03E-12
PSO 5.014531 5.019510 7.04E-03 6.164623 6.651855 6.89E-01 6.164623 6.651855 6.89E-01
SCA 2.02E+01 2.06E+01 1.97E-02 5.350508 1.28E+01 1.05E+01 5.350508 1.28E+01 1.05E+01
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F9(x)

SSA 6.98E-01 9.33E-01 3.32E-01 1.90E+01 6.22E+01 6.11E+01 5.76E+02 5.98E+02 3.02E+01
ASSA 0 0 0 0 0 0 0 0 0
ISSA 4.93E-09 5.12E-09 2.66E-10 5.35E-09 5.67E-09 4.59E-10 7.74E-09 8.28E-09 7.66E-10
WOA 0 5.55E-17 7.85-17 8.88E-16 5.21E-15 6.12E-15 2.55E-13 4.61E-13 2.91E-13
GWO 0 0 0 0 0 0 1.85E-14 2.39E-14 7.61E-15
PSO 2.45E+01 2.83E+01 5.335829 4.43E+01 5.28E+01 1.20E+01 1.09E+02 1.18E+02 1.39E+01
SCA 1.077995 1.092398 2.03E-02 2.098198 7.289237 7.341238 3.63E+01 3.94E+01 4.434841

F10(x)

SSA 3.08E+02 3.34E+02 3.66E+01 5.41E+02 6.24E+02 1.16E+02 1.32E+03 1.61E+03 4.13E+02
ASSA 0 0 0 0 0 0 0 0 0
ISSA 4.46E-11 4.47E-11 1.49E-13 7.76E-11 1.09E-10 4.55E-11 2.57E-10 2.71E-10 1.96E-11
WOA 8.80E-04 2.31E-03 2.03E-03 1.05E+01 3.21E+01 3.12E+01 8.724579 2.58E+01 2.41E+01
GWO 1.39E-09 8.89E-09 1.06E-08 4.47E-03 2.35E-02 2.69E-02 8.81E+01 8.82E+01 7.97E-02
PSO 5.33E+02 6.14E+02 1.14E+02 1.88E+03 2.38E+03 7.15E+02 1.30E+04 1.77E+04 6.73E+03
SCA 4.534067 1.46E+01 1.43E+01 1.52E+02 1.76E+02 3.44E+01 8.03E+02 8.49E+02 6.60E+01

F11(x)

SSA 1.06E+01 1.34E+01 3.901388 4.56E+01 4.76E+01 2.708009 1.16E+02 1.19E+02 4.793367
ASSA 0 0 0 0 0 0 0 0 0
ISSA 2.26E-06 2.27E-06 2.29E-08 4.17E-06 4.20E-06 3.33E-08 7.94E-06 8.23E-06 4.05E-07
WOA 1.37E-14 2.13E-13 2.83E-13 6.52E-11 8.84E-11 3.28E-11 6.30E-10 2.02E-09 1.97E-09
GWO 8.10E-04 1.27E-03 6.58E-04 1.94E-12 1.83E-04 2.58E-04 2.12E-08 1.84E-04 2.60E-04
PSO 1.613568 2.078068 6.56E-01 7.162391 7.203426 5.80E+02 2.74E+01 3.24E+01 7.081835
SCA 3.35E-02 4.85E-02 2.12E-02 6.687247 7.593677 1.281886 2.64E+01 3.13E+01 6.901256

F12(x)

SSA 4.25E+01 2.20E+02 2.51E+02 1.40E+03 1.51E+03 1.55E+02 3.78E+03 3.86E+03 1.24E+02
ASSA 3.46E-08 4.75E-07 6.24E-07 9.94E-08 1.30E-07 4.36E-08 9.17E-07 1.38E-06 6.67E-07
ISSA 2.471437 2.629361 2.23E-01 4.786443 4.787930 2.10E-03 9.784981 9.785347 5.17E-04
WOA 1.097028 1.255197 2.23E-01 3.109606 3.231111 1.71E-01 7.519092 8.035726 7.31E-01
GWO 3.19E-01 3.64E-01 6.43E-02 1.541139 1.599278 8.22E-02 5.521556 5.867553 4.89E-01
PSO 1.812416 2.502407 9.75E-01 2.51E+01 3.37E+01 1.21E+01 8.25E+01 1.03E+02 2.94E+01
SCA 2.363502 2.369559 8.5E-03 4.820162 9.812401 7.060104 6.32E+01 2.67E+02 2.88E+02

D = 2

Function Algorithms Best Ave Std Function Algorithms Best Ave Std

F13(x)

SSA -0.999999 -0.999999 5.07E-12

F14(x)

SSA -1.031628 -1.031628 2.08-14
ASSA -1.0 -1.0 0 ASSA -1.031628 -1.031628 3.62-16
ISSA -0.993713 -0.993355 5.05E-04 ISSA -1.031162 -1.027854 4.67E-04
WOA -0.999999 -0.999999 6.97E-07 WOA -1.031628 -1.031628 3.54E-07
GWO 0.999999 -0.999999 2.36E-08 GWO -1.031628 -1.031628 2.47E-09
PSO -1.0 -1.0 0 PSO -1.031628 -1.031628 0
SCA -0.999540 -0.998795 1.05E-02 SCA -1.031594 -1.031584 1.43E-05

5 Conclusion

Based on the standard SSA, an adaptive attraction
factor is first introduced into the follower position update
formula. The follower position update thus can also be
affected by the global optimal position of the population,
so that the search ability and convergence speed of
the algorithm is improved. Then, lens imaging and
Gaussian mutation learning strategies are introduced.
According to the aggregate and dispersion distribution
of the current population, this strategy uses different
learning strategies to mutate individuals, and enhance
the population diversity and improve the escape ability
of the population into local optimum. Finally, the
effectiveness and superiority of the ASSA is verified
by comparing the optimization results and convergence
curves of seven algorithms in different dimensions of 14
benchmark functions. In the next work, the improved
salps group algorithm will be considered in solving more
engineering optimization problems to further verify the
performance of the algorithm.
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Abstract

Sensors monitoring power equipment in new power sys-
tems are vulnerable to Advanced Persistent Threat
(APT) attacks, which target to tamper with transformer
status signals collected by sensors. APT attackers capture
one or more normal sensor nodes to obtain data from the
monitoring transformer and maliciously manipulate the
sensor output. Given the complexity and concealability
of APT attack, Moving Target Defense (MTD) method
is used to construct sensor differential immune configura-
tion sets (M-MDCSs). Furthermore, considering the sen-
sor cost problem, an algorithm was proposed to find the
maximum value of differential immune configuration sets
(Mmax-MDCSs), and Stackelberg equilibrium was used to
model the interaction between APT attacker and defender
into a game form to find the sensor activation strategy. Fi-
nally, simulation experiments are carried out on the power
system with standard IEEE14, 30, 118, and other nodes,
and the effectiveness of the proposed method is verified.

Keywords: Advanced Persistent Threat; Moving target de-
fense; New Power System; Stackelberg Game

1 Introduction

New power system is regarded as an important energy
infrastructure in China, and its safe operation is partic-
ularly important [11]. Based on the deep integration of
information technology in the traditional power system,
new power system realizes the coordinated interconnec-
tion of traditional power equipments, new energy power
supply and communication network [22]. However, new
energy equipments in the new power system have low dis-
turbance immunity, and system failure or extreme circum-
stances will affect the safety of the power system [23].

At present, the power system deploys sensors in sub-
stations and transmission lines, which can analyze sensor
data to monitor the running status of power equipments
in real time [13]. Given the time-sensitivity and criticality
of sensor measurements, sensors have become attractive

targets for malicious attackers [15]. Attackers physically
attack the power system by manipulating the sensor mea-
surements transmitted from the on-site power equipment
to the control center [10]. The malicious activity of the
attacker against the measured value of the sensor may af-
fect the normal control operation of the operator in the
control center, thus further causing economic losses and
equipment damage [9].

Among the many attacks forms against sensors, Ad-
vanced Persistent Threat (APT) attack is one of the most
threatening attacks. The malicious activities of APT
attackers are usually realized by operating sensor sig-
nals and transmitting error information to the control
center, thus affecting the state estimation results of the
power system and threatening the safe operation of the
power system [5].Sensor is an important measuring device
for monitoring power equipment, and its data error will
lead to serious consequences. For example, in 2015, the
Ukrainian power grid was attacked by BlackEnergy. The
attacker sent spam containing malicious files to gain con-
trol rights of the power system and manipulate the circuit
breaker. In addition, in order to prevent system recovery
after power failure, the attacker destroys the data storage
system through malicious components in advance, erases
the intrusion traces, and then attacks the control center
to prevent the control center from obtaining power failure
messages in advance [8].

In 2019, more than 70% of Venezuela’s regions had
power outages, most of which had power outages for
more than one day. The attacker launched an attack
by implanting malicious software into some important
components, resulting in the shutdown of the largest Guri
hydropower station unit in Venezuela, and implemented
interference behavior on the hydropower station unit in
the subsequent recovery process [19]. Therefore, it is
urgent to study the APT attack defense methods against
sensors in the new power system to ensure the normal
operation of the new power system.
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2 Related Work

In recent years, some scholars at home and abroad have
conducted relevant research on the defense of APT at-
tacks of sensors. Literature [12] built a game model for
both sides of attack and defense in view of the sensor being
attacked by malicious programs. Through the analysis of
the evolution process of the strategies of both attack and
defense sides, we get the strategies to inhibit the spread of
malicious programs between sensors. However, due to the
volatility of game returns and other factors, the evolution-
ary game model can no longer fully simulate the impact
of the model under multi factor changes. Literature [7]
proposed a zero-sum game method to defend against mali-
cious attacks, but due to the computational amount of the
algorithm, it is not applicable to large power systems. Lit-
erature [20]studied the overall network physical solutions
to APT attacks, which considered the coupling between
the two layers of the system, and proposed a collaborative
design defense mechanism against APT attacks. Litera-
ture [16]considered the problem of hiding the activation
of moving target defense from the attacker and proposed
the so-called invisible moving target defense, but it did
not consider the use of moving target defense method to
solve the problem of APT attack information system re-
sulting in the failure of the physical system.

Therefore, aiming at the problem of APT attack sensor
in new power system, this paper creatively proposes a de-
fense method based on moving target defense [3,21]. APT
attackers select sensor nodes to attack according to dif-
ferent attack costs, and then maliciously manipulate sen-
sor measurement data output by attacking one or more
normal sensor nodes. Therefore, it is necessary to con-
sider sensor deployment to defend against APT attacks.
Firstly, sensor differential immune configuration sets (M-
MDCSs) are constructed based on the moving target de-
fense method. M-MDCSs constrain that any two configu-
ration sets are not allowed to share the same sensor, and
different configuration sets are allowed to uniquely iden-
tify specific transformers, which considers the robustness
of sensor deployment mechanism in response to APT at-
tacks. Considering the sensor cost problem, an algorithm
for finding the maximum value of differential immune con-
figuration set (Mmax-MDCSs) is proposed. Finally, the
interaction between attacker and defender is modeled as
Stackelberg game to find sensor activation strategy. Ex-
perimental results show that in IEEE14 bus, IEEE30 bus
and IEEE118 bus system, the proposed method has better
defense effect compared with the method of using greedy
algorithm to deploy sensors to defend APT attacks.

3 Problem Description

While providing operation control support for the new
power system, the application of information technology
in the physical system of the power system also greatly im-
proves the risk of physical equipment being attacked [17],

Figure 1: Architecture of new power system

and the risk of APT attack also greatly increases.Different
from the attack behavior that only stays at the infor-
mation level, APT attack is a long-term and persistent
attack behavior with latent and secret characteristics. In
recent years, APT attack has shown strong cross-platform
characteristics [6], gradually penetrating into the physi-
cal process of the power system, making the traditional
passive defense system ineffective.The architecture of new
power system is shown in Figure 1. APT attack of new
power system against sensors mainly occurs in the po-
sition shown in Figure 1. When the transformer in the
power domain generates fault signals, the sensor collects
signals and prepares to transmit the fault signals to the
information domain. At this time, the attacker with re-
connaissance capability captures the sensor node to ob-
tain signal data and maliciously manipulates the sensor
to output data to the information domain, thus threaten-
ing the normal operation of new power system.Therefore,
it is of great significance to study moving target defense
method against APT attacks of sensors.

4 A Defense Method Based on
Moving Target Defense for New
Power System APT Attack

Moving Target Defense [18] (MTD) seeks to constantly
move between a set of system configurations available to
the defender, so that the attacker will not encounter the
expected system configuration when attacking, thus ren-
dering the attack ineffective in order to take away the at-
tacker’s reconnaissance advantage. We use triples (C, T,
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M) to describe MTD, where C represents sensor configura-
tion sets of the defender’s response to the attack strategy,
T represents the time function describing the defender’s
movement, and M represents the movement strategy.The
ultimate goal of the defense against APT attacks in this
paper is to dynamically activate the constructed differen-
tial immune configuration sets to avoid APT attack, so as
to ensure the normal transmission of signals from sensors
to the information domain and achieve the defense effect.
The specific flow of defense against APT attack sensor of
new power system based on moving target defense is as
follows:

1) The monitoring process of the sensor on the trans-
former in the power system is modeled into a bipar-
tite graph, and the differential immune configuration
sets are constructed by considering the location of
the sensor;

2) The linear programming method is used to add con-
straints to the differential immune configuration sets
to find the maximum value of the sensor differential
immune configuration set for monitoring a specific
transformer;

3) The interaction between the attacker and the de-
fender is modeled as Stackelberg game. The de-
fender deploys sensors according to the differential
immune configuration sets. The attacker realizes the
defender’s defense strategy at the current stage and
gives the optimal attack strategy at the stage, while
the defender chooses the optimal activation strategy
for APT attack.

4.1 Differential Immune Configuration
Sets (M-MDCSs)

The minimum discriminant code set [4] (MDCS)is a spe-
cial case of the minimum identification code set [14]
(MICS). For a bipartite diagram of the power system,
MDCS is the minimum set of nodes where sensors can
be deployed under certain constraints. The IEEE14 bus
of the power system is used as an example to describe
MDCS. Firstly, a bipartite graph G = (T ∪ S,E) is built,
where T represents the set of transformers that need to
be monitored exclusively, S represents the position where
the sensor can be deployed, and E represents the edge
set that exists when the operation behavior signal of the
transformer reaches the sensor within the hop number of
2 (the hop number represents the distance that the signal
of the transformer can be received in the bipartite dia-
gram. According to literature [2], the hop number is 2).
We define MDCS as follows: If ∀ t ∈ T , N(t) ∩ S0 ⊆ S
is unique, then define that node set S0 is the MDCS of
G, where N(t) represents the neighborhood of t.The con-
structed bipartite graph G is shown in Figure 2. Yellow
nodes represent buses, red squares represent transform-
ers, green squares represent locations where sensors can

Figure 2: Bipartite Graph G

be deployed, and Dashed circles represent MDCS, each of
which uniquely identifies the 5 transformers in the graph.

In order to prevent a single attack from destroying all
sensor deployments, we propose the definition of differen-
tial immune configuration sets: given a bipartite graph
G = (T ∪ S,E), M vertex sets Si ⊆ S (i ∈ {1, ...,M}) )
are defined as the M-MDCSs of G, where all sets Si are
MDCS and for all possible set pairs (Si,Sj)(i̸= j), Si ∩
Sj = ∅,that is, any two MDCS are not allowed to share
a node where sensors are deployed. This definition en-
sures that when APT attacker attacks a specific node s
∈ S where sensors are deployed, the attacker can only
weaken at most one MDCS (Si ∈ C) so that it cannot
uniquely identify transformer state signals. At this time,
the defender chooses to activate other MDCS (Sj ∈ C) to
identify and obtain the transformer status signal, and the
attacker will not be able to affect the normal realization
of sensor functions.

Defenders need to deploy M*m sensors in the power
system and activate MDCS (the size of MDCS is m) at any
point in time to uniquely identify the transformer’s status
signal. While deploying a large number of MDCS helps
to increase the options for activating sensors, thereby re-
ducing the success rate of APT attacker, it also incurs
M*m sensor costs. Therefore, on the basis of consider-
ing the cost, we propose an improved linear programming
(Q-ILP) method to solve the differential immune config-
uration set in the case of minimum value n, where n rep-
resents the size of each Discriminating Code Set (DCS).
Q-ILP method is described as follows:

min
n,x

n (1)

s.t. n =
∑
s

xsm ∀m (2)∑
s∈S

(xsm − xsm‘)2 = 2n ∀(m,m‘) (3)

xsm ∈ {0, 1} ∀s,∀m (4)

The objective function is expressed as (1) to solve the
differential immune configuration set constructed with
the least number of sensors. For the m-th DCS (m ∈
{1, ..., |S|}), xsm = 1 if sensor is placed in node s ∈ S,
otherwise 0. Constraints (2) and (3) ensure that each
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DCS is equal in size and that no two DCS share the same
sensor. We also need to ensure that all DCS obtained are
discriminant code sets, so add Constraints (5) and (6) on
the basis of the above three constraints:∑

s∈N(t)

xsm ≥ 1 ∀t,∀m (5)

∑
s∈N(t)△N(t‘)

xsm ≥ 1 ∀(t, t‘),∀m (6)

Where N(t) represents the neighborhood of t, and N(t‘)
represents the neighborhood of t‘. Constraint (5) ensures
that t ∈ T triggers at least one sensor s, Constraint (6)
ensures that for all (t, t‘)(t‘ ∈ T), there is at least one
sensor in the symmetric difference set of t and t‘ that is
part of the DCS and uniquely recognizes t and t‘.

4.2 Find the maximum value of differen-
tial immune configuration sets (Mmax-
MDCSs)

When the defender has enough defense resources, for bi-
partite graph G = (T ∪S,E), t ∈ T,N(t) = {s},s ∈ S,any
MDCS of G would require a sensor to be deployed on
s to uniquely monitor the fault signal in t. Therefore,
there cannot be two MDCS that do not share a com-
mon node, because s must be part of both MDCS. In
this case, the maximum value of M (denoted as Mmax)
is 1. However, considering the cost in reality, we cannot
deploy sensors on all s, so we need to conduct a search
process on the search space of m we described to find the
maximum differential immune configuration sets (Mmax-
MDCSs).Therefore, we proposed an optimal algorithm to
solve Mmax-MDCSs, and the algorithm flow is shown in
Figure 3. Firstly, the Q-ILP method is used to solve M-
MDCSs successively in the search space of m, and the
results of each solution are compared with the results of
the last solution. If the length of each DCS in the solved
M-MDCSs is minimum or all solutions in the search space
are completed, the solution process is finished. The re-
sulting M-MDCSs is Mmax-MDCSs.Otherwise, the loop
continues to solve Mmax-MDCSs.

Figure 4 shows the Mmax-MDCSs solution returned
by the optimal algorithm in Figure 2, where Mmax is
4. Each line of color combination represents a different
MDCS, and each line of color combination below Ti (i ∈
{1, ..., 5}) represents DCS. As shown in the figure, each of
the four MDCS has a size of n = 3 and uniquely monitors
all transformers Ti.The absence of overlapping colors in
the bottom node set indicates that no two MDCS share
the same s ∈ S.

4.3 Optimal differential immune configu-
ration sets activation strategy

The goal of the defender is to ensure that the transformer
status signal is only monitored under any circumstances,
while the goal of the attacker is to make it more difficult

Figure 3: Flow chart of solving Mmax-MDCSs optimal
algorithm

Figure 4: 4-MDCSs returned by the optimal algorithm

for the defender to effectively monitor the transformer
status signal. Therefore, we consider a threat model in
which an attacker with reconnaissance capability is aware
of the sensor activation strategy of the defender, and we
use Stackelberg equilibrium to solve the activation strat-
egy of the defender’s optimal differential immune config-
uration sets [1]. We seek to use MTD to activate the
sensor’s optimal movement function M to help the de-
fenders achieve the goal. We briefly describe the various
parameters of this game strategy, as shown in Figure 5.

In Figure 5, the first row represents the sensor node at-
tacked by the attacker, and the first column represents the
sensor activation strategy of the defender. In the lower
right corner of the diagram, since the attacker attacks
the sensor represented by the light blue node, the de-
fender can only uniquely identify the transformer T3 and
therefore only receive a reward proportional to it. On the
contrary, by attacking a sensor, the attacker can make
the fault signals of transformers T1 and T2 (as well as T4

and T5) indistinguishable and obtain the corresponding
reward PD.Then the reward obtained by the attacker is
expressed as PD minus the cost of attacking the sensor
represented by the light blue node. Similarly, if the at-
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Figure 5: Revenue matrix of both sides in game

tacker chooses to attack the sensor represented by dark
brown nodes, the defender will not be able to identify any
transformer, so the reward for the defender is zero.The at-
tacker can make the fault signals of transformers T1 and
T2 (as well as T4 and T5) indistinguishable and obtain the
corresponding reward PD. Then, the reward obtained by
the attacker is expressed as the reward PD obtained when
the fault signals of transformers T1 and T2 (as well as T4

and T5) are indistinguishable, minus the cost of attacking
the sensor represented by the light blue node.

The defender has the Mmax pure strategy, and config-
uration set C = Mmax-MDCS.The sets of action of the
attacker include attack a sensor may be considered acti-
vation (not all the nodes in the |S|). Our description of
solving the optimal movement function M of the sensor
activated by MTD is as follows:

max(
∑

l∈L,i∈X,j∈Q

Pl ∗Rlij ∗ Zlij)

s.t.
∑
i∈X

∑
j∈Q

Zlij = 1

∑
j∈Q

Zlij ≤ 1

qlj ≤
∑
i∈X

Zlij ≤ 1∑
j∈Q

qij = 1

0 ≤ al − Clij ∗
∑
j∈Q

Zlij ≤ (1− qlj) ∗M

0 ≤ Zlij ≤ 1,∀l ∈ L,∀i ∈ X

Where L represents the attacker set, l represents an
attacker, X represents the defense policy set of the de-
fender, Q represents the attack policy set of the attacker,
Pl represents the probability of the differential immune
configuration set of the attack sensor of the attacker, Rlij

represents the reward of the defender when the L-th at-
tacker uses attack strategy j and the defender uses defense
strategy i.Zlij j represents the probability of the defender
using defense policy i when the L-th attacker uses attack
policy j,qlj represents the attack policy j of the L-th at-
tacker, al represents the maximum reward for the L-th
attacker, Clij represents the reward for the L-th attacker

when the L-th attacker uses attack policy j and the de-
fender uses defense policy i, and M represents the maxi-
mum value.

5 Experiment and analysis

In order to verify the effectiveness of the defense method
based on moving target defense for new power system
APT Attack, we have carried out experimental research
on IEEE14 bus, IEEE30 bus and IEEE118 bus system,
and compared the optimal algorithm with the common
greedy algorithm when solving Mmax-MDCS, and Stack-
elberg game strategy was compared with the uniform
random strategy (selecting an equal probability to acti-
vate a MDCS). Finally, it is proved that the proposed
method has better defense effect against APT attacks of
new power systems.

5.1 Experimental preparation and exper-
imental environment

The server version used in this paper is Ubuntu 16.04,
NVIDIA TITAN RTX 2080Ti graphics card and CUDA
11.2. The experimental environment was python 3.7,
and the optimal algorithm is written using the tensorflow
framework. In the training process of the model, Gurobi
solver is used to optimize the model parameters. In the
Gurobi solver, in order to obtain high-quality feasible so-
lutions faster, the whole algorithm takes mathematical
programming as the framework, and at the same time,
heuristic algorithms are used in individual links.

5.2 Evaluation method

In order to accurately evaluate the effectiveness of Q-ILP
method and optimal algorithm against APT attacks pro-
posed in this paper, we verify the effectiveness from the
following two performance indicators:

1) Defense gains:

Price =
∑

l∈L,i∈X,j∈Q

Pl ∗Rlij ∗ Zlij (7)

In Formula (7), L represents the set of attackers, l
represents an attacker, X represents the defender’s
defense strategy, Q represents the set of attackers’ at-
tack strategies, and Pl is the probability of attacker’s
attack sensor differential immune configuration set,
Rlij represents the defender’s reward when the first
attacker uses attack strategy j and the defender uses
defense strategy i, Zlij indicates the probability that
the defender uses defense strategy i when the first
attacker uses attack strategy j.

2) The time spent by greedy algorithm and optimal al-
gorithm and the number of sensors deployed on each
node bus.
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Figure 6: Defense benefits of different node bus systems

5.3 Experimental comparison

In this section,We have carried out experimental research
on IEEE14 bus, IEEE30 bus and IEEE118 bus systems in
the popular IEEE test charts in the power field [24].We
compare the optimal algorithm and greedy algorithm pro-
posed in this paper under the Stackelberg Equilibrium
Strategy and Uniform Random Strategy (URS) respec-
tively. The experimental results are shown in Figure 6.

It can be seen from the figure that in the case of
IEEE14 bus, IEEE30 bus and IEEE118 bus systems, no
matter which algorithm is selected to solve the optimal
differential immune configuration set, the optimal mo-
bility strategy of Stackelberg is more beneficial to the
defender than URS. Specifically, when the optimal algo-
rithm is selected to solve the optimal differential immune
configuration set in the IEEE14 bus, IEEE30 bus and
IEEE118 bus systems, the optimal moving strategy ben-
efit of Stackelberg is 2.5, 2.75 and 2.29 higher than that
of URS. In the IEEE14 bus, IEEE30 bus and IEEE118
bus systems, whether URS or Stackelberg is selected, the
defense benefit of the optimal algorithm to solve the opti-
mal differential immune configuration set is always higher
than that of the greedy algorithm.

When sensors in new power system are attacked by
APT, the longer the APT attack exists in new power sys-
tem, the greater the impact on the normal operation of
new power system. Therefore, the shorter the time re-
quired to find and activate differential immune configura-
tion sets, the better. We carried out a comparative exper-
iment on the time of searching and activating the differen-
tial immune configuration sets by the optimal algorithm
and greedy algorithm of different node bus systems, the
experimental results are shown in Table 1. Where N rep-
resents the total number of nodes (the sum of transformer
nodes and deployable sensor nodes of different node bus
systems), AD (Mmax / M) represents the defense strat-
egy, and AA (Mmax / M) represents the attack strategy.

It can be seen from Table 1 that although the number of
differential immune configuration sets solved by optimal
algorithm and greedy algorithm is the same in IEEE14
bus, IEEE30 bus and IEEE118 bus systems, the time
spent by optimal algorithm to find differential immune
configuration sets is significantly shortened.

We also consider this situation. When the defender de-
termines the differential immune configuration set in ad-
vance to limit the placement cost of sensors in the power
system, the greedy algorithm needs to find a solution it-
eratively and add them to the constraint set of the next
iteration until the required differential immune configura-
tion set is found. In this case, we can completely ignore
the iterative process in the optimal algorithm proposed
in this paper and directly return the solutions found in
Formulas (1) to (5).

6 Conclusions

Aiming at the problem of APT attack sensors in new
power system, this paper proposes a defense method
based on moving target defense for new power system
APT attack. Firstly, the monitoring process of sensors
to transformers in power system is modeled as a bipartite
graph, and the location of deployable sensors is considered
to construct a differential immune configuration sets (M-
MDCSs). Secondly, a Q-ILP method is proposed to add
constraints to the differential immune configuration sets
to find the optimal differential immune configuration sets;
Finally, the interaction between attackers and defenders
is modeled as the Stackelberg game to find the optimal
activation strategy of differential immune configuration
sets. In addition, this paper has carried out simulation
experiments on IEEE14 bus, IEEE30 bus and IEEE118
bus systems, and obtained the following conclusions:

1) A Q-ILP method is proposed to solve the differen-
tial immune configuration sets (M-MDCSs), which
ensures that multiple sensors have only one monitor-
ing transformer to resist APT attack and ensure the
sensor’s fault tolerance.

2) An optimal algorithm is proposed to find the optimal
activation strategy of the differential immune config-
uration sets. Compared with the greedy algorithm,
the optimal algorithm takes less time to find the dif-
ferential immune configuration sets when the number
of differential immune configuration sets is the same.

3) The interaction between the attacker and the de-
fender is modeled as the Stackelberg game. No mat-
ter which algorithm is selected to solve the optimal
differential immune configuration sets, the optimal
mobility strategy of Stackelberg will obtain higher
defense benefits than the optimal mobility strategy
of URS.
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Table 1: Time spent by different node bus systems to find differential immune configuration set

Differential immune configuration set C Time spent looking for C (unit/s)

Bus system N AD(Mmax/M) AA(Mmax/M) Optimal algorithm greedy algorithm

IEEE14 45 4/4 12/12 0.019 0.083
IEEE30 89 4/4 16/16 0.038 0.20
IEEE118 367 2/2 10/10 0.56 45.92
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Abstract

The Internet of Things (IoT) application has become ever
more common these days and ensures greater convenience
in industrial production, medical treatment, and daily
life. However, while users are authorized to access and
control devices remotely, insecurity of data transmission
and user privacy issues are still present. Numerous re-
searchers have suggested various anonymous authentica-
tion schemes. Patel et al. proposed an efficient and de-
pendable lightweight Remote User Authentication scheme
(RUA). Nevertheless, it was discovered that this scheme
does not achieve anonymity or un-linkability. We propose
a secure and efficient two-factor authentication and key
agreement scheme based on Elliptic Curve Cryptography
(ECC), which retains the advantages of the Patel et al.
scheme while also providing user anonymity and a revo-
cation mechanism. Each time the user logs in to access
the device, the user and the gateway will form a new ses-
sion key after mutual authentication, which ensures the
user’s anonymity and incontestability. Compared with
the schemes of Patel et al., this scheme is much more se-
cure and more appropriate for the IoT at the equivalent
cost.

Keywords: Anonymous Authentication; ECC; IoT; Revo-
cation

1 Introduction

With the development of Internet technology, the IoT,
as the symbol of a new generation of industrial revolu-
tion technology, closely links enterprises, devices, indi-
viduals and families [13, 15]. With the IoT, users can
realise information exchange between things and things,
things and people through a range of information sens-
ing devices such as global positioning systems, radio fre-
quency identification technology, infrared sensors and so
on [4, 8, 17]. The structure of a typical IoT is shown in
Figure 1, there are three main entities in IoT: The first
layer is the perception layer, which is composed of various

sensor nodes and is responsible for information collection
and transmission [1]. The second layer is the network
layer, which is composed of gateway, cloud authentica-
tion server and data storage server. Wireless and wired
networks are used to encode, authenticate and transmit
the data gathered. The rapid development of WiFi, 4G,
5G and other network technologies provides a good net-
work environment for the development of the IoT [14].
The third layer is the application layer, which is com-
posed of various user terminal devices and is applied to
green agriculture, telemedicine, intelligent transportation,
smart home, urban management, etc. The user can mon-
itor the working state of the equipment and control the
equipment at any time and location [2, 10].

Even though the IoT has brought great convenience to
human production and life, due to the insecurity of its in-
formation transmission channels, unauthorised users can
illegally gather sensor data, so the data privacy and per-
sonal security of IoT still face numerous problems [18].
Therefore, more and more researchers are paying atten-
tion to and studying conditional privacy-preserving au-
thentication schemes. Patel et al. [10] proposed an effi-
cient and reliable lightweight remote user authentication
scheme with mutually verified secret key exchange for the
user gateway model. They used Dolev-Yao channel to in-
formally analyze the proposed scheme and BAN logic to
provide mutual authentication verification for the scheme.
Nevertheless, this it does not appear to achieve anonymity
and un-linkability. Based on Patel et al.’s [10] RSU
scheme, we suggest a more secure and revocation anony-
mous authentication scheme. This contribution chiefly
includes the following points:

� Through careful analysis of RUA scheme [10], it can
not achieve anonymity and un-linkability, and there
is no revocation mechanism.

� A new scheme is proposed in this paper. When the
user login needs the gateway to verify his identity, the
user ID is encrypted by the random number gener-
ated by the user’s device and the system public key to
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generate a pseudonym, which realizes the anonymity
and un-linkability of the scheme.

� The scheme also adds an efficient revocation mecha-
nism. When a malicious user appears, simply add it
to the Certificate Revocation List (CRL) to remove
it.

The composition of the paper is as follows. In Sec-
tion 2, we briefly present related work on IoT security
authentication. In Section 3, the system model and se-
curity requirements based on the scheme are introduced
in detail. In Section 4, we review the RUA scheme and
present its security analysis. In Section 5, we present the
proposed scheme in detail. In Section 6, We analyze the
security and evaluate the performance of our scheme. Fi-
nally, we conclude the scheme in Section 7.

Figure 1: Typical IoT structurel

2 Related Work

In current years, with the frequent occurrence of IoT se-
curity incidents, great security risks have been brought to
industrial production and people’s daily lives. Faced with
the many security and privacy issues in IoT numerous re-
searchers have proposed various solutions, which generally
include the use of diverse factors such as password, bio-
metric and smart card (SC) to authenticate authorised
users [4, 7].

In 2004, Das, Saxena and Gulati [3] proposed a dy-
namic ID-based remote user authentication scheme us-
ing SC. Their scheme allows users to change and choose
passwords freely, and the server does not maintain any
verifier table. However, researchers have been done to
point that it is completely insecure for its independent
of the password. Furthermore, it did not achieve mutual
authentication and could not resist impersonate remote

server attack. In 2009, Wang et al. [16] offered an en-
hanced password authentication scheme and reviewed Das
et al.’s [3] scheme which keeps the merits of the original
scheme. However, Khan et al. [6] showed that Wang et
al.’s [16] scheme cannot revoke the lost or stolen SC, does
not support the establishment of session secret key be-
tween the user and the server, and the user’s password is
assigned by the server cannot choose by himself. There-
fore, Khan et al. [6] proposed an enhanced SC-based iden-
tity authentication scheme, which improves all the draw-
backs of Wang et al.’s [16] scheme. In 2014, Xu et al. [19]
designed a protocol for two-factor mutual authentication
with key agreement protocol using ECC for TMIS service.
This scheme cannot resist replay attack and users cannot
update passwords. Islam et al. [5] improved the problem
of Xu et al.’s [19] scheme, and they claimed that their
protocol is not only efficient, but also satisfies all security
requirements. However, Chaudhry et al. [12] pointed out
that Islam et al.’s [5] protocol suffers from user imper-
sonation and server impersonation attacks. Chaudhry et
al. [12] proposed an identity authentication scheme based
on ECC and temporary ID and claimed that their scheme
can resist privileged insider attack, impersonation attack
and replay attack. In 2017, Qiu et al. [11] proved that
the scheme proposed by Chaudhry et al. [12] could not
resist password guessing attack and user impersonation
attack and proposed an improved authentication scheme.
In 2020, Patel et al. [10] proved that Qiu et al.’s [11]
scheme did not have perfect forward secrecy and could not
resist gateway impersonation attack and denial of service
attack. Therefore, Patel et al. [10] proposed a lightweight
RUA scheme based on ECC. An identity-based condi-
tional privacy protection scheme based on Patel et al. [10]
and Odelu et al.’s scheme [9] is proposed. The compari-
son of some schemes with the proposed scheme are listed
in Table 1.

3 Preliminarties

This section presents the two parts needed to build the
scheme: the system model and the security requirements.

3.1 System Model

As shown in Figure 1, a complete IoT consists of a gate-
way node, a set of users and a set of sensors. The main
functions of each entity in IoT system are described as
below.

GATEWAY. This authoritative entity is universally
trusted and placed in a secure environment. When a
new user joins the IoT, the gateway needs to verify
the legitimacy of the user’s identity, and then launch
the session between the user and the sensor secretly,
so they may communicate securely. If the gateway
discovers that a user is maliciously attacking the de-
vice to steal information, it can revoke its identity.



International Journal of Network Security, Vol.25, No.4, PP.595-602, July 2023 (DOI: 10.6633/IJNS.202307 25(4).06) 597

Table 1: Security comparison

SR-1 SR-2 SR-3 SR-4 SR-5 SR-6

Chaudhary et al.’s scheme [12] ! # ! ! # ⃝
Odelu et al.’s scheme [9] ! # ! ! # !

Patel et al.’s scheme [10] # ! ! ! ! #

The proposed scheme ! ! ! ! ! !

1 SR-1, SR-2, SR-3, SR-4 , SR-5, SR-6 represent six factors for evaluating the security and efficiency of the scheme, namely
user anonymity, offline password guessing attack, mutual authentication and MITM, privilege insider attack, stolen smart
card attack, revocation, respectively.

2 !: The requirement is satisfied. #: The requirement is not satisfied or uninvolved. ⃝: The requirement is flawed.

SN. Sensors are generally deployed in specific fields or
open environments, and they transmit the monitored
and collected data to the gateway through the wire-
less channel. Due to the openness of the wireless
channel, the transmitted content is vulnerable to ma-
licious attacks. Sensors have limited computing, stor-
age, and power resources. Therefore, the computa-
tion and communication cost of the sensor should be
considered when designing the scheme.

USER. After the user passes the authentication of the
gateway, the real-time data of the target sensor node
can be obtained and controlled remotely.

3.2 Security Requirements

In the IoT environment, the exchange of information be-
tween users and gateways over wireless networks is vul-
nerable to a variety of attacks. Therefore, the anonymous
authentication scheme should meet the following require-
ments.

Authentication. Anonymous authentication schemes in
the IoT have to provide reciprocated authentication
between the user and the gateway. The gateway must
authenticate the logged-in user to ensure the user
obtaining the data is legitimate. After receiving the
message the gateway has sent, the user needs to verify
that the information sent by the gateway has not
been forged or tampered with.

Anonymous. In order to protect the user’s privacy, the
gateway cannot obtain the user’s real identity from
the messages sent by the user.

Un-linkability. Un-linkability means that the adversary
cannot tell from the content of the message whether
it originated from the same user. Therefore, there is
no correlation between different messages sent by the
same user.

Revocation. When a malicious user is found, the gate-
way can immediately revoke the malicious user so
that it cannot establish a session secret key with the
sensing device.

4 Analysis of Patel et al.’s RUA
Scheme

4.1 Mathematical Background

An elliptic curve over a finite field GF (p) is a set of all
points (x, y) satisfying the equation y2 = (x3 + ax + b)
mod p plus a point O at infinity, where a, b, x, y are all
evaluated over the finite field GF (p), where p is a prime
number, (4a3 + 27b2) mod p ̸= 0. The elliptical curve is
noted here as the EP (a, b).

Definition 1. The order of a point P on EP (a, b) is the
smallest positive integer satisfying n·P = P+P+· · ·+P =
O, denoted ord(P ), where O is the point at infinity.

Definition 2. Let G be a cyclic subgroup on EP (a, b)
and P be a generator of G, QϵG. Given P and Q, find
an integer m satisfying m · P = Q, 0 ≤ m ≤ ord (P ) −
1, it is called the discrete logarithm problem on elliptic
curves. The process of computing m · P is called a dot
multiplication operation.

4.2 Review of Patal et al.’s RUA Scheme

System Initialization Stage: The user and the gate-
way agree on curve EP (), field q, and generator
point G. Gateway chooses two random numbers
ks, PRSC ∈ Z∗

P and computes PKs = ks · G,
PUBSC = PRSC ·G. ks and PKs are the private and
public keys of the gateway, and PRSC and PUBSC

are the private and public keys of the user, respec-
tively. The gateway publicise PKs and PUBSC .

Registration:

1) User inputs ID, PWi, generates ri ∈ Z∗
P , com-

putes B = ri ·G, li = h (PWi ∥ B) and forwards
{li, ID} to gateway via a secure channel.

2) The gateway verifies the validity of the user’s
identity, computes Ai = h (h (ID)⊕ li), chooses
random number rs ∈ Z∗

P , computes Si =
rs · G, MID = EncPKs

(ID ∥ rs), T =
h (Si ∥ (ks + 1)), Oi = T ⊕ li, generates the SC
and stores {Oi, Si,MID,Ai, h()} in to it.
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3) User stores EncPUBSC
(B) in SC,

SC=(Oi, Si,MID,Ai, h(), EncPUBSC
(B)).

The Login and Authentication Phase:

1) The user inserts SC and provides ID and
PWi, computes li = h (PWi ∥ DecPRSC

(B)),
A∗

i = h (h (ID)⊕ li), verifies that A∗
i is equal

to Ai, chooses random number np ∈ Z∗
P , com-

putes NP = np · G, T = Oi ⊕ li, Li =
h (NP ∥ ID), PID = T⊕h (ID ∥ Li ∥ TS), and
send {PID,NP , TS,MID} to the gateway.

2) Gateway gets current time TS∗, verifies that
the inequality ∆T ≤ TS∗ − TS holds, com-
putes Decks

(MID), Ni = h (NP ∥ ID),
T = h (rs ∥ (ks + 1)), PID∗ = T ⊕
h (ID ∥ Ni ∥ TS), then gateway verifies that the
equation PID∗ = PID holds. If yes, gateway
generates nsϵZ

∗
P , computes NS = ns · G,

SK = h (ID ∥ T ∥ ns ·NP ∥ NS ∥ NP ),
SKVi = h (SK ∥ NS ∥ T ∥ NP ∥ TSnew).
Then the gateway sends the message
{NS , SKVi, TSnew} to the user through
an insecure channel.

3) User gets current time stamp TS∗
new and

verifies that the inequality ∆Tnew ≤
TS∗

new − TSnew holds. If yes, user com-
putes SK∗ = h (ID ∥ T ∥ np ·NS ∥ NS ∥ NP ),
Q∗

i = h (SK∗ ∥ NS ∥ T ∥ NP ∥ TSnew), verifies
that Q∗

i is equal to SKVi. If yes, user computes
session key SK = SK∗.

4.3 Security Analysis of Patel et al.’s
RUA Scheme

Anonymous: The RUA scheme claimed that they
achieve anonymity. The user uses PID as its identity.
The adversary cannot obtain the system master key
to calculate the parameter T and generate a random
number np in polynomial time. Therefore, the ad-
versary cannot obtain the identity of the user. How-
ever, every time the user sends a message, the adver-
sary can obtain the MID, and there is no change in
the MID, the adversary can lock the target through
the collected messages. Therefore, anonymity is not
achieved in this scheme.

Un-linkability: Since the same user sends the same
MID every time, the source of the message can be
determined according to the MID. So the adversary
can obtain the user’s privacy and track the user.

Revocation: In the RUA scheme, there is no mention of
how to revoke malicious users.

5 The Proposed Scheme

To achieve anonymous authentication and malicious user
revocation in IoT, a new efficient privacy protection

Table 2: Notations and description used

Notation Descriptions

xi,j The j-th current private key of the user Ui

Xi,j The j-th current public key of the user Ui

ri User random numbers

s The master key of the system

Ppub The public key of the system

T Timestamp

ID User identity

keyi,j The j-th session key of the user Ui

PSWi The password of the user Ui

Enc()/Dec() ECC Encryption operation and Decryption operation

vi & yi,j Gateway random numbers

sk The private key of the User

PK The public key of the User

PIDi,j The j-th pseudonym of the User Ui

RIDi The real identity of Ui

∥ The message concatenation operation⊕
The exclusive-OR operation

→ Insecure channel

scheme is suggested, that consists of four phases: (1) sys-
tem initialization phase, (2) user registration phase, (3)
user login and identity authentication phase, (4) password
update phase. Some symbols are defined in Table 2.

5.1 System Initialization Stage

The system is initialized by gateway generation param-
eters. The gateway generates a random number sϵZ∗

P

and computes Ppub = s · P , where s and Ppub are the
master key and public key of the system, respectively.
Gateway generates a random number skϵZ∗

P and com-
putes PK = sk ·P , where sk and PK are the private key
and the public key of the user, respectively. The gateway
stores PK and sk in the secret memory of the user de-
vice and makes Ppub and PK public. Both the gateway
and the user agree on curve EP (), field q and generator
point G.

5.2 Registration Stage

USER PART 1: User inputs ID, PSWi and selects
randomly a number riϵZ

∗
P , then computes Ui = ri ·P ,

wi = h (PSWi ∥ Ui), sends {ID,wi} to the gateway
through a secure channel.

GATEWAY PART 1: The gateway verifies that the
user identity is valid and then computes TIDi =
h (h (ID) ∥ wi), generates a random number viϵZ

∗
P ,

Computes Vi = vi · P , RIDi = EncPpub
(ID ∥ vi),

Ai = h (Vi ∥ s), Bi = Ai ⊕ wi. Finally, gateway gen-
erates the SC which stores {Bi, Vi, RIDi, T IDi, h()}
for each user and sends the SC to user securely.

USER PART 2: The user deposits EncPK (Ui) into the
SC. SC={Bi, Vi, RIDi, T IDi, h(), EncPK (Ui)}.
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5.3 Login and Authentication Stage

This section mostly introduces the user login and authen-
tication phase, where the user communicates with the
gateway information via an insecure channel, as seen in
Table 3.

USER PART 1: The user enters the ID, password,
and inserts the SC into the card reader, which
calculates wi = h (PSWi ∥ Decsk (Ui)),TID

∗
i =

h (h (ID) ∥ wi), then card reader verifies whether
TID∗

i is equal to TIDi. If the authenticity of user is
successful, SCR generates a nonce xi,j at random and
current timestamp T . Then, SCR calculates Xi,j =
xi,j ·P , Ai = Bi⊕wi, Li,j = h (Xi,j ∥ ID), PIDi,j =
Ai ⊕ h (ID ∥ Li,j ∥ T ), Ri,j = RIDi ⊕ xi,j · Ppub.
The user sends {PIDi,j , Xi,j , T,Ri,j} to the gateway
through an insecure channel.

GATEWAY PART 1: After receiving the massage
{PIDi,j , Xi,j , T,Ri,j} from user, gateway firstly
checks the freshness of login request by verifying
whether ∆T ≤ T ∗ − T . If it is true, gateway
computes RIDi = Xi,j · s ⊕ Ri,j , Decs (RIDi),
Ni = h (Xi,j ∥ ID), Ai = h (vi ∥ s), PID∗

i,j =
Ai ⊕ h (ID ∥ Ni ∥ T ), and checks whether PID∗

i,j

is equal to PIDi,j to authenticate the authen-
ticity of user. If it holds, gateway then ran-
domly generates a nonce yi,jϵZ

∗
P and the current

timestamp Tnew. Gateway also computes Yi,j =
yi,j ·P , keyi,j = h (ID ∥ Ai ∥ yi,j ·Xi,j ∥ Yi,j ∥ Xi,j),
SKVi = h (keyi,j ∥ Yi,j ∥ Ai ∥ Xi,j ∥ Tnew). Gate-
way sends {Yi,j , SKVi, Tnew} to the user over an open
channel.

USER PART 2: Upon receiving broadcast message,
user firstly checks the freshness of message
by verifying ∆Tnew ≤ T ∗

new − Tnew. If
the inequality holds, user computes key∗i,j =
h (ID ∥ Ai ∥ xi,j · Yi,j ∥ Yi,j ∥ Xi,j) to verifies the
session key key∗i,j and gateway. Then user computes

Q∗
i = h

(
key∗i,j ∥ Yi,j ∥ Ai ∥ Xi,j ∥ Tnew

)
and checks

whether Q∗
i = SKVi. If so, session key is established

successfully.

5.4 Password Update Stage

During this phase, an authorised user can update the
password using the ensuing steps without a gateway being
involved.

USER PART 1: User firstly inserts SC to the card-
reader and inputs the personal credentials such as
ID, PSWi, PSW

′

i .

SCR PART 1: SCR computes Decsk (Ui) to
get Ui, computes wi = h (PSWi ∥ Ui),
TID∗

i = h (h (ID) ∥ wi), and checks whether
TID∗

i is equal to TIDi to authenticate the au-
thenticity of user. If it holds, gateway then

randomly generates a nonce r
′

iϵZ
∗
P and computes

U
′

i = r
′

i ·P , w
′

i = h
(
PSW

′

i ∥ U
′

i

)
, B

′

i = wi⊕w
′

i⊕Bi,

TID
′

i = h
(
h (ID) ∥ w′

i

)
. Now SCR generates up-

dated SC=
(
B

′

i , Vi, RIDi, T ID
′

i, h(), EncPK

(
U

′

i

))
.

6 Security Analysis and Perfor-
mance Evaluation

This section analyses the performance of the proposed
scheme by making a comparison with the existing schemes
of Chaudhary et al. [12] , Odelu et al. [9]and Patel et
al. [10]The security proof and analysis of the proposed
scheme are presented, along with a demonstration that it
satisfies the security and privacy requirements of IoT.

6.1 Proof

In this subsection, we will discuss the validity of the mu-
tual authentication equation between the user and the
gateway.

When the user received the message <
Yi,j , SKVi, Tnew >, then the following equation will
be verified:

Q∗
i = SKVi

If the message is legal, then the following equation can
be derived:

Q∗
i = h(key∗i,j ∥ Yi,j ∥ Ai ∥ Xi,j ∥ Tnew)

= h(h(ID ∥ Ai ∥ xi,j · Yi,j ∥ Yi,j ∥ Xi,j) ∥ Yi,j ∥ Ai ∥
Xi,j ∥ Tnew)

= h(h(ID ∥ Ai ∥ xi,j · P · yi,j ∥ Yi,j ∥ Xi,j) ∥ Yi,j ∥
Ai ∥ Xi,j ∥ Tnew)

= h(keyi,j ∥ Yi,j ∥ Ai ∥ Xi,j ∥ Tnew)

= SKVi

Therefore, the proposed scheme can achieve mutual au-
thentication between the user and the gateway, and guar-
antee the anonymity and un-linkability of the user.

6.2 Security Analysis

In the subsection,we will analyze the security and privacy
of our scheme.

Anonymity and Un-linkability: In this scheme, each
message sent by a user is encrypted with a random
number. The hash function and XOR operation is
used to generate the pseudonym of the user. It is im-
possible for an adversary A to get the gateway secret
key to calculate the parameter T , so it is impossible
for an adversary A to calculate the user ID. We use
the public key of the system and the random num-
ber xi,j to encrypt the real identity RIDi of the Ui

to generate the parameter Ri,j , so the adversary A
cannot judge the source of the message is the same
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Table 3: Proposed scheme: login and authentication phases

User/SCR Gateway

The Login and Authentication Phase:
Enters SC and provides ID and PSWi ,
Computes wi = h (PSWi ∥ Decsk (Ui)),
Computes TID∗

i = h (h (ID) ∥ wi),

Verifies TID∗
i

?
= TIDi

Generates xi,jϵZ
∗
P ,

Computes Xi,j = xi,j · P ,
Computes Ai = Bi ⊕ wi,
Computes Li,j = h (Xi,j ∥ ID),
Computes PIDi,j = Ai ⊕ h (ID ∥ Li,j ∥ T ),
Computes Ri,j = RIDi ⊕ xi,j · Ppub.

{PIDi,j ,Xi,j ,T,Ri,j}−−−−−−−−−−−−−−→
Gets current timestamp T ∗,

Verifies △T
?
≤ T ∗ − T ,

Computes RIDi = Xi,j · s⊕Ri,j ,
Computes Decs (RIDi),
Computes Ni = h (Xi,j ∥ ID),
Computes Ai = h (vi ∥ s),
Computes PID∗

i,j = Ai ⊕ h (ID ∥ Ni ∥ T ),
Computes PID∗

i,j is equal to PIDi,j ,
Generates yi,jϵZ

∗
P ,

Computes Yi,j = yi,j · P ,
Computes
keyi,j = h (ID ∥ Ai ∥ yi,j ·Xi,j ∥ Yi,j ∥ Xi,j),
SKVi = h (keyi,j ∥ Yi,j ∥ Ai ∥ Xi,j ∥ Tnew).

{Yi,j ,SKVi,Tnew}←−−−−−−−−−−−−
Gets current timestamp T ∗

new,

Verifies △Tnew

?
≤ T ∗

new − Tnew,
Computes
key∗i,j = h (ID ∥ Ai ∥ xi,j · Yi,j ∥ Yi,j ∥ Xi,j),
Q∗

i = h
(
key∗i,j ∥ Yi,j ∥ Ai ∥ Xi,j ∥ Tnew

)
,

Verifies Q∗
i

?
= SKVi,

if yes, computes session key keyi,j = key∗i,j .

user. Therefore, the scheme satisfies anonymity and
Un-linkability.

Traceability: The message tuple {PIDi,j , Xi,j , T,Ri,j}
that sent by the user, gateway can calculate RIDi =
Xi,j ·s⊕Ri,j , where s is the master key of the system.
Therefore, gateway can get the real identity RIDi of
the Ui.

Revocation: The gateway has a CRL that stores the
malicious user information. The misbehaving user
can be deleted from the network through the CRL,
and the session key cannot be established with the
sensing device.

6.3 Performance Evaluation

Computation Cost: This section compares the compu-
tational costs of the four schemes, and some notations
used in this section are defined as follows:

TH : The running time to execute the hash function.

Tpa: The running time for performing elliptic curve
point addition.

Tpm: The running time for performing elliptic curve
point multiplication.

TSym: The time at which encryption and decryption
are performed in a symmetric encryption algo-
rithm.

Table 4: Comparison of computation cost

Schemes User computation (ms)

Chaudhary et al. [12] 5TH+4Tpm ≈ 8.9155

Odelu et al. [9] 7TH+3Tpm+1TSym ≈ 6.6987

Patel et al. [10] 6TH+2Tpm+1TSym ≈ 4.4704

The proposed scheme 6TH+3Tpm+1TSym ≈ 6.6964
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The experiment for the IoT is conducted on an In-
tel x86-64 processor at Intel (R) Core (TM) i5-7500
CPU with 3.40 GHz. According to Patel et al.’s [10]
experiment, the running time of TH , Tpa, Tpm, TSym

are 0.0023 ms, 0.028 ms, 2.226 ms, 0.0046 ms re-
spectively. The client has restricted computing ca-
pacity and memory, but the gateway has ample re-
sources to compute and store. Consequently, the
computational cost is compared on the client side.
In Chaudhary et al.’s [12] security-enhanced scheme,
the user computes five hash function operations,
four elliptic curve point multiplication operations.
The user’s computation cost is 5TH+4Tpm ≈ 8.9155
ms. In Odelu et al.’s [9] authentication scheme,
the user computes seven hash function operations,
three elliptic curve point multiplication operations
and one symmetric encryption operation. The user’s
computation cost is 7TH+3Tpm+1TSym ≈ 6.6987
ms. In Patel et al.’s [10] scheme, the user com-
putes six hash function operations, two elliptic curve
point multiplication operations and one symmetric
encryption operation. The user’s computation cost
is 6TH+2Tpm+1TSym ≈ 4.4704 ms. In our scheme,
the user computes six hash function operations, three
elliptic curve point multiplication operations and one
symmetric encryption operation. The user’s compu-
tation cost is 6TH+3Tpm+1TSym ≈ 6.6964 ms. Com-
pared with the scheme of Patel et al. [10], although
the computational cost of this scheme is not the low-
est, it does have sufficient reliability compared with
other schemes. The computational costs of the four
schemes are listed in Table 4.

Communication Cost: Communication cost refers to
the number of bits communicated before the session
key is established. According to the scheme of Patel
et al. [10], the hash output is 160 bits. The size of
the timestamp is 32 bits. The size of the randomly
generated primary sequence is 128 bits. The size of
each coordinate in ECC is 160 bits, so the size of each
point is 320 bits. Therefore, the private key is 160
bits and the public key is 320 bits. Table 5 shows the
comparison results of the communication costs of all
schemes.

Table 5: Comparison of communication cost

Schemes Messages Cost (bits)

Chaudhary et al.’s scheme [12] 2 1344

Odelu et al.’s scheme [9] 3 1600

Patel et al.’s scheme [10] 2 800

The proposed scheme 2 800

7 Conclusion

Patel et al. [10] proposed a two-factor authentication
scheme based on the user-gateway communication model,
which were user identity, password and smart card, but
the scheme did not have anonymity and message un-
linkability. This paper proposed a secure and effective
conditional privacy protection scheme based on ECC. Af-
ter successful registration, the user enters the login phase.
The user ID is encrypted with the system public key and
the random number generated by the user’s device, and
sent to the gateway for mutual authentication between
the user and gateway. The secure session key is then gen-
erated. In addition, a revocation mechanism is added to
the scheme. Although the computational cost is a lit-
tle higher than Patel et al.’s [10] scheme, the proposed
scheme provides a good balance between security and ef-
ficiency.
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Abstract

There is legal support for the protection of logistics users’
privacy information. This paper briefly described the le-
gal basis for protecting logistics users’ privacy informa-
tion, proposed a logistics users’ privacy data encryption
model that combines blockchain to meet enterprises’ and
individuals’ legal and everyday needs for privacy data
protection, and then conducted simulation experiments
on the model. The results showed that the blockchain
database in the encryption model could effectively prevent
the leakage of users’ privacy information; the identity-
based segmented encryption algorithm used in the model
had higher encryption and decryption efficiency than the
traditional encryption algorithm; sites with different per-
missions only queried partial information of users based
on logistics numbers, while sites without permissions only
queried a garbled string.

Keywords: Legal Perspective; Logistics; User Privacy

1 Introduction

Logistics industry is an important part of modern econ-
omy. Internet companies such as Alipay have also entered
the logistics field. Big data analysis, artificial intelligence
and other technical means have improved the ability to
collect and process logistics information [11], but at the
same time, the use, protection, and privacy of logistics
information have been paid attention to. In the logistics
industry, the encryption and protection of users’ personal
information has been supported by certain laws, so logis-
tics enterprises need to strengthen the protection [3] and
introduce encryption technology to protect users’ privacy.
In addition, despite the law’s support for users’ privacy
information protection in the logistics sector, the exist-
ing law still has shortcomings. After the leakage of user
privacy information, it is difficult to be held accountable,

and the punishment (compensation) is light, so there is
also a demand for logistics users [8].

The relevant studies are listed below. Zhang et
al. [15] proposed and demonstrated the secrecy of a two-
dimensional encrypted code-based logistics information
privacy protection system. On the basis of encrypted
two-dimensional code, Qi et al. [5] created a fast man-
agement system and tested its effectiveness. A dynamic
data encryption approach was developed by Gai et al. [4]
with the goal of maximizing the scope of privacy protec-
tion while adhering to the necessary execution time. This
paper briefly described the legal basis of logistics user
privacy information protection, proposed a logistics user
privacy data encryption model combined with blockchain
to meet the needs of enterprises and individuals in terms
of privacy data protection in laws and daily life, and then
simulated the model.

2 Logistics User Privacy from a
Legal Perspective

With the development of the e-commerce industry, the
logistics and express delivery industry has also risen and
gradually become an important part of social and eco-
nomic development. In order to effectively deter and curb
illegal activities based on logistics, the real-name system
for logistics has been gradually implemented [14]. In ad-
dition to the above functions, the real-name system for lo-
gistics can regulate the management rules of the logistics
industry, and for users, the real-name system can provide
effective support for safeguarding their legitimate rights
and interests. However, the real-name system for logistics
also has its disadvantages. The real-name system means
that the user’s personal information presented in the lo-
gistics process is true and reliable, but it is not controlled
by the individual user in the logistics process, and the in-
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terlocking logistics services have also increased the risk of
personal information leakage [12].

There are approximately 40 laws and 200 regulations
and systems that are related to the protection of users’
personal information in logistics. For example, the ”Cy-
bersecurity Law of the People’s Republic of China” stip-
ulates the protection standards, responsibility sharing,
and special specifications in key areas for personal in-
formation; the ”Personal Information Protection Law of
the People’s Republic of China” specifies in detail how
personal information can be collected, used, stored, and
deleted, and includes related terms for confidential, se-
cure, and lawful processing of personal information; the
”E-commerce Law of the People’s Republic of China”
stipulates the requirements for electronic commerce plat-
forms to ensure the security of consumers’ personal infor-
mation and protect their privacy; and the ”Industry Man-
agement Regulations of the People’s Republic of China”
strengthens the privacy protection rules for all kinds of
information entities according to the needs of different
industries and organizations [10].

On the whole, there are many legal regulations for lo-
gistics users’ personal information, which provide legal
protection for enterprises and individuals to protect their
personal information. However, due to the large number
and level of laws, these regulations are not systematic and
scattered, and the content regulations are relatively gen-
eral, mostly in the form of policy regulations to cover as
many areas as possible. Finally, accountability is unclear
and the burden of proof is high when pursuing account-
ability; the existing laws are lighter in punishment for
violating personal information than the benefits obtained
from the violation; and different regulatory departments
follow different regulations, which lack coordination [13].

3 Modeling Algorithms for Pri-
vacy Data Protection

The previous text briefly described the protection of logis-
tics users’ privacy from a legal perspective. It can be seen
from the description that logistics personal information is
protected by many legal regulations, but there are also
shortcomings. Due to the existence of legal provisions for
the privacy of logistics users’ personal information, logis-
tics businesses are required to take user privacy protec-
tion seriously throughout the logistical process, while the
shortcomings of the legal provisions have caused users to
have the need to protect personal information in this pro-
cess. This user demand may also drive logistics providers
to give user privacy protection more consideration.

Figure 1 shows the flow of the logistics user pri-
vacy data encryption model incorporating blockchain [6],
which uses the hierarchical identity encryption algorithm
to encrypt user privacy data, and uses blockchain to en-
sure the authenticity of the encrypted privacy data in the
transmission process. The specific steps are described be-
low.

Figure 1: Flow of the logistics user privacy data encryp-
tion model combined with blockchain

1) The sender gives the package to be sent to the initial
site and provides relevant receiver information, in-
cluding the address, name and contact information.

2) After the initial site combines the received recipient
information and the address information of the ini-
tial site, the combined information is encrypted in
segments. The encryption formula is:

Pt = H1(id1, id2, · · · , idt)
σ ∈ {0, 1}n

r = H3(σ,m)

Yt = stϵ

c = [rϵ, σ ⊕H2(e(rYt−1, Pt)),m⊕H4(σ)]

where idt is the identity level information of different
segments [9] (the number of t depends on the num-
ber of segments of the combined information), σ is a
random number, r is the parameter obtained from σ
and plaintext m after the calculation using the hash
function H3 : {0, 1}n × {0, 1}n ∈ Z∗

q , c is the ci-
phertext after segment encryption, st is the random
number of the t-th identity level, ϵ and e are pub-
lic parameters, and H1(·), H3(·), and H4(·) are all
hash functions. The encrypted ciphertext is verified
by the smart contract [1] of the blockchain and then
stored in the blockchain, and a tracking number is
generated.

3) The initial site returns the tracking number to the
sender.

4) The sender returns the tracking number back to the
receiver.

5) Parcels are transported through the intermediate site
to the destination site.

6) During the transportation of the parcel, the interme-
diate site queries the corresponding address cipher-
text from the blockchain through the tracking num-
ber, and decrypts the ciphertext through the private
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key of the corresponding level owned by the interme-
diate site, so as to obtain the plaintext of the address
of the next site. The decryption formula is:

c = [rϵ, σ ⊕H2(e(rYt−1, Pt)),m⊕H4(σ)]

= [U, V,W ]

σ = V ⊕H2(e(U, skt))

m = W ⊕H4(σ)

where skt is the private key of the corresponding level
that the intermediate site has.

7) The logistics information of the parcel arriving at
that intermediate site are uploaded to the blockchain.

8) The sender and the receiver can check the logistics
information of the parcel from the blockchain accord-
ing to the tracking number.

9) The last site also uses the tracking number and the
private key of the corresponding level of the site to
decrypt the ciphertext, so as to obtain the name and
contact information of the receiver, and send a short
message to notify the receiver come to pick up the
parcel [2].

4 Simulation Experiments

4.1 Experimental Environment

The simulation experiments were conducted on a server in
the laboratory. The logistic user privacy data encryption
model used in this paper used blockchain technology, and
the required blockchain network was provided by the vir-
tual machine of Ethernet [7]. The server in the laboratory
was equipped with quad-core i7 CPU, 16 G memory, and
1,024 G hard disk. The parameters of the virtual machine
provided by Ethernet were uniformly set to single-core i5
CPU, operating frequency 2.5 GHz, and memory 4 G for
the sake of simulation. The number of nodes provided by
the virtual machine was 5.

4.2 Experimental Projects

Project (1): Testing the security of the encryption
model for storing user information
First, ten sets of logistics users’ privacy information
were randomly generated, including users’ names,
contact information, and addresses. These ten sets
of information were then stored in both a traditional
central database and a blockchain database. The
traditional central database was provided by a local
server in the laboratory. To facilitate queries, the tra-
ditional database stored the privacy data in plaintext
and protected the data by setting access permissions.
The blockchain database was provided by Ethereum
virtual machine nodes, and the data was protected
by the blockchain network.

Finally, a third-party server was used to perform a
hacker attack on both databases, bypassing the ac-
cess permissions to access the data in the databases.
The access results of the two databases were com-
pared.

Project (2): Testing the efficiency of segmented encryp-
tion algorithms
The ten randomly generated pieces of personal infor-
mation mentioned above were encrypted. For com-
parison, the traditional whole-segment encryption al-
gorithm was also used to encrypt the entire personal
information using a single key pair. The efficiency of
the two encryption methods was tested under differ-
ent numbers of pieces of personal information.

Project (3): Testing the logistics user privacy encryp-
tion model for the protection of privacy information
during the logistics process
The logistics delivery process was simulated using
servers and a blockchain network in the laboratory.
First, the three servers were designated as the initial
site, intermediate site, and destination site. The ini-
tial site first encrypted and uploaded ten randomly
generated pieces of personal information onto the
chain, and printed out the corresponding delivery
documents with tracking numbers, while hiding key
personal information. The intermediate and destina-
tion sites then queried the tracking number. In ad-
dition to the normal queries from authorized inter-
mediate and destination sites, the tracking number
was also queried by a fourth server without proper
authorization.

4.3 Experimental Results

Table 1 shows the data stored in two databases obtained
from a third-party server using hacking techniques to by-
pass access permissions. The results of illegal access to
traditional databases contained complete user privacy in-
formation, while the results of illegal access to blockchain
databases contained only a series of numbers and no
clear user privacy information. This indicates that if
traditional databases are successfully attacked by hack-
ers, their internal user privacy information will be di-
rectly leaked, while even if blockchain databases are ille-
gally accessed by hackers, the privacy information in their
databases has been encrypted using the hash algorithm,
and only the ciphertext will be directly leaked, and the
privacy information contained in the plaintext will not be
leaked.

Figure 2 shows the efficiency of the traditional encryp-
tion algorithm and the segmented encryption algorithm
when dealing with different amounts of personal informa-
tion. As shown in Figure 2, as the amount of personal in-
formation to be encrypted increased, the time required to
encrypt and decrypt increased for both algorithms. For
the same amount of personal information, the time re-
quired to encrypt and decrypt using the traditional al-
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Table 1: The access results of illegal access to the two databases

Traditional Database Blockchain Database
Contact Contact Delivery

Name Information Delivery address Name Information Address
User 1 Zhang San 14785236955 No. 1, District B, City A 12368457 32658774 45687412
User 2 Li Si 12365897458 No. 2, District C, City B 23659854 74548256 34538545
User 3 Wang Wu 13569874589 No. 3, District D, City C 25748964 64584318 34475368
User 4 Ma Liu 14785236958 No. 6, District C, City D 12546468 25587468 54545121
User 5 Zhao Yi 12574786489 No. 8, District A, City E 64465845 26648546 35647825
User 6 Qian Er 13659955647 No. 7, District B, City F 35969324 12425354 75462231
User 7 Sun San 15897965485 No. 9, District E, City G 32684824 34526845 24582665
User 8 Zhou Qi 16986359474 No. 5, District A, City H 36494156 45526746 52254577
User 9 Wu Ba 14789635845 No. 3, District C, City I 68475856 34584627 45465565
User 10 Zheng Jiu 19887554122 No. 4, District D, City J 25876456 34672446 32554484

gorithm was greater than the time using the segmented
encryption algorithm. The reason for this is as follows. As
the amount of personal information increased, the num-
ber of strings that the encryption algorithm must encrypt
increased, and thus the amount of time needed to encrypt
and decrypt also increased. The traditional encryption al-
gorithm used a pair of keys to encrypt and decrypt the en-
tire personal information, while the segmented encryption
algorithm divided the personal information into shorter
segments and encrypted and decrypted each segment in
parallel using a pair of keys, resulting in less time.

Figure 2: Efficiency of two encryption algorithms when
facing different amounts of private data

Table 2 shows the results obtained by different autho-
rized sites using tracking numbers when simulating the
logistics process in the laboratory. The intermediate site
is an intermediate transition during the logistics trans-
portation process, and its authorization key can only al-
low it to query the next level of site, and cannot query
the previous level site or other information. This is also
reflected in the results shown in Table 2, where the query
results of the intermediate site were only limited to a spe-
cific district. The authorization key of the destination site
can only query the user name and contact information,

and this is also reflected in the results shown in Table 2.
Even if an unauthorized site knows the tracking number,
the result of its query will only be a garbled output, as
displayed in Table 2.

5 Discussion

The logistics industry is an important part of the mod-
ern economy, and often involves a significant amount of
personal privacy information during the transportation
process. Once personal privacy information is used by il-
legal individuals, it can cause serious losses. Therefore,
personal privacy information security is critical in logis-
tics. This article first briefly introduced the protection of
personal privacy information from a legal perspective. At
present, China has relatively more legal regulations for
logistics users’ personal information, which provides legal
protection for enterprises and individuals to protect per-
sonal privacy information. However, there are still some
challenges due to the vague and broad wording of the reg-
ulations, resulting in loopholes in the regulatory process.
This creates disadvantages for logistics users in terms of
unclear responsibilities, difficulties in proving their case,
and high costs in defending their rights. This article
therefore makes a number of proposals.

1) The government should further improve the laws
and regulations on the protection of logistics pri-
vacy information and integrate and clarify the frag-
mented and overlapping regulations to clearly define
the rights and responsibilities in the logistics process,
avoid general principles and guidelines, and increase
the punishment for violations.

2) The government should strengthen enforcement su-
pervision, clarify the responsibilities and authority
of relevant logistics departments, avoid overlapping
functions, and establish coordination mechanisms to
strengthen information flow.
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Table 2: Query results of user privacy information by different authorized sites

The search result of The research result of
User number Tracking number the intermediate site Target site search results the unauthorized site

User 1 20230215001 Area B Zhang San; 14785236955 F68a7468a4
User 2 20230215002 Area C Li Si; 12365897458 A5faf5a44f6
User 3 20230215003 Area D Wang Wu; 13569874589 A56f46a4f6d
User 4 20230215004 Area C Ma Liu; 14785236958 Afa7468f4f54
User 5 20230215005 Zone A Zhao Yi; 12574786489 5a4a4aa464f
User 6 20230215006 Area B Qian Er; 13659955647 Fa4f68545fa6
User 7 20230215007 Zone E Sun San; 15897965485 65468a4f6a4
User 8 20230215008 Zone A Zhou Qi; 16986359474 A45f4a45354
User 9 20230215009 Area C Wu Ba; 14789635845 Daf4wf134s6
User 10 20230215010 Area D Zheng Jiu; 19887554122 Gqa4fga5a84

3) The government should regulate the operation of
the logistics industry and encourage the industry
to develop encryption schemes that can protect
the privacy of logistics users, while promoting self-
regulation and restriction.

In the following sections, this article provided a de-
tailed introduction of a logistics user privacy data encryp-
tion model combined with blockchain to satisfy the needs
of companies and users for privacy protection at the legal
and everyday levels. Finally, the privacy data encryp-
tion model was verified through simulation experiments.
It was found that the encryption model could effectively
protect users’ private data in the database and protect
users’ privacy during the logistics delivery process.

6 Conclusion

In this article, the legal basis for protecting logistics users’
privacy information was briefly described, and a logis-
tics users’ privacy data encryption model combined with
blockchain was proposed to meet the needs of enterprises
and individuals for privacy data protection at the legal
and everyday levels. The model was then verified through
simulation experiments. The obtained results are as fol-
lows.

1) The traditional centralized database leaked users’
privacy data after illegal access, while the blockchain
database leaked only ciphertext data and not users’
privacy data.

2) Compared with the traditional encryption algorithm,
the segmented encryption algorithm was more effi-
cient in encryption and decryption.

3) In the logistics simulation process, different autho-
rized sites only queried the corresponding user infor-
mation with their specific permissions based on the
tracking number, while unauthorized sites only re-
ceived a garbled output.
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Abstract

Recently, some integrity verification schemes used unique
biometric data as the cryptographic private key, it’s con-
venient, but the file tags are related to the number of
feature vectors which will incur additional costs. So, this
paper proposes a public data integrity auditing scheme
based on fuzzy identity. A new method named Fuzzy
Identity Processing (FIP) is provided to obtain the user’s
private key. FIP takes the feature vectors extracted from
the user’s biometric data as input and outputs the user
identity. The valid identity helps generate a private key
and calculates the file’s tags set. Significantly, the tags set
is irrelevant to the number of feature vectors. And this
design will significantly reduce the computational over-
head and storage space. Moreover, authorized users can
view the audit result in the audit phase. The scheme’s
security is strictly proven, and performance evaluation
demonstrates that it is feasible and effective.

Keywords: Cloud Security Storage; Data Integrity; Fuzzy
Identity; Public Auditing

1 Introduction

With the popularity of cloud computing, cloud storage is
widely used. Cloud storage is a cloud computing system
with data storage and management as its core, which is
essentially a service. In recent years, more and more users
have chosen to used cloud storage services. Cloud storage
adopts network online storage mode. It archives, orga-
nizes, and distributes data from different physical hard-
ware on demand to multiple virtual servers hosted by a
third party. Cloud storage has many advantages: (1) Pay
on-demand; it means that the user subscribes to differ-
ent storage services according to the amount of data. (2)
Users do not need to deploy physical storage devices lo-
cally, thereby reducing hardware and management costs.
(3) Users do not need to participate in daily maintenance
work, just focus on enjoying the service. (4) Location in-

dependence; that is, users are not restricted by location.
However, cloud storage has a fatal flaw-security [16,22,23].
In recent years, cloud security incidents have occurred fre-
quently. In 2018, some Alexa deployed on AWS began to
experience loss of sound. The fault indicator of the smart
speaker kept flashing to indicate service interruption. In
2021, the private cloud server of Kronos, a cloud human
resources management company, was compromised, re-
sulting in the theft of sensitive customer information. In
2022, Microsoft’s public cloud server caused a data breach
due to a power outage configuration error. And incidents
like this type of case continue to occur. Thus, how to en-
sure the security of cloud storage is a problem that must
be considered. In addition, when users upload data to the
Cloud Service Provider (CSP), the data integrity on the
cloud is transparent because they no longer have physi-
cal control over the data. The security of data storage
should not be at the expense of any losses [13,14]. There-
fore, guaranteeing the security and integrity of the cloud
data simultaneously is an issue worth pondering [4, 15].

Currently, biometric feature data, including finger-
prints, faces, iris, palm prints, voice prints, etc., have
been widely applied in security verification. For exam-
ple, face unlocking and fingerprint unlocking of smart
phones; iris unlocking of bank vaults, etc. Biometrics
are human features that make up an individual’s iden-
tity, such as facial features, iris, and even heartbeat. It
has these characteristics [31, 33]: (1) Universality refers
to that everyone has it. (2) Uniqueness means that the
biological characteristics of the same person are unique
and generally do not change. (3) Collectability. With
the aid of the specialized equipment can be convenient
and fast collection. (4) Stability. When as a password, it
will not be forgotten or cracked like the normal password.
The above features enable it to be used to access scenes
such as government and commercial offices, industrial au-
tomation systems, personal laptops, and mobile phones.
Despite its many advantages, it also causes security issues
in the era of massive information. How to use biometric
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data to maximize strengths and avoid weaknesses has be-
come a research hotspot. Its popularity has attracted the
attention of scholars who study security issues. And this
paper focuses on applying biometric feature data to solve
the problem of data integrity.

1.1 Related Work

To verify the integrity of remote data, Ateniese et al. pro-
posed the Provable Data Possession (PDP) scheme [2].
The PDP scheme is the first scheme to propose random
sampling of data on the CSP end. Thus, it is an effective
probabilistic checking model. The PDP scheme saves I/O
overhead to a great extent while achieving blockless verifi-
cation. On the other hand, Juels et al. proposed another
data integrity verification scheme- Proof of Retrievability
(PoR) [18] which is implemented in bilinear pairing. This
scheme can not only verify the integrity of remote data,
but also retrieve data. Unfortunately, neither the PDP
nor the PoR scheme mentions the dynamic operation of
data blocks. Subsequently, more data integrity schemes
that can realize dynamic operations are proposed. Based
on symmetric key cryptography, Ateniese et al. [3] pro-
vided a scalable PDP scheme which can achieve mod-
ification, deletion and append operations. Manipulating
authenticated dictionaries based on rank information, Er-
way et al. [7] raised a dynamic PDP scheme. Goyal et
al. [9] put forward a key-policy attribute-based encryp-
tion for fine-grained sharing of encrypted data. In addi-
tion, more novel data integrity verification schemes were
designed in different application scenes. Li et al. [20] dis-
cussed the generation and storage of duplicate files in a
multi-cloud environment, as well as the way of integrity
verification. Zhang et al. [38] used blockchain as a data
storage tool, effectively ensuring that sensitive data can-
not be forged, and content can be traced. Fu et al. [8]
focused on the privacy protection of the shared data hold-
ers in the group and constructed a homomorphic verifiable
group signature.

There are three modes of remote data integrity check-
ing: private verification, public verification, and delegate
verification [34]. Among them, assisting by the Third-
Party Auditor (TPA), public auditing has become a popu-
lar pattern in the public cloud storage environments. Un-
der the user’s authorization, the TPA replaces the user
to perform data integrity verification work. Based on
PoR, Shacham et al. [28] proposed two schemes which can
complete the public verifiability and private verifiability
using BLS signature and pseudorandom function respec-
tively. Guo et al. [11] considered the problem that the
dishonest auditors may be performing wrong work. After
group users perform dynamic operations (such as: delete,
insert) to update data, it will bring huge storage cost
for the TPA, so to achieve full dynamic operation, He et
al. [12] proposed a dynamic group-oriented PDP scheme.
Zhao et al. [39] focused on practicability and designed a
scheme that can realize data dynamics and audit privacy
protection at the same time. Gudeme et al. [10] proposed

a shared data integrity checking scheme, which is con-
structed on attribute-based encryption and can ensure the
efficiency of group user revocation. Yang et al. [36] con-
sidered the situation of cloud servers dishonestly deleting
outsourced data and designed a scheme utilizing Merkle
Hash Tree to verify the correctness of audit proof. Nayak
et al. [25] proposed a public auditing scheme that sup-
ports multiple functions, such as: data block dynamics,
batch auditing, and privacy protection. Shu et al. [30]
proposed a decentralized public audit scheme using the
Ethereum blockchain, which can effectively prevent the
TPA from colluding with malicious absenteeism on the
blockchain, resulting in deviation of audit results.

In the development of modern cryptography, Public
Key Infrastructure (PKI) has played an important role.
It is widely deployed in public key-based security schemes
and distributes private keys to users. But to be exact, it
has some limitations [6]. On the one hand, in the public
key cryptography scheme that uses the PKI to distribute
keys, the efficiency is low due to the existence of certifi-
cates. On the other hand, the private key dispensed by
the PKI must be transmitted through a secure channel
and needs to be kept by the user in a highly confidential
manner. Once the interaction error occurs, or the pri-
vate key is lost, it will cause serious losses to the user.
Intuitively, it is extremely inconvenient and unsafe. Us-
ing Identity- Based Encryption (IBE) to obtain the user’s
private key can solve the problems caused by the PKI,
and user have without access to the public key certifi-
cate. IBE uses the user’s public identity as the public key
and gains the corresponding private key. The advantages
have: (1) There is no need for the existence of the PKI.
(2) The recipient does not need to be online at any time,
just disclose his/her identity that can be used as a public
key. But in fact, in the traditional IBE scheme, to ac-
quire the matched private key, the user must request the
assistance of the Private Key Generator (PKG). There
exists a problem: Only when the valid identity and the
user form a perfect correspondence, the PKG will hand
out the private key to the user, which inevitably involves
supplementary documents or credentials.

One promising approach is to use biometric data as
the cryptographic private key. And to be precise, it also
belongs to the research category of IBE. But it is unique,
this prominent advantage allows the user does not need to
worry about the loss of the private key. Unfortunately, the
characteristics of noise and fluctuations determine that
the biometric data cannot be directly used as a crypto-
graphic key. How to convert biometric data into available
information is a critical task. Considering this problem,
Doies et al. [5] created an efficient secure technique that
turns noisy information into a usable key that can be uti-
lized in any cryptographic application. However, due to
the existence of the fuzzy extractor, some auxiliary data
called a helper string is inevitably. To solve this, Taka-
hashi et al. [32] provided a fuzzy signature scheme. In ref-
erence [32], assisting by fuzzy key setting to change fuzzy
data into available feature vectors, a novel definition of
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signing a message called Fuzzy Signature is given, and the
signature is verified by linear sketch. Subsequently, based
on previous work, Matsuda et al. [24] put forward an im-
proved fuzzy signature scheme. Under public cloud stor-
age, with biometric data as the private key, some scholars
who concentrate on the data integrity checking scheme
have conducted some profound studies. To realize the
private key no need to store, Shen et al. [29] gave a pub-
lic auditing scheme that can support blockless verification
and fuzzy identity signature. Kaga et al. [19] applied bio-
metric data into the blockchain and proposed a signature
scheme which was implemented in an IoT blockchain sys-
tem. Integrating biometric data with cryptography tech-
niques, Abbdal et al. [1] presented a scheme which based
on XOR operation and iris feature extraction. Based on
fuzzy identity- based encryption [27], Li et al. [21] formal-
ized a new primitive of fuzzy identity-based data auditing,
in which the user identity is a set of descriptive attributes
instead of a specific one. Besides, more multi-scenario
schemes using biometric data as private keys have been
presented [17,26,37,40].

1.2 Contributions

Using biometric data as the encrypted private key for data
integrity verification is a hot topic, but the file’s tag is di-
rectly related to the number of the feature vectors in most
existing schemes. Thus, in our proposal, we turn biomet-
ric data into user’s private key, and the contributions are
summarized as follows:

� To convert biometric data into user’s private key, we
propose a new method named fuzzy identity process-
ing (FIP) executed by the user. In FIP, the fea-
ture vectors extracted from user’s biometric data will
compose a vector space. FIP selects some random
vectors, gathers them into an aggregate vector, and
performs a series of processing on it to make it as
the user’s identity. The valid identity in our scheme
is generated by the user rather than the PKG, which
avoids the usage of supplementary documents or cre-
dentials.

� In the tag generation phase, the valid identity will
help user generate private key, and further calculate
the tags set of outsourced files. Emphasizing that
the tag design of our proposed scheme is indepen-
dence with the number of feature vectors, which can
greatly reduce the computational overhead and stor-
age space. In the auditing phase, when a user possess
a feature vector wants to view the audit result, the
TPA only needs to judge whether the feature vector
comes from the vector space. The existence of vector
space can help authorized users to quickly get TPA’s
certification.

� With the given query-forgery model, the soundness
of our scheme based on the Computational Diffie-
Hellman (CDH) assumption and the Discrete Loga-
rithm (DL) assumption have been rigorously proven.

 

Figure 1: The system model diagram

Besides, the performance evaluation demonstrates
that the scheme is effective and feasibility.

2 Preliminaries

In this section, we describe the system model, design
goals, and cryptographic knowledge.

2.1 System Model

The system model is shown in Figure 1. The system con-
sists of three entities:

1) Users: the users of the public cloud storage services,
possess outsourced data that need to be uploaded to
the CSP.

2) Cloud Service Provider (CSP): the untrusted entity
that provides public cloud storage service.

3) Third-Party Auditor (TPA): the trusted entity who
is delegated by the user to perform remote data in-
tegrity checking.

2.2 Design Goals

A Public data integrity auditing scheme based on fuzzy
identity should achieve following goals:

1) Audit Correctness: If the CSP completely stores the
user’s cloud data, the proof generated by the CSP
can be verified by the TPA.

2) Audit Soundness: If the CSP does not possess user’s
intact data, the audit proof it provides will fail the
TPA’s correctness verification.
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2.3 Cryptographic Knowledge

Bilinear Map. Let G1, G2 are multiplicative cyclic
group with the order p, g is a generator of G1. A
bilinear map e : G1 ×G1 −→ G2 satisfies the follow-
ing properties:

1) Bilinearity: ∀u, v ∈ G1 and ∀a, b ∈ Z∗
P ,

e(ua, vb) = e(u, v)ab;

2) Non-degeneracy:e(g1, g2) ̸= 1;

3) Computable: there is an efficient algorithm to
calculate e.

Computational Diffie- Hellman Assumption. For
unknown ∀a, b ∈ Z∗

P , given g, ga and gb as input,
output gab ∈ G1.

Definition 1. (CDH assumption). The advantage
of a PPT (probabilistic polynomial time) algorithm
A in solving the CDH problem in G1 defined below is
negligible:

AdvCDHA = Pr
[
A
(
g, ga, gb

)
= gab : a, b

R← Z∗
P

]
Discrete Logarithm Assumption. For unknown

∀x ∈ Z∗
P , given g and gx as input, output x.

Definition 2. (DL assumption). The advantage of
a PPT (probabilistic polynomial time) algorithm A
in solving the DL problem in G1 defined below is neg-
ligible:

AdvDLA = Pr
[
A (g, gx) = x : x

R← Z∗
P

]
3 Overview of the Proposed

Scheme

3.1 System Components

A public data integrity auditing scheme based on fuzzy
identity consists of six algorithms: Setup, KeyGen,
TagGen, Challenge, ProofGen, ProofVerify. Each
algorithm is described as follows:

Setup is the “setup” algorithm that takes the security
parameter k as input, and outputs the system public
parameter pp.

KeyGen is the “private key generation” algorithm that
takes the system public parameter pp and user iden-
tity Km as input, and outputs user’s private key
SKID.

TagGen is the “tag generation” algorithm that takes
user’s private key SKID and encrypted file F as in-
put, and outputs the tags set T . Then, the user
uploads ⟨F, T ⟩ to the CSP.

Challenge algorithm that generates the integrity chal-
lenge chal.
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Figure 2: The system basic architecture diagram

ProofGen is the “proof generation” algorithm that
takes the integrity challenge chal, user’s encrypted
file F and tags set T as input, and outputs the audit
proof F .

ProofVerify is the “proof verification” algorithm that
takes system public parameter pp, integrity challenge
chal and the audit proof P as input, and outputs
“0/1”; “1” indicates that the data stored on the CSP
is intact; otherwise, it is not.

3.2 Basic Idea

A public data integrity auditing scheme based on fuzzy
identity consist of three procedures, namely: Preprocess,
Store and Audit. Figure 2 shows more details.

Preprocess: Which includes Setup and KeyGen algo-
rithms. The responsibility is to process the biometric
data through a series of operations and convert it into
an available identity for the user. When biometric
data, such as iris, fingerprint, are extracted from the
user, they will be processed into feature vector (FV)
with the help of the specialized equipment. Space Y
is composed by feature vectors from one user. Dif-
ferent from other schemes (they use all feature vec-
tors or one feature vector to generate user’s private
key, like reference [21,27]), our scheme chooses some
feature vectors from the space Y assisting by given
criteria. The selected feature vectors can be directly
used as the user’s available identity via calculations.
Then, the private key can be obtained.

Store: Which consists of TagGen algorithm. In this
procedure, the user encrypts the file and generates
the tags set.

Audit: Which includes Challenge, ProofGen and
ProofVerify algorithms. In this stage, the TPA per-
forms public auditing for the user. Mentioning that
all valid vectors from the user’s space Y can be rec-
ognized as a usable vector. That is, if someone is
authorized by the user and obtains a usable vector,
he/she can notify the TPA to execute audit and view
the result.
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4 Fuzzy Identity Processing

In this section, after acquiring the feature vector from the
user’s biometric data, we provide a new method named
fuzzy identity processing (FIP) to get the user’s available
identity. With the help of FIP, the user can get an avail-
able identity and further calculate the private key.

After getting the feature vectors through specialized
equipment from the biometric data, it needs to execute
operations to obtain a useful identity. Here we first give
the definition of the vector space, which is similar with
the metric space given in reference [32].

Definition 3. Let Y is a vector space, where Y :=
[0, 1}m ∈ Rm, R represents the set of all real number,
and satisfies Y ×Y −→ Rm. A vector space consists of
the following:

� (d,Y): Y is a vector space. The distance

function is d̂ (yi − yj) = |yi − yj |1≤i,j≤m,i ̸=j.

Define the maximum distance d̂max =
⌊max1≤i,j≤m,i̸=j |yi − yj |⌋ and the minimum

distance d̂min = ⌈min1≤i,j≤m,i̸=j |yi − yj |⌉.

� Ω: the uniform distribution of biometric data over
Y.

� ε: the threshold value(ε ∈ R). Two different vectors

y1,y2 satisfy d̂(y1,y2) < ε, which means that they
may come from one vector space.

For vector y1 = (y11, ..., y1m) and y2 = (y21, ..., y2m),

Define the notation < y1,y2 >
def
=

∑m
j=1 y1jy2j denotes

the inner product of the two vector y1 and y2 ( which is
similar with the dot product given in reference [35]).

We implement in bilinear map to generate the user’s
available identity, and the process is given as follows:

Init (1k).
This is “Init” algorithm to initializing public param-
eters pp = (G1, G2, p, e, g), pseudo-random function
(PRF): Z∗

P × {1, 2, ..., n} → Z∗
P and pseudo-random

permutation (PRP): Z∗
P × {1, 2, ..., n} → {1, 2, ..., n}

(parameters and functions mentioned above are the
same as those initialized in the “setup” phase in sec-
tion 5).

VeGen (pp,Y).
This is “vector generation” algorithm that takes the
feature vectors as input, and outputs an aggregated
vector aggvec.

1) The user determines a PRP key s0 to gener-
ate the index set Qind from the space Y, where
Qind = PRPs0(t)1≤t≤s.

2) The user selects the corresponding in-
dex according to the Qind and calculates
the pre-aggregated vector agg

′

vec, where
agg

′

vec =
∑

(i,j)∈Qind,i̸=j < yi,yj >=∑
(i,j)∈Qind,i̸=j yiyj = (y

′

1, ..., y
′

m).

3) Let C : Rm → Zm (Z is the set of all integers)
be an integer transformation function which
can change the real number into integer. The
user computes the aggregated vector aggvec =

agg
′

vec + C = (
⌊
y

′

1 + 0.5
⌋
, ...,

⌊
y

′

m + 0.5
⌋
) =

(y1, ..., ym).

IDGen ( aggvec, pp).
The user chooses (ω1, ..., ωm) ∈ Z∗

P randomly; Then,
the user gains a useful identity Km through calculat-
ing Km =

∑m
l=1ωlyl + PRFs1(m)modp, where s1 is

the key of PRF.

5 The Proposed Scheme

A public data integrity auditing scheme based on fuzzy
identity are introduced in detail in this section.

Setup (1k)

1) The user chooses two multiplicative cyclic
groups G1 and G2 with prime order p, and g is a
generator of G1. The user selects cryptographic
hash function H : {0, 1}∗ −→ Z∗

P , H1, H2 :
{0, 1}∗ −→ G1, the bilinear map e : G1×G1 −→
G2, pseudo-random function (PRF) f : Z∗

P ×
{1, 2, ..., n} → Z∗

P , pseudo-random permutation
(PRP) π : Z∗

P × {1, 2, ..., n} → {1, 2, ..., n}.
2) The user chooses an element u ∈ G1 at random.

3) The user picks an element x ∈ Z∗
P , computes the

master secret key msk = x and master public
key mpk = gx.

4) The user publishes the system public param-
eter p = (G1, G2, p, e, f, π,H,H1, H2, u,mpk)
and keeps the master secret key msk = x not
shared.

KeyGen (pp, Km)
The user takes his/her valid identity Km and public
parameter pp as input and computes the private key.
The private key is SKID = gx · H1(Km)τ , where
τ = H(Km) (The specific process has been given in
Section 4).

TagGen (F , SKID)

1) Before creating the tags set, the user encrypts
the sourced file is F

′
as F = Ekey(F

′
), where

key is a secret key; then he/she divides F into
n blocks F = {bi}1≤i≤n.

2) The user sets the δ = H2(name||n||τ), where
name ∈ Z∗

P is a random value selected as the
file identifier.

3) The user picks a random element r ∈ Z∗
P and

computes gr.

4) For block bi, the user computes σi = gx ·
H1(Km)τ · (δ · ubi)r, and T = {σi}1≤i≤n.
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5) The user sends ⟨F, T ⟩ to the CSP and deletes
the local storage.

Challenge
During the public auditing phase, the TPA sends an
integrity challenge chal to the CSP. The detailed pro-
cess is as follows:

1) The TPA determines a c, where 1 ≤ c ≤ n .

2) The TPA generates a PRP key k1 and a PRF
key k2, where k1, k2 ∈ Z∗

P .

3) The TPA sends chal = {c, k1, k2} to the CSP.

ProofGen (chal, F , T )
After receiving the chal, the CSP generates the audit
proof and returns to the TPA. The detailed process
is as follows:

1) The CSP computes {i} = πk1
(l)1≤c≤n, {vi} =

fk2
(l)1≤c≤n.

2) The CSP calculates λ =
∑

(i,vi)∈Q vibi, σ =∏
(i,vi)∈Q σvi

i .

3) The CSP returns the audit proof P = {λ, σ} to
the TPA.

ProofVerify (pp, chal, P )
The TPA checks the correctness of the proof as fol-
lows:

e(σ, g)
?
= e(mpk, g)

∑
(i,vi)∈Q vi

·e (H1 (Km)
τ
, g)

∑
(i,vi)∈Q vi (1)

·e

 ∏
(i,vi)∈Q

δvi · uλ, gr



If Equation (1) holds, returns “1”, which means that
the challenged data stored in the CSP is intact; Oth-
erwise, returns “0”.

6 Security Analysis

In this section, we prove that the proposed scheme is se-
cure in term of the audit correctness and audit soundness.

Theorem 1. (Audit Correctness) If the CSP completely
stores the user’s data, the audit proof generated by the
CSP can be verified by the TPA.

Proof. In ProofVerify algorithm, the TPA verify the

correctness by checking what Equation (1) holds.

e(σ, g) = e

 ∏
(i,vi)∈Q

σvi
i , g


= e

 ∏
(i,vi)∈Q

(
gx ·H1 (Km)

τ ·
(
δ · ubi

)r)vi
, g


= e

 ∏
(i,vi)∈Q

(gx)
vi , g

 · e
 ∏

(i,vi)∈Q

(H1 (Km)
τ
)
vi , g


·e

 ∏
(i,vi)∈Q

((
δ · ubi

)r)vi
, g


= e

(
(gx)

∑
(i,vi)∈Q vi , g

)
· e

(
(H1 (Km)

τ
)
∑

(i,vi)∈Q vi , g
)

·e

 ∏
(i,vi)∈Q

δvi ·
∏

(i,vi)∈Q

ubivi , gr


= e (gx, g)

∑
(i,vi)∈Q vi · e (H1 (Km)

τ
, g)

∑
(i,vi)∈Q vi

·e

 ∏
(i,vi)∈Q

δvi · u
∑

(i,vi)∈Q bivi , gr


= e(mpk, g)

∑
(i,vi)∈Q vi · e (H1 (Km)

τ
, g)

∑
(i,vi)∈Q vi

·e

 ∏
(i,vi)∈Q

δvi · uλ, gr


If Equation (1) holds, it indicates that the challenged

data stored in the CSP is intact, returns “1”; Otherwise,
returns “0”.

Theorem 2. (Audit Soundness) If the CDH assumption
and DL assumption hold in G1, and the tags set is ex-
istentially unforgeable; then, the CSP cannot pass TPA’s
correctness verification with negligible probability, in the
case that it does not fully possess user’s intact file.

Proof. We use the query-forgery model to prove the se-
curity of the scheme. Assume that the CSP acts as an
adversary A, and the TPA is regarded as the challenger
C, which is similar to reference [28]. By executing the fol-
lowing series of games to implement multiple interactions
between A and C, the soundness of the proposed scheme
can be proved.

Game 0: The adversary A asks the challenger C to ob-
tain the system public parameter pp, then the chal-
lenger C runs the Setup algorithm and returns pp.
Then, the adversary A makes two types of queries:
(1) The adversary A queries the user’s private key
SKID, then the challenger C returns SKID by run-
ning the KeyGen algorithm. (2) The adversary A
queries the tags set T of the encrypted file F , then
the challenger C returns T by running the TagGen
algorithm. Further, the challenger C sends the in-
tegrity challenge chal and asks the adversary A to
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provide the audit proof P . Upon received, the ad-
versary A computes and replies to the challenger C.
Once the audit proof P that is successfully checked
by the challenger C with non-negligible probability,
we say that the adversary A has won the game.

Game 1: Game 1 is the same as Game 0, but there
exist a minor difference. The challenger C keeps a
list with recording all tags that the adversary A has
ever queried. Whenever the adversary A makes the
TagGen query, the challenger C adds a record to this
list.

Game 2: Game 2 is the same as Game 1, but there
exist a minor difference. The challenger C keeps a
list with recording all responses that the adversary
A has ever respond.

If the response P = {λ, σ} returned by the CSP can
be pass the TPA’s verification, the proof P must cor-
rect; That is, given a valid audit proof P = {λ, σ}, it
can successfully pass the verification of the following
equation.

e(σ, g) = e(mpk, g)
∑

(i,vi)∈Q vi

·e (H1 (Km)
τ
, g)

∑
(i,vi)∈Q vi

·e

 ∏
(i,vi)∈Q

δvi · uλ, gr

 (2)

Assume that there exist a response P
′
forged by the

adversary A have passed challenger C ’s correctness
verification by checking Equation (2), we say that the
adversary A won the game. But the aggregated sig-

nature σ
′
=

∏
(i,vi)∈Q σ

′vi
i is not equal to σ, then the

challenger C aborts this game even if the adversary
A has won the game.

Analysis: Assume that the adversary A wins the
Game 2 with non-negligible probability. Then, we
construct a simulator to solve the CDH problem. The
goal of the simulator is to output hα when g, gα, h as
input. The simulator acts like the challenger C in
Game 1, but has some difference:

1) It randomly selects an element x ∈ Z∗
P , and

sets the master secret key msk = x, the master
public key mpk = gx. Then, it chooses two
random values a, b ∈ Z∗

P and sets u = gahb.

2) It generates the private key SKID = gx ·
H1(Km)τ .

3) It continue interacts with the adversary A.
Upon received the forged proof P

′
from the ad-

versary A, the simulator checks whether Equa-

tion (3) is true:

e(σ
′
, g) = e(mpk, g)

∑
(i,vi)∈Q vi

·e (H1 (Km)
τ
, g)

∑
(i,vi)∈Q vi

·e

 ∏
(i,vi)∈Q

δvi · uλ
′

, gr

 (3)

If the adversary A can pass the verification, it means
that the adversary A won; but the tag σ ̸= σ

′
, then

this game aborts.

Obviously, λ ̸= λ
′
; otherwise, σ ̸= σ

′
, which con-

tradicts our assumption. We define △λ = λ
′ − λ.

Now, we dividing Equation (3) by Equation (2) and
assuming gr = (gα)x̄, we have:

e (σ′/σ, g) = e
(
u∆λ, gr

)
= e

((
gahb

)∆λ
, (gα)

x̄
)

Then, we can obtain

e
(
σ′ · σ−1 · (gα)−∆λx̄a

, g
)
= e (hα, g)

∆λx̄b

= e (hα, g)
∆λx̄b

Further we can get
(
σ′ · σ−1 · (gα)−∆λx̄a

)1/∆λx̄b

=

hα. Clearly that the probability of game failure is
equivalent to calculate the probability of ∆λx̄b =
0modp. The probability of ∆λx̄b = 0modp is 1/p
which is negligible since p is a large prime. Hence, we
can solve the CDH problem with a probability 1−1/p,
which contradicts assumption that CDH problem in
G1 is computationally infeasible.

Game 3: Game 3 is the same as Game 2, but there
exist a minor difference. The challenger C also keeps
a list with recording all responses that the adversary
A has ever respond. If the the adversary A have
passed challenger C ’s verification, but the aggregate
message λ

′
is not equal to λ, then the challenger C

aborts this game even if the adversary A has won the
game.

Analysis: Assume that the adversary A wins the
Game 3 with non-negligible probability. Then, we
construct a simulator to solve the DL problem. The
goal of the simulator is to output α when g, h = gα

as input. The simulator acts like the challenger C in
Game 2, and the process is same as the Game 2,
but has some difference.

It also chooses two random values a, b ∈ Z∗
P and sets

u = gahb. If the adversary A can pass verification,
Equation (3) will be true, and it means that the ad-
versary A won; but λ ̸= λ

′
, then this game aborts.

Here we know σ ̸= σ
′
but λ ̸= λ

′
. Define△λ = λ

′−λ
and dividing Equation (3) by Equation (2), it can ob-
tain:



International Journal of Network Security, Vol.25, No.4, PP.609-619, July 2023 (DOI: 10.6633/IJNS.202307 25(4).08) 616

1 = u∆λ =
(
gahb

)∆λ
= g∆λa · h∆λb

Clearly that △λ ̸= 0modp; otherwise, λ
′
= λmodp,

which contradicts aforementioned assumption.

Further, we have h = g−∆λa/−∆λb = ga/b. Obviously
that the probability of game failure is equivalent to
calculate the probability of b = 0. The probability
of this is 1/p which is negligible since p is a large
prime. Hence, we can solve the DL problem with
a probability 1 − 1/p, which contradicts assumption
that DL problem in G1 is computationally infeasible.

From the above games, we know that solving the
CDH problem and DL problem in G1 is computa-
tionally infeasible. Further, It implies that the CSP
cannot pass the TPA’s correctness checking with neg-
ligible probability, in the case that it does not fully
possess user’s intact file.

7 Performance Evaluation

7.1 Performance Analysis

Firstly, we evaluate the performance of the proposed
scheme in terms of computation overhead. For simplicity,
we give the meaning of the following notations. Here c in-
dicates the number of the challenged blocks. HG1 denotes
the hash operation in G1. ExpG1 , ExpG2 and ExpZ∗

P
re-

spectively express the exponentiation operation in G1, G2

and Z∗
P . MulG1

,MulG2
and MulZ∗

P
mean the multiplica-

tion operation in G1, G2 and Z∗
P respectively. Pair repre-

sents the pairing operation in multiplicative cyclic group.
AddZ∗

P
indicates the addition operation in Z∗

P . Cf means
the PRF or PRP operation.

We compare scheme [28] and [29] in term of computa-
tion overhead on the server side and TPA side as shown in
Table 1. Regarding theProofGen algorithm, scheme [28]
and [29] have the same computational overhead. Com-
pared with them, our scheme requires an extra PRF and
PRP operations, where PRP operation is to generate the
index of the challenged blocks and PRF operation is to
create a random number set.

As for the ProofVerify algorithm, in scheme [29], due
to the verification key vk needs to be checked, it is neces-
sary to perform more ExpZ∗

P
+ P + C operations on the

TPA side, P and C denote two important operations in
scheme [29]. Compared with scheme [28], for computing∑

(i,vi)
vi once, our scheme requires to perform (c−1) ad-

dition operations in Z∗
P . And calculating the computation

cost of the
∏

(i,vi)∈Q δvi is HG1
+ cExpG1

+(c−1)MulG1
.

In addition, to verify the right side of Equation (1), our
scheme needs to carry out two exponentiation operations
and three pairing operations in G2.

7.2 Implementation

Then we evaluate the performance of the proposed scheme
by several experiments. We run a series of experiments
on a 1.8 GHZ Intel Core i5 processor and 8GB RAM. All
the experiments using the Type A with the free Pairing-
Based Cryptography (PBC) Library. In the implementa-
tion, we choose the based filed size to be 512 bits, and the
size of Z∗

P to be 160 bits, this is, |p| = 160 bits.
To evaluate the performance of different algorithm, we

set the file size to 20MB which divided into 1, 000 data
blocks and the number of the challenged blocks is 460.
As we can see from the Table 2, the most time-saving
algorithm is key generation which only needs to gener-
ate private key. Specially, the computational overhead is
independent of the number of file blocks and challenged
blocks, and is executed only once during the initialization
phase. In addition, the most time-consuming algorithm is
tag generation which almost costs 3728.785ms when the
data blocks are 1, 000. The overhead of the proof gener-
ation algorithm and proof verification algorithm is asso-
ciated with the number of the challenged blocks. When
c = 460, it takes about 1791.104ms and 3538.271ms re-
spectively.

In the second part, we evaluate the performance of tag
generation algorithm which is most expensive and time
consuming. We set the file is 20MB and 200MB respec-
tively and the number of the data blocks from 0 to 1, 000,
increased by an interval of 100. Figure 3 reflects the dif-
ference. It can be noticed that the tag generation time is
directly linked with the file size. Namely, the larger the
file, the more time it takes. However, when the files are
20MB and 200MB, the time difference is smaller. From
the perspective of tag design, it is apparent that the di-
vergence originates from the size of a single data block.
Likewise, the number of data blocks will also affect the
computational time. But fortunately, computing tags for
one file is a one-time task.

Figure 3: Comparison of the time cost when the file size
is different

To evaluate the performance, we compare the time cost
of our scheme with scheme [29] in the proof generation and
proof verification phases. We set the number of the chal-
lenged blocks from 0 to 1, 000, increased by an interval of
1, 000 (Here we also set the file size to 20MB but divided
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Table 1: Comparison of computation overhead on the server side and TPA side

Scheme Server TPA

Scheme
[12]

cExpG1
+(c−1)MulG1

+cMulz∗
p
+(c−

1)Addz∗
p

2Pair+ (c+1)ExpG1
+cMulG1

+ cHG1

Scheme
[24]

cExpG1
+(c−1)MulG1

+cMulz∗
p
+(c−

1)Addz∗
p

2Pair+(c+2)ExpG1
+cMulG1

+cHG1
+

Expz∗P +P + C

Our
Scheme

cExpG1
+(c−1)MulG1

+cMulz∗
p
+(c−

1)Addz∗
p
+ cCf

4Pair + (c +
2)ExpG1

+2ExpGG2
+cMulG1

+

2MulG2
+2(c− 1)Addz∗

p
+2HG1

+2Cf

Table 2: Performance of different algorithm

Algorithm Key generation Tag generation Proof generation Proof Verification
time cost (ms) 55.721 3728.785 1791.104 3538.271

Figure 4: Comparison of the time cost in the proof gen-
eration phase between our scheme and scheme [29]

Figure 5: Comparison of the time cost in the proof veri-
fication phase between our scheme and scheme [29]

into 1, 000, 000 data blocks). Figure 4 and Figure 5 give
more details. Figure 4 shows the comparison of proof gen-
eration algorithm between our scheme and scheme [29].
It clearly observes that our scheme spends slightly longer
time than scheme [29], and the reason for this is that our
scheme needs to execute PRF operation and PRP oper-
ation once. Figure 5 demonstrates that our scheme has
slightly lower time consumption than scheme [29] in the
proof verification phase. In our scheme, the computation
cost of proof generation varies from 0.384s to 3.865s and
proof verification varies from 1.697s to 8.749s.

8 Conclusion

This paper propose a public data integrity auditing
scheme under public cloud storage environment. In our
scheme, we provide a new method named FIP for pro-
cessing the feature vectors into user’s identity to get bio-
metric data as user’s private key. A valid identity will
be help user generate private key, and further calculate
the file tags set. In addition, the tag design is not re-
lated to the number of feature vectors, which determines
that the computational overhead and storage space can be
saved. Besides, with vector space, the TPA can judged
quickly whether one feature vector is an authorized vec-
tor. Both the security analysis and performance evalua-
tion illustrate the feasibility of the proposed scheme.
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Abstract

In this work, for 2p2-periodic q-ary sequences, we investi-
gate the linear complexity, k-error linear complexity, and
the number of k-error sequences. Firstly, We conclude
that the linear complexity of the sequences falls within a
specific range between p2 − p and 2p2. Secondly, by ar-
ranging the 2p × p matrix form, the p × 2p matrix form,
and p× p matrix forms for the sequences, we propose an
algorithm to determine the k-error linear complexity seg-
mented expression based on the weight of each column
in the matrices and provide an example to illustrate how
the algorithm works. Finally, we introduce a method to
study the number of k-error sequences of the sequence.

Keywords: K-error Linear Complexity; K-error Se-
quences; Linear Complexity; Q-ary Sequences; Stream Ci-
pher

1 Introduction

Pseudorandom sequences play an important role in cryp-
tography. In particular they serve as the secret key in
symmetric cryptography. Therefore, the design of pseu-
dorandom sequences and cryptographic indicators is the
critical research direction. The cryptographic indicators
of sequences mainly include: balance, correlation, linear
complexity, k-error linear complexity, k-error sequences
and so on [3]. In this paper, we determine the values
of linear complexity of 2p2-periodic q-ary sequences, and
then propose a new algorithm for computing k-error lin-
ear complexity and the number of k-error sequences, so
we introduce the concepts of linear complexity, k-error
linear complexity and k-error sequence of sequences.

Let Fq = {0, 1, 2, ..., q − 1} be the q-ary field. For
a T -periodic sequence S over Fq, the linear complex-

ity, denoted by LC (S), is the length of the shortest lin-
ear feedback shift register (LFSR) that generates the se-
quence, i.e., the smallest positive integer L such that
su+L = cL−1su+L−1 + · · · + c1su+1 + c0su for u ⩾ 0
and constants c0 ̸= 0, c1, . . . , cL−1 ∈ Fq. Let S (x) =
s0 + s1x+ s2x

2 + · · ·+ sT−1x
T−1 ∈ Fq [x], which is called

the generating polynomial of S. Then the linear complex-
ity over Fq of S can be computed as

LC (S) = T − deg
(
gcd

(
xT − 1, S (x)

))
, (1)

which is the degree of the characteristic polynomial,
xT−1

gcd(xT−1,S(x))
, of the sequence, see [2] for details.

For integers k ⩾ 0, the k -error linear complexity over
Fq of S, denoted by LCk (S), is the least linear complexity
over Fq that can be obtained by changing at most k terms
of the sequence per period, i.e.,

LCk (S) = min
wt(E)⩽k

LC (S + E) (2)

where E is the error sequence with period T and wt (E)
equals the number of nonzero terms of E per period, i.e.,
the weight of E. Clearly, LC0 (S) = LC (S) and T ⩾
LC0 (S) ⩾ LC1 (S) ⩾ · · · ⩾ LCl (S) = 0, where l =
wt (S), see, e.g. [5, 9] for details.

The k-error linear complexity of a T -periodic sequence
S is LCk (S). If the T -periodic sequence E satisfies
LC (S + E) = LCk (S) and 1 ≤ wt (E) ≤ k, then E is
said to be a k-error sequence of S. Denote the total num-
ber of k-error sequences of the sequence S as Mk (S), see,
e.g. [5, 14] for details.

Linear complexity and k-error linear complexity are
important cryptographic properties of sequences, charac-
terizing the predictability of a sequence to measure its
suitability for cryptography. The Berlekamp-Massey al-
gorithm (BM algorithm) [8] proposed in the 1960s pointed
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out that knowing any consecutive bits twice its linear
complexity can effectively recover the entire sequence.
Therefore, from the perspective of cryptography, the lin-
ear complexity of a sequence should be as large as possi-
ble, while randomly changing several bits of the sequence
does not cause a significant decrease in the linear com-
plexity of the sequence, so the k-error linear complexity
was introduced to represent the stability of the linear com-
plexity of the sequence.

For the linear complexity and the k -error linear com-
plexity of certain periodic sequences, many fast algo-
rithms with higher efficiency than BM algorithm have
been proposed, for example, see [4, 6, 12, 13] for the 2n-
periodic sequences, see [9, 15, 20] for the pn-periodic se-
quences, see [16, 18, 21] for the 2pn-periodic sequences,
and see [17] for the 2npm-periodic sequences.

Recently, Chen, Wu and Niu et al. proposed a new
matrix method to compute the k-error linear complexity
of binary p2-periodic sequence, q-ary p2-periodic sequence
and binary 2p2-periodic sequence, where the k-error lin-
ear complexity of the sequences can be derived by arrang-
ing the sequences into matrices and counting the number
of occurrences of each column element in the matrices,
see [1, 11, 19] for details. This provides a new perspec-
tive for studying the k-error linear complexity of periodic
sequences.

There are currently two methods for computing the k-
error linear complexity of a 2p2 periodic sequence. The
first is a cost vector-based algorithm such as those pro-
posed by Wei in [18] and Zhou in [21]. However, this
algorithm is difficult to compute and requires continuous
iteration until we find the correct k-error linear complex-
ity. Furthermore, the algorithms differ in their branching
judgments and both have omissions that do not guaran-
tee the correct k-error linear complexity. Niu and Li later
proposed an improved version of the algorithm in [10],
but it is still only suitable for a certain value of k and re-
quires tedious computations to find the decreasing point
of the linear complexity. The second method is a genetic
algorithm that can compute an approximate value for the
k-error linear complexity. According to experiments con-
ducted by Li in [10], the accuracy of this method is around
85 percent. However, like the first method, it can only
compute the linear complexity for a given k-value. By us-
ing the matrix method to compute the linear complexity
of a sequence, we can study the different linear complex-
ities of the sequence and count the minimum number of
bits needed to change in order to reach each form. By sta-
tistically counting these numbers, we can obtain the final
k-error linear complexity segmented expression, which al-
lows us to directly determine the k-error linear complexity
for any k-value.

In this paper, we arrange the q-ary sequence S =
(sn)

∞
n=0 of period 2p2 into four matrix forms, and then

discuss the k -error linear complexity of S by examining
the column structure of the matrices using four matrix
forms:

the first matrix form is a matrix of size p× 2p, defined as

MS =


s0 s1 . . . sp . . . s2p−1

s2p s2p+1 . . . s3p . . . s4p−1

...
...

...
...

...
...

s2(p−1)p s2p2−p+1 . . . s2p2−p . . . s2p2−1


≜ [M0,M1, . . . ,M2p−1] ,

where Mi =


si

si+2p

...
si+2(p−1)p

 is the (i+ 1) th column of

MS for 0 ⩽ i < 2p;
the second is a matrix of size 2p× p, defined as

AS =



s0 s1 . . . sp−1

sp sp+1 . . . s2p−1

...
...

...
...

sp2 sp2+1 . . . sp2+p−1

...
...

...
...

s(2p−1)p s(2p−1)p+1 . . . s2p2−1


≜

[
A(1)

A(2)

]
,

where A(1) and A(2) are both matrices of size
p × p, and A(1) ≜

[
A

(1)
0 ,A

(1)
1 , . . . ,A

(1)
p−1

]
, A(2) ≜

[
A

(2)
0 ,A

(2)
1 , . . . ,A

(2)
p−1

]
, A

(1)
i =


si

si+p

...
si+(p−1)p

 and A
(2)
i =


si+p2

si+(p+1)p

...
si+2(p−1)p

 are the (i+ 1) th column of A(1) and A(2)

for 0 ⩽ i < p, respectively;
the third is a matrix of size p× p, defined as

A(3) = A(1) + A(2) ≜
[
A

(3)
0 ,A

(3)
1 , . . . ,A

(3)
p−1

]
,

where A
(3)
i is the (i+ 1) th column of A(3), and A

(3)
i =

A
(1)
i + A

(2)
i for 0 ⩽ i < p.

the fourth is also a matrix of size p× p, defined as

A(4) = A(1) − A(2) ≜
[
A

(4)
0 ,A

(4)
1 , . . . ,A

(4)
p−1

]
,

where A
(4)
i is the (i+ 1) th column of A(4), and A

(4)
i =

A
(1)
i − A

(2)
i for 0 ⩽ i < p.

The rest of the paper is organized as follows. The val-
ues of the linear complexity of the q-ary sequences with
period 2p2 are analyzed in Section 2. The k -error linear
complexity of the q-ary sequences with period 2p2 can
be efficiently determined by the proposed algorithm in
Section 3, and an example is presented to demonstrate
the application of the algorithm. An analysis of how to
compute the number of error sequences of a sequence by
matrices with an example is presented in Section 4. Con-
clusions are given in Section 5.
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In this paper, we will always assume that S = (sn)
∞
n=0

is a q-ary sequence with the least period 2p2, and its cor-
responding matrix forms MS , AS , A

(3) and A(4) are as
described in Section 1, and the generating polynomial of
S is denoted as S (x) = s0+s1x+s2x

2+· · ·+s2p2−1x
2p2−1.

2 Possible Values on Linear Com-
plexity

In this section, we will present some general findings for
q-ary sequences with the least period 2p2 and provide a
comprehensive list of all possible linear complexity values
for such sequences.

Lemma 1. Let S = (sn)
∞
n=0 be a q-ary sequence with the

least period 2p2. Here, p, q are both odd prime numbers
,q < p and q is the primitive root module p2. Let Φ1 (x) =
1+ x+ x2 + · · ·+ xp−1, Φ′

1 (x) = 1− x+ x2 − · · ·+ xp−1,
Φ2 (x) = 1 + xp + x2p + · · · + x(p−1)p and Φ′

2 (x) = 1 −
xp + x2p − · · · + x(p−1)p. Then in finite field Fq, These
four factors are all irreducible polynomials.

Proof. Let q be a prime, n a positive integer with
gcd (q, n) = 1, and α a primitive nth root of unity in some
extension field of Fq. The n

th cyclotomic polynomial over
Fq is defined as

Θn (x) =

n∏
i=1

gcd(n,i)=1

(
x− αi

)
(3)

A simple argument show that Θpn (x) = 1 + xpn−1

+

x2pn−1

+ · · · + x(p−2)pn−1

+ x(p−1)pn−1

= 1−xpn

1−xpn−1 ,and

Θ2pn (x) = 1 − xpn−1

+ x2pn−1

+ · · · − x(p−2)pn−1

+

x(p−1)pn−1

= 1+xpn

1+xpn−1 . Thus Θpn (x)Θ2pn (x) =

1 + x2pn−1

+ x4pn−1

+ · · · + x2(p−1)pn−1

= 1−x2pn

1−x2pn−1 .

Therefore, x2p2 − 1 =
(
x2 − 1

)∏2
i=1 Θpi (x)Θ2pi (x) =

(x− 1) (x+ 1)Θp (x)Θ2p (x)Θp2 (x)Θ2p2 (x).

According to Section 2. in [7] we know that
Θp (x), Θ2p (x), Θp2 (x), Θ2p2 (x) are all irre-
ducible polynomials. Let Φ1 (x) denote Θp (x),
Φ′

1 (x) denote Θ2p (x), Φ2 (x) denote Θp2 (x)

and Φ′
2 (x) denote Θ2p2 (x).we have xp2 − 1 =

(x− 1)Φ1 (x) Φ2 (x), xp2

+ 1 = (x+ 1)Φ′
1 (x) Φ

′
2 (x)

and x2p2 − 1 =
(
xp2 − 1

)(
xp2

+ 1
)

=

(x− 1) (x+ 1)Φ1 (x) Φ
′
1 (x) Φ2 (x) Φ

′
2 (x).

Lemma 2. Let S = (sn)
∞
n=0 be a q-ary sequence with the

least period 2p2, the corresponding matrices as described
above and S2p2

(x) = s0+ s1x+ s2x
2+ · · ·+ s2p2−1x

2p2−1

be the generating polynomial of sequence S, thus , we have

(i) Φi (x) |S2p2

(x) if and only if Φi (x) |A(3)
(x);

(ii) Φ′
i (x) |S2p2

(x) if and only if Φ′
i (x) |A

(4)
(x);

Proof. The corresponding matrices A
(1)
(x) and A

(2)
(x) can be

written as: A
(1)
(x) = s0 + s1x + s2x

2 + · · · + sp2−1x
p2−1

and A
(2)
(x) = sp2 + sp2+1x + sp2+2x

2 + · · · +

s2p2−1x
p2−1.Thus, S2p2

(x) can be written as:

S2p2

(x) =
(
s0 + s1x+ s2x

2 + · · ·+ sp2−1x
p2−1

)
+

xp2
(
sp2 + sp2+1x+ sp2+2x

2 + · · ·+ s2p2−1x
p2−1

)
≜

A
(1)
(x) + xp2

A
(2)
(x).

The expression can be reduced to 2 forms:

(i) S2p2

(x) =
(
A

(1)
(x) + A

(2)
(x)

)
+
(
xp2 − 1

)
A

(2)
(x);

(ii) S2p2

(x) =
(
A

(1)
(x) − A

(2)
(x)

)
+
(
xp2

+ 1
)
A

(2)
(x);

We can get:

(i) since Φi (x) |
(
xp2 − 1

)
, then S2p2

(x) ≡

A
(1)
(x) + A

(2)
(x) (modΦi (x)) ,thus we can get that

Φi (x) |S2p2

(x) ⇔ Φi (x) |
(
A

(1)
(x) + A

(2)
(x)

)
⇔

Φi (x) |A(3)
(x);

(ii) since Φ′
i (x) |

(
xp2

+ 1
)
, then S2p2

(x) ≡

A
(1)
(x) − A

(2)
(x) (modΦi (x)) ,thus we can get that

Φ′
i (x) |S2p2

(x) ⇔ Φ′
i (x) |

(
A

(1)
(x) − A

(2)
(x)

)
⇔

Φ′
i (x) |A

(4)
(x);

The conclusion can also be applied to the combination
of (x− 1) and Φi (x) or (x+ 1) and Φ′

i (x).

Lemma 3. Let S = (sn)
∞
n=0 be a q-ary sequence with

the least period 2p2 and the corresponding matrices and
polynomials as adescribed above, we have

(i) Φ2 (x) |S2p2

(x) if and only if each column of the

matrix A(3) is in the form of [k, k, k, . . . , k, k]
T
, and

k in each column does not have to be the same.
(ii) Φ′

2 (x) |S2p2

(x) if and only if each column of the

matrix A(4) is in the form of [k,−k, k, . . . ,−k, k]
T
,

and k in each column does not have to be the same.

Proof. From the proof of Lemma 2 we know that

Φ′
2 (x) |S2p2

(x) ⇔ Φ′
2 (x) |A

(4)
(x). Let A

(4)
(x) = t0+t1x+ · · ·+

tp2−1x
p2−1 =

p−1∑
j=0

p−1∑
l=0

tj+lpx
j+lp =

p−1∑
j=0

(
xj

p−1∑
l=0

tj+lpx
lp

)
and Φ′

2 (x) =
p−1∑
i=0

(−1)
i
xip. Assume that Φ′

2 (x) |A
(4)
(x), let

A
(4)
(x) = Φ′

2 (x)
(
h0 + h1x+ h2x

2 + · · ·+ hp−1x
p−1

)
.

Thus A
(4)
(x) =

p−1∑
j=0

(
h′
jx

j
p−1∑
l=0

(−1)
l
xlp

)
=

p−1∑
j=0

(
xj

p−1∑
l=0

(−1)
l
h′
jx

lp

)
, then we can get that

Φ′
2 (x) |A

(4)
(x) if and only if for 0 ≤ j ≤ p − 1 and

0 ≤ l ≤ p − 1, sj+lp = (−1)
l
h′
j . Then we derive for

0 ≤ j, l ≤ p − 1, (−1)
l
sj+lp = sj . The proof of the

condition of Φ2 (x) |S2p2

(x) is similar to above.
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Lemma 4. Let S = (sn)
∞
n=0 be a q-ary sequence with the

least period 2p2, then
(
xp2

+ 1
)
∤ S (x).

Proof. Let S =
(
s0, s1, . . . , s2p2−1

)
be arranged into ma-

trix AS ≜
[
A(1)

A(2)

]
.

If
(
xp2

+ 1
)
|S (x), then the generating polynomial

can be written as S (x) =
(
xp2

+ 1
)
(h0 + h1x+

h2x
2 + h3x

3 + . . .+ hp2−1x
p2−1

)
, for 0 ⩽ i < p2 − 1 ,

let hi ⊆ Fq , then hix
i and hi+p2xi+p2

are included in

S (x) , so we can get that in matrix AS ≜
[
A(1)

A(2)

]
, for

0 ⩽ i < p2 , Si = Si+p2 , indicating A(1) = A(2) . Hence
the period of the sequence S drops to p2, which contra-

dicts to the least period 2p2. So
(
xp2

+ 1
)
∤ S (x). □

Lemma 5. Let S = (sn)
∞
n=0 be a q-ary sequence with the

least period 2p2, then Φ2 (x)Φ
′
2 (x) ∤ S (x).

Proof. The proof of the conditions of Φ2 (x)Φ
′
2 (x) ∤ S (x)

is similar to Lemma 4. In this situation, if Φ2 (x)Φ
′
2 (x) |

S (x), each bit of any column in matrix MS is the same,
the sequence S drops to 2p, which contradicts to the least
period 2p2. So we can get Φ2 (x)Φ

′
2 (x) ∤ S (x).

Theorem 1. Let S = (sn)
∞
n=0 be a q-ary sequence with

the least period 2p2. If q is a primitive root modulo p2,
then the linear complexity of S satisfies one of the follow-
ing cases:

LC (S) ∈ {2p2, 2p2 − 1, 2p2 − 2, 2p2 − p+ 1, 2p2 − p,

2p2 − p− 1, 2p2 − 2p+ 2, 2p2 − 2p+ 1,

2p2 − 2p, p2 + p, p2 + p− 1, p2 + p− 2,

p2 + 1, p2, p2 − 1, p2 − p+ 2, p2 − p+ 1,

p2 − p}

Proof. According to Lemma 4 and Lemma 5, we know(
xp2

+ 1
)

∤ S (x) and Φ2 (x)Φ
′
2 (x) ∤ S (x).So we can

get that for a sequencese with the least period 2p2,

its generating polynomial should not have
(
xp2

+ 1
)

or Φ2 (x)Φ
′
2 (x). Thus the generating polynomial of

the sequence is one of the subfactor of (x − 1)(x +
1)Φ1 (x)Φ1 (x)

′
Φ2 (x)Φ2 (x)

′
that do not contain (x +

1)Φ′
1 (x)Φ

′
2 (x) or Φ2 (x)Φ

′
2 (x).

There are 44 different generating polynomials in total,
and the minimal polynomial of S is x2p2 − 1 divided by
one of the forty-four items. Hence, the linear complexity
of the sequence S satisfies one of the following eighteen
items:

LC (S) ∈ {2p2, 2p2 − 1, 2p2 − 2, 2p2 − p+ 1, 2p2 − p,

2p2 − p− 1, 2p2 − 2p+ 2, 2p2 − 2p+ 1,

2p2 − 2p, p2 + p, p2 + p− 1, p2 + p− 2,

p2 + 1, p2, p2 − 1, p2 − p+ 2, p2 − p+ 1,

p2 − p}

The period of the sequence remains 2p2 as long as

its generating polynomial does not contain
(
xp2

+ 1
)

or Φ2 (x)Φ
′
2 (x). According to our classification, the

linear complexity of the sequence reaches its mini-
mum value p2 − p when its generating polynomial is
(x− 1) (x+ 1)Φ1 (x) Φ

′
1 (x) Φ2 (x). So far,we have ob-

tained all the values and the lower bounds of the linear
complexity of the sequence S.

3 K -error Linear Complexity

In this section, we will examine the k-error linear complex-
ity of sequence S using the classification outlined in Theo-
rem 1.We will then introduce an algorithm for computing
the k-error linear complexity according to the rules we
have developed. This algorithm will be presented in Sec-
tion 3.1. To demonstrate how to apply the algorithm, we
will randomly generate a sequence and use the algorithm
to obtain the desired k-error linear complexity. This ex-
ample will be presented in Section 3.2.

3.1 Algorithm to Get the k-error Linear
Complexity

Compared to the binary or q-ary sequence with period
p2 and the binary sequence with period 2p2, the q − ary
sequence with period 2p2 that we study is more complex,
and its generating polynomial consists of six irreducible
polynomials:(x− 1), (x+ 1), Φ1 (x) , Φ

′
1 (x) , Φ2 (x) and

Φ′
2 (x), so its analysis process is more complicated and

there are more conditions to consider.

According to Theorem 1, the maximum common divi-
sor between the generating polynomial and x2p2 − 1 must
be one of the forty-four items. So we can get forty-four
different minimal polynomials. Arranging the sequences
generated by different generating polynomials into ma-
trix forms, we can see that their matrices have differ-
ent characteristics, but some of the sequences generated
by different generating polynomials share the same linear
complexity, which can be proved in Theorem 1.

Therefore, when we discuss the k -error linear complex-
ity of S, we need to analyze which matrix characteristic
is in each case, get the minimum number of bits that the
current matrix needs to be changed for the target ma-
trix, and get the minimum value of all minimums with
the same linear complexity to get the desired final result.

Next, we need to introduce some symbols to represent
some features of the matrices.

Let Xi denote the i-th column in the matrix X,
wtl (Xi) denote the number of occurrences of l in Xi,
wt′l (Xi) denote the number of elements where the even
bits are l and the odd bits are q − l in Xi, ct (X) denote
the element value used in X. For example, ct (wtl (Xi))
denote l finally used in wtl (Xi).

Let A
(n)
i denote the ith column of A(n) and A

′(n)
i denote

the ith element of A(n).
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Let
∑

(Xi) denote the sum of each element in Xi of
the matrix and σ (Xi) denote the result of subtracting the
sum of the even bits from the sum of the odd bits in Xi.

Let m1j =
∑

0⩽i<2p∑
(Mi)≡j( mod q)

1 , m2j =
∑

0⩽i<2p∑
(Mi)≡j( mod q)
i≡0( mod 2)

1,

m3j =
∑

0⩽i<2p∑
(Mi)≡q−j( mod q)

i≡1( mod 2)

1,

m4 =
∑

0⩽i<p

 max
0⩽j<q


∑

0⩽l<p

A
′(4)
(i+lp)

=j

l≡0( mod 2)

1 +
∑

0⩽l<p

A
′(4)
(i+lp)

=q−j

l≡1( mod 2)

1



 ,

m5j =
∑

0⩽i<p∑(
A

(3)
i

)
≡j( mod q)

1,

m6 = max


∑

0⩽j<q

σ
(
ct
(
wt′l

(
A

(4)
j

)))
≡0( mod q)

wt′l

(
A

(4)
j

),

m7 =
∑

0⩽i<p∑(
A

(3)
i

)
≡0( mod q)

1,

m8j =
∑

0⩽i<2p∑
(Mi)≡j( mod q)
i≡0( mod 2)

1 +
∑

0⩽i<2p∑
(Mi)≡q−j( mod q)

i≡1( mod 2)

1,

m9 =
∑

0⩽i<p∑
(Mi)+

∑
(Mi+p)≡0( mod q)

1,

Now we discuss the k -error linear complexity of S.

Theorem 2. Let S = (sn)
∞
n=0 be a q-ary sequence with

the least period 2p2. Let the corresponding p× 2p matrix
be MS = [M0,M1, · · · ,M2p−1], the corresponding 2p × p

matrix be AS ≜
[
A(1)

A(2)

]
, and the corresponding p×p matrix

be A(3) = A(1)+A(2) ≜
[
A

(3)
0 ,A

(3)
1 , · · · ,A(3)

p−1

]
and A(4) =

A(1) − A(2) ≜
[
A

(4)
0 ,A

(4)
1 , · · · ,A(4)

p−1

]
, the characteristic

polynomial of S be S (x).

Algorithm 1 Computing the k-error linear complexity
of a sequence with period 2p2 over Fq

Require: Fuction lstchange(S, h(x)) returns the small-
est number to change the sequence to the h(x) type.
Variables ki are initialized to be 2p2, in every compu-
tation of ki, if the linear complexity correspond to h(x)
is greater than l, this step should be ignored.
l = LC (S)
After figuring out the linear complexity l of the se-
quence S by algorithm 1 in [18], all the items whose
linear complexities are greater than l should be deleted.

if 2p2 − 2p ⩽ l ⩽ 2p2 then
flag = 1

end if
if p2 + p− 2 ⩽ l ⩽ p2 + p then

flag = 2
end if
if p2 − 1 ⩽ l ⩽ p2 + 1 then

flag = 3
end if
if 2p ≤ l ⩽ p2 − p+ 2 then
flag = 4

end if
if flag = 1 then
k0 = 0
k1 = min(lstchange(S, x− 1), lstchange(S, x+ 1))
k2 = lstchange(S, x2 − 1)
j = min(lstchange(S,Φ1(x)), lstchange(S,Φ

′
1(x)))

if j = lstchange(S,Φ1(x)) then
k3 = lstchange(S,Φ1(x))
k4 = min(lstchange(S, (x − 1)Φ1(x)),
lstchange(S, (x+ 1)Φ1(x)))
k5 = lstchange(S, (x− 1)(x+ 1)Φ1(x))

end if
if j = lstchange(S,Φ′

1(x)) then
k3 = min(k3, lstchange(S,Φ

′
1(x)))

k4 = min(k4, lstchange(S, (x − 1)Φ′
1(x)),

lstchange(S, (x+ 1)Φ′
1(x)))

k5 = min(k5, lstchange(S, (x− 1)(x+ 1)Φ1(x)))
end if
k6 = lstchange(S,Φ1(x)Φ

′
1(x))

k7 = min(lstchange(S, (x − 1)Φ1(x)Φ
′
1(x)),

lstchange(S, (x+ 1)Φ1(x)Φ
′
1(x)))

k8 = lstchange(S, (x− 1)(x+ 1)Φ1(x)Φ
′
1(x))

flag = 2
end if
if flag = 2 then
j = min(lstchange(S,Φ2(x)), lstchange(S,Φ

′
2(x)))

if j = lstchange(S,Φ2(x)) then
k9 = lstchange(S,Φ2(x))
k10 = min(lstchange(S, (x − 1)Φ2(x)),
lstchange(S, (x+ 1)Φ2(x)))
k11 = lstchange(S, (x− 1)(x+ 1)Φ2(x))

end if
if j = lstchange(S,Φ′

2(x)) then
k9 = min(k9, lstchange(S,Φ

′
2(x)))

k10 = min(k10, lstchange(S, (x − 1)Φ′
2(x)),

lstchange(S, (x+ 1)Φ′
2(x)))

k11 = min(k11, lstchange(S, (x− 1)(x+ 1)Φ2(x)))
end if
flag = 3

end if
if flag = 3 then
j = min(lstchange(S,Φ1(x)Φ2(x)),

lstchange(S,Φ′
1(x)Φ2(x)),

lstchange(S,Φ1(x)Φ
′
2(x)),

lstchange(S,Φ′
1(x)Φ

′
2(x))

if j = lstchange(S,Φ1(x)Φ2(x)) then
k12 = lstchange(S,Φ1(x)Φ2(x))
k13 = min(lstchange(S, (x − 1)Φ1(x)Φ2(x)),
lstchange(S, (x+ 1)Φ1(x)Φ2(x)))
k14 = lstchange(S, (x− 1) (x+ 1)Φ1(x)Φ2(x))

end if
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if j = lstchange(S,Φ′
1(x)Φ2(x)) then

k12 = min(k12, lstchange(S,Φ
′
1(x)Φ2(x)))

k13 = min(k13, lstchange(S, (x − 1)Φ′
1(x)Φ2(x))

, lstchange(S, (x+ 1)Φ′
1(x)Φ2(x)))

k14 = min(k14, lstchange(S, (x
2 − 1)Φ′

1(x)Φ2(x)))
end if
if j = lstchange(S,Φ1(x)Φ

′
2(x)) then

k12 = min(k12, lstchange(S,Φ1(x)Φ
′
2(x)))

k13 = min(k13, lstchange(S, (x − 1)Φ1(x)Φ
′
2(x))

, lstchange(S, (x+ 1)Φ1(x)Φ
′
2(x)))

k14 = min(k14, lstchange(S, (x
2 − 1)Φ1(x)Φ

′
2(x)))

end if
if j = lstchange(S,Φ′

1(x)Φ
′
2(x)) then

k12 = min(k12, lstchange(S,Φ
′
1(x)Φ

′
2(x)))

k13 = min(k13, lstchange(S, (x− 1)Φ′
1(x)Φ

′
2(x)))

end if
flag = 4

end if
if flag = 4 then
j = min(lstchange(S,Φ1(x)Φ

′
1(x)Φ2(x))

, lstchange(S,Φ1(x)Φ
′
1(x)Φ

′
2(x))

if j = lstchange(S,Φ1(x)Φ
′
1(x)Φ2(x)) then

k14 = lstchange(S,Φ1(x)Φ
′
1(x)Φ2(x)))

k15 = min(lstchange(S, (x − 1)Φ1(x)Φ
′
1(x)Φ2(x))

, lstchange(S, (x+ 1)Φ1(x)Φ
′
1(x)Φ2(x)))

k16 = lstchange(S, (x2 − 1)Φ1(x)Φ
′
1(x)Φ2(x)))

end if
if j = lstchange(S,Φ1(x)Φ

′
1(x)Φ

′
2(x)) then

k14 = min(k14, lstchange(S,Φ1(x)Φ
′
1(x)Φ

′
2(x))))

k15 = min(k15, lstchange(S, (x −
1)Φ1(x)Φ

′
1(x)Φ

′
2(x)))

end if
end if
According to the algorithm 1, for ki and ki+1, they are
adjacent and the linear complexity of ki is greater.
The following rules should be applied to get the desired
k-error linear complexity.
Rules to get desired k-error linear complexity
1. Define the item ki as the line correspongding to

ki < k < ki+1

2. Calculate each value of k separately by the algo-
rithm above;

3. If ki+1 > ki, item ki is deleted and ki+1 is retained;
4. If ki = ki+1, item ki is deleted and ki+1 is retained;
5. If ki+1 < ki, items from kj+1 to ki are deleted, here

kj is the first k that is less than ki+1 and j < i.

By arranging the reserved ki and the corresponding
linear complexity in ascending order, we can finally ob-
tain the linear complexity segmented expression of the
sequence.

Proof. Let β denote how many bits we change in the se-
quence. If the linear complexity of the sequence is p2 − p,
it is the minimum of the linear complexity of the sequence
S2p2

. Therefore, changing any bits of the sequence will
not cause a decrease in the linear complexity as long as the
period of the sequence does not decrease. So we consider

how many terms changed in S2p2

will cause the period to
decrease. We can see that the period of s will drop to
2p when each column of matrix MS is (k, k, . . . , k)

T
, so

we only need to change

(
p− max

0⩽l<q
{wtl (Mi)}

)
terms for

each column.

Based on the observation and derivation of different
sequences generated by different generating polynomials ,
we can find that if Φ1 (x) Φ

′
1 (x) | S2p2

(x), then the sums
of each element in each odd column in the matrix MS are
equal, and the same for the even columns. So we take µ =
2p − max

0⩽j<q
{n2j} − max

0⩽j<q
{n3j} to satisfy this condition,

when β ≥ µ, the linear complexity of sequence LC (s) ≤
2p2 − 2p+ 2. When (x+ 1)Φ1 (x) Φ

′
1 (x) | S2p2

(x), the
sums of the elements in each column of the matrix are
equal. When (x− 1)Φ1 (x) Φ

′
1 (x) | S2p2

(x), the sums of
each element of each odd column in the matrix are equal,
and the same for even columns, and the sum of these
two numbers is 0. So, we take α1 = 2p − max

0⩽j<q
{m1j},

α2 = 2p − max
0⩽j<q

{n2j + n3j} and k = min {α1, α1} to

satisfy the condition. When β ≥ k, the linear complexity
of sequence LC (s) ≤ 2p2 − 2p+ 1.

According to Theorem 1 we can know that the gener-
ating polynomial is obtained by combining the six poly-
nomials (x− 1), (x+ 1), Φ1 (x) , Φ′

1 (x) , Φ2 (x) and

Φ′
2 (x) under the constraints of

(
xp2

+ 1
)

∤ S (x) and

(Φ2 (x) Φ
′
2 (x)) ∤ S (x). They all represent different ma-

trix characteristics. (x− 1) represents that the sum of
each bit in the matrix is 0; (x+ 1) represents that the
sum of odd bits and sum of even bits in the matrix are
equal; Φ1 (x) represents that in the matrix A(3), the sums
of each column are equal; Φ′

1 (x) represents that in the
matrix A(4), the differences between the sum of even bits
and the sum of odd bits in each column should be equal;
Φ2 (x) represents that in A(3), the elements of each col-
umn share the same value; and Φ′

2 (x) represents that in
matrix A(4), the even and the odd bits of each column
are the same value respectively, and their sum is 0. Their
combination will bring new characteristics to the matrix,
for example,(x− 1) (x+ 1) represents that the sum of the
odd bits and the sum of the even bits of the matrix are
equal, and their sum is 0. Since q is a prime, their sums
must both be 0.

Based on the different generating polynomials, we ob-
tain different sequences with different matrix characteris-
tics and find the minimum number of bits that need to be
changed for the current matrix to obtain the specific char-
acteristic, and combining the conditions of the same linear
complexity, we obtain the most general conclusion. Then,
using the rules described in Algorithm 1., we can obtain
the k-error linear complexity for a given sequence. □

3.2 Numerical Example

In this section, we will randomly generate a q-ary se-
quence to illustrate how to use the algorithm we devel-
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oped in Section 3.1 to obtain the desired k-error linear
complexity. Specifically, we will demonstrate how to ap-
ply the algorithm to compute the k-error linear complex-
ity of the generated sequence. This example will provide
a step-by-step explanation of the algorithm and serve as
a guide for applying it to other sequences. Let S be
a 3-ary sequence of period T = 2 × 52 , with ST =
11121 21010 12021 22112 11120 02001 02002 11100 11112
02100, then the corresponding p × p matrices are A(3) =

A(1) + A(2) =


1 0 1 2 2
2 0 0 1 2
2 0 1 2 1
0 0 2 2 1
1 0 2 2 0

 and A(4) = A(1) −

A(2) =


1 2 1 2 0
2 2 0 1 1
0 1 2 2 1
1 1 0 0 0
1 2 0 2 0

 ,and the corresponding p×2p

matrix is Ms =


1 1 1 2 1 2 1 0 1 0
1 2 0 2 1 2 2 1 1 2
1 1 1 2 0 0 2 0 0 1
0 2 0 0 2 1 1 1 0 0
1 1 1 1 2 0 2 1 0 0

,
the sum of odd items is 2 and the sum of even items
is 1.

Let µ1 = p2 − max
0⩽j<q

{m8j}, µ2 = µ1 + 2 (p−m9),

µ3 = µ1 + µ20,

µ4 =



0, if
∑

0⩽i<2p2

i≡0( mod 2)

si ≡
∑

0⩽i<2p2

i≡1( mod 2)

si ≡ 0 (mod q)

1, if
∑

0⩽i<2p2

i≡0or1( mod 2)

si ≡ 0 (mod q)

2, else.

,

µ5 = p2 −m6, µ6 = µ5 + 2µ9,

µ7 =


0, if

∑
0⩽i<2p2

i≡0( mod 2)

si −
∑

0⩽i<2p2

i≡1( mod 2)

si ≡ 0 (mod q)

1, else.

,

µ8 =
∑

0⩽j<p

(p−m4), µ9 = p−m7,

µ10 = µ8 + 2µ9, µ11 = p− max
0⩽j<q

{m5j}, µ12 = µ5 + 2µ11,

µ13 =


0, if

∑
0⩽i<2p2

i≡0( mod 2)

si +
∑

0⩽i<2p2

i≡1( mod 2)

si ≡ 0 (mod q)

1, else.

,

µ14 = µ8 + 2µ11, µ15 = µ5 + µ4, µ16 = µ8 + 2µ13,
µ17 = 2p − m10, µ18 = 2p − max

0⩽j<q
{m1j},

µ19 = 2p− max
0⩽j<q

{m2j +m3j},

µ20 = 2p − max
0⩽j<q

{m2j} − max
0⩽j<q

{m3j}, µ21 = µ9 + 2µ4,

µ22 = µ11 + 2µ7 µ23 =
∑

0⩽i<p

(
p− wt0

(
A

(3)
i

))
,

µ24 = µ23 + µ17, µ25 =
∑

0⩽i<2p

(
p− max

0⩽l<q
{wtl (Mi)}

)
,

these items are used to compute the funcion
lstchange(s, h(x)) in the algorithm.

Analyzing A(3), we find that the sums of each column of

A(3) are 0. Therefore, we can conclude that the generating
polynomial of the sequence is (x−1)Φ1(x). Then, accord-
ing to the rules in Algorithm 1, k0 to k3 should be ignored,
and k4 = lstchange(S, (x− 1)Φ1(x)) = µ9 = 0. Then we
can compute k5 = lstchange(S, x2 − 1Φ1(x

2)) = µ21 =
2(we can increase and decrease 1 by the corresponding
bits si and si+p2 , here i is an odd number, respectively),
next from our computation we can get that k6 = µ20 = 6,
k7 = min(µ19, µ18) = 6, k8 = µ17 = 6, k9 = µ8 = 9,
k10 = min(µ16, µ5) = 9, k11 = µ15 = 17, k12 = µ14 = 13,
k13 = min(µ10, µ12) = 15, k14 = µ6 = 12, k15 = µ3 = 15,
k16 = µ2 = 15, k17 = µ24 = 19, k18 = µ25 = 21.
And the branches we choose are Φ2(x), Φ1(x)Φ2(x)

′ and
Φ1(x)Φ1(x)

′Φ2(x)
′.

Applying the rules in Algorithm to all k, we can know
k6, k7, k9, k11, k12, k13 and k15 should be deleted so
the k -error linear complexity segmented expression of the

sequence is LCk (s) =



2p2 − p, if k4 ⩽ k < k5
2p2 − p - 1, if k5 < k ⩽ k8
2p2 − 2p, if k8 ⩽ k < k10
p2 + p− 1, if k10 ⩽ k < k14
p2 − 1, if k14 ⩽ k < k16
p2 − p+ 1, if k16 ⩽ k < k17
p2 − p, if k17 ⩽ k < k18
⩽ 2p, if k18 ⩽ k

.

Then it is easy to get the k-error linear complexity seg-
mented expression:

LCk (s) =



45, if 0 ⩽ k < 2
44, if 2 ⩽ k < 6
40, if 6 ⩽ k < 9
28, if 9 ⩽ k < 12
24, if 12 ⩽ k < 15
21, if 15 ⩽ k < 19
20, if 19 ⩽ k < 21
≤ 10, if 21 ⩽ k

.

We ran the program for algorithm 2 from [18] and com-
pared its results with our own computations of the k-error
linear complexity of sequence s. We found that the algo-
rithm produced the same results as our computation.

To further test the accuracy of our method, we ran-
domly generated additional sequences using different gen-
erating polynomials. In all cases, our computations were
consistent with our proposed algorithm. These results
demonstrate the effectiveness and reliability of our ap-
proach.

4 K -error Sequences

In this section, we will introduce how to compute the
number of k-error sequences of a sequence by the matrix
method, and analyze the case when the linear complexity
of the sequence decreases to about p2, and it is closer to an
all-0 matrix after arranging it into a A3-matrix , this will
be presented in Section 4.1. We will then give a specific
example to demonstrate the correctness of the method,
this will be presented in Section 4.2.
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4.1 Get the Number of k-error Sequences

In this section, we will introduce a new method to com-
pute the number of k-error sequences of a sequence based
on the different matrix characteristics of the sequence at
different linear complexities.

First, according to Theorem 2, we can know how many
bits we should change, which generating polynomial the
current sequence corresponds to and what characteristics
the corresponding matrix should have. Then, to change
the initial sequence to the target sequence, we can find
out which changes are required at which positions in the
matrix. Finally, we can obtain the number of ki-error
sequences and all ki-error sequences.

Let µ26 = µ23 + 2µ4, µ27 = µ23 + 2µ13.

Theorem 3. Let S = (sn)
∞
n=0 be a q-ary sequence with

the least period 2p2, and the corresponding matrices and
polynomials as described above, we have

(i) β1 =
∑

0⩽i<p

(
p− wt0

(
A

(3)
i

))
,

(ii) Suppose gcd
(
x2p2 − 1, S (x)

)
is

(x− 1)Φ1 (x) Φ2 (x), then the matrix A(3) con-
sisted of this sequence is an all-0 matrix, and we
should change µ1 bits to get it.If µ1 is chosen to be
k13, then the number of k13-error sequences should
be 2β1 ;

(iii) Suppose gcd
(
x2p2 − 1, S (x)

)
is

(x− 1) (x+ 1)Φ1 (x) Φ2 (x), then the matrix A(3)

consisted of this sequence is an all-0 matrix, the sum
of the odd bits and the sum of even bits are both
0, and we should change µ26 bits to get it. If µ26

is chosen to be k14, then the number of k14-error
sequences should be 2β1 × pµ4 ;

(iv) Suppose gcd
(
x2p2 − 1, S (x)

)
is

(x− 1)Φ1 (x) Φ
′
1 (x) Φ2 (x), then the matrix A(3)

consisted of this sequence is an all-0 matrix, and
the sums of the even and odd columns in the matrix
Ms are respectively equal and their sum is 0 (in the
modulo q operation), and we should change µ27 bits
to get it.If µ27 is chosen to be k16, then the number
of k16-error sequences should be 2β1 × pµ20/2;

(v) Suppose gcd
(
x2p2 − 1, S (x)

)
is

(x− 1) (x+ 1)Φ1 (x) Φ
′
1 (x) Φ2 (x), then the ma-

trix A(3) consisted of this sequence is an all-0 matrix
and the sums of each column in matrix Ms are all
0, and we should change µ24 i.e. k17 bits to get it,
then the number of k17-error sequences should be
2β1 × pm10/2.

Proof. According to Theorem 2, we know that when the
generating polynomial contains

(i) (x− 1)Φ1 (x) Φ2 (x), then the matrix A(3) con-
sisting of the sequence is an all-0 matrix, also in ma-
trix Ms, the sum of each element in i-th column and
the sum of each element in the (i+ p)-th column sum

to 0(in the modulo q operation), and the sum of odd
and even bits in the matrix is 0;
(ii) (x− 1) (x+ 1), then the sum of the odd bits and
the sum of even bits of the matrix are equal, and their
sum is 0;
(iii) Φ1 (x) Φ

′
1 (x), then the sums of each element in

each odd column in the matrix MS are equal, and
the same for the even columns.

In order to achieve the desired matrix characteristics,
we need to first change the sequence so that it satisfies
(x− 1)Φ1 (x) Φ2 (x) | S (x). So we just need to find ev-
ery bit in the matrix A(3) that is not 0, for example, if

A
′(3)
i = q1 , then q − q1 needs to be added to either si or

s(i+p) (under the mod q operation), so 2µ1 bits needs to
be changed.

If the sequence is expected to satisfy (x − 1)(x +
1)Φ1(x)Φ2(x), we need to determine whether the sum of
the even bits and the sum of the odd bits of the changed
sequence are both 0. If not, it can be seen that the sums
of the even and the odd bits are q1 and q−q1 respectively
at this time, and we need to change the matrix A(3) with
each bit of it kept as 0. We can choose any bit of A(3) like

A
′(3)
i . Then add q − q1 to the even element and q1 to the

odd element in si and s(i+p), so that the sum of the even
and odd bits of the sequence is 0 under the condition that
each bit of the matrix A(3) is 0.

Acoording to Theorem 2, β1 denotes the number of bits
in matrix A(3) that are not 0, and µ4 denotes whether the
sum of even bits and the sum of odd bits of the sequence
are both 0. So we can get the number of k16-error se-
quences should be 2β1 × pµ4 ;

The proof of the conditions of (x−1)Φ1(x)Φ
′
1(x)Φ2(x)

and (x − 1)(x + 1)Φ1(x)Φ
′
1(x)Φ2(x) is similar to above.

The other cases are studied in the same way as in Theorem
4. □

4.2 Numerical Example

Let S be a 3-ary sequence of period T = 2 ×
52 with ST = 21210 21020 21202 10122 11122
12120 12010 12101 20211 22211, then the correspond-

ing 2p × p matrix is As =



2 1 2 1 0
2 1 0 2 0
2 1 2 0 2
1 0 1 2 2
1 1 1 2 2
1 2 1 2 0
1 2 0 1 0
1 2 1 0 1
2 0 2 1 1
2 2 2 1 1


≜

[
A(1)

A(2)

]
, the corresponding p × p matrices are A(3) =

A(1) + A(2) =


0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

 and A(4) = A(1) −



International Journal of Network Security, Vol.25, No.4, PP.620-629, July 2023 (DOI: 10.6633/IJNS.202307 25(4).09) 628

A(2) =


1 2 1 2 0
1 2 0 1 0
1 2 1 0 1
2 0 2 1 1
2 2 2 1 1

, and the corresponding p×2p

matrix is Ms =


2 1 2 1 0 2 1 0 2 0
2 1 2 0 2 1 0 1 2 2
1 1 1 2 2 1 2 1 2 0
1 2 0 1 0 1 2 1 0 1
2 0 2 1 1 2 2 2 1 1

.
According to Theorem 3, the generating polynomial

of the sequence contains (x− 1)Φ1 (x) Φ2 (x). Therefore,
after arranging the sequence into a A(3)-matrix, each bit
is 0. According to our computation, the sum of the even
bits of the sequence is 1 , the sum of the odd bits of
the sequence is 2, µ4 = 2, µ20 = 4, m10 = 10 and the
k-error linear complexity of the sequence is LCk (S) =

25, if 0 ⩽ k < 2
24, if 2 ⩽ k < 4
21, if 4 ⩽ k < 10
20, if 10 ⩽ k < 22
⩽ 10, if 22 ⩽ k

. According to the computa-

tion, when the linear complexity decreases to 24, the gen-
erating polynomial of the sequence after changing 2 bits is
(x− 1) (x+ 1)Φ1 (x) Φ2 (x). When the linear complexity
decreases to 21, the generating polynomial of the sequence
after changing 4 bits is (x− 1)Φ1 (x) Φ

′
1 (x) Φ2 (x). When

the linear complexity decreases to 20, the generating
polynomial of the sequence after changing 10 bits is
(x− 1) (x+ 1)Φ1 (x) Φ

′
1 (x) Φ2 (x). When the linear com-

plexity is less than 10, the generating polynomial of the
sequence after changing 22 bits is Φ2 (x) Φ

′
2 (x). At this

point, the period of the sequence decreases.

According to Theorem 3, the number of 2-error se-
quences is 25, the number of 4-error sequences is 25, the
number of 10-error sequences is 3125.

According to our computation, in order to make the
sum of the odd bits and the sum of the even bits of the
original sequence both 0, we randomly select 17th bit of
matrix A(3) to change. Since the 17th bit of the sequence
is odd and bit 42nd(17 + 25) is even, we set 17th bit of
the error sequence to 1 and 42nd bit to 2. i.e. E = 00000
00000 00000 01000 00000 00000 00000 00000 02000 00000,
we can obtain LC (S + E) = 24 by the algorithm 1 in [18],
A(3) remains unchanged and the sum of odd bits and the
sum of even bits of the original sequence are both 0. Since
the number of 2-error and 4-error sequences is not large,
the sequence in the example is a ”good” sequence.

In this section, we provide a new method for comput-
ing the number of k-error sequences of q-ary sequence
with period 2p2, While the method is effective, further
improvements can be made to enhance its accuracy and
efficiency.

Additionally, our approach can be extended beyond q-
ary sequences with period 2p2 to other periodic binary
sequences and q-ary sequences as well. This expansion of
our methodology has the potential to broaden its range
of applications and impact different areas of research.

5 Conclusion

In this paper, we first analyze the values of the linear
complexity of q-ary sequences with period 2p2, and study
the characteristics of matrices under different linear com-
plexities to compute the corresponding k to obtain the
k-error linear complexity of the sequence by four differ-
ent matrix forms. Then, we analyze all possible k-error
sequences in one case and demonstrate the feasibility of
applying the matrix method to analyze the number of k-
error sequences. And this method can be extended to
other periodic binary sequences and q-ary sequences as
well.
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Abstract

The current traceability system certifies traceability ac-
curacy by on-site examination or sampling inspection to
promote food safety. However, such an afterward test and
trace model no longer guarantees food safety. The food
safety scandals that happened in the past few years called
into question the effectiveness of the entire examination
system. An instantaneous tracking and tracing system
will significantly lower the usage of substandard products
and low-price substitutes at the marketing stage and pre-
vent dishonest conduct in traceability-related businesses.
This study designed a new tracking system incorporating
logistic codes and tracking codes to enhance the current
agricultural produce’s security mechanism and the food
traceability certification system. This mechanism adopts
the virtual correlation model to reduce certification costs.
It provides a complete and sound real-time tracking sys-
tem for society and the industry to safeguard consumer
rights and promote the competitiveness of qualified busi-
nesses.

Keywords: Food Traceability System; NFC; QR Code;
RFID; Traceability System

1 Introduction

Agricultural produce traceability certification manage-
ment aims to enhance the quality and safety of process-
ing products and promote people’s health and consumer
rights. Traceability is defined as the complete records of
open and traceable agricultural produce from production,
processing, package, distribution to sales, and the labeling
are qualified by the certification authority. The distri-
bution process is the transaction affecting the integrity
of agricultural products, such as the original package
or labeling of agricultural produce, organic agricultural

produce, or agricultural processing products. Therefore,
complete records could offer correct tracking and tracing
for traceability [8].

The agriculture and food traceability system informs
consumers about their diet [22, 23]. A consumer can in-
put the “tracking number” of a product certified by the
certification authority to acquire information on product
areas, producers, production processes (including the use
of chemicals and the examination results of Good Agri-
cultural Practice, GAP), output, packaging, and deliv-
ering [20]. In this case, the damage coverage and the re-
sponsibility belonging can be clarified at the first moment
when food safety events occur. It is necessary to manage
the tracing source, examine at all levels according to the
product removal, recovery, and compensation processes,
prevent the events from spreading, and guarantee food
safety for consumers [20].

To effectively manage traceability, tracking and trac-
ing, supply, delivery, distribution, and sales information
should be thoroughly controlled [9]. Therefore, the trace-
ability system is called Traceability Information, which is
eventually achieved by transforming barcode labels into
information flow [28]. In addition, the agricultural pro-
duce traceability certification management should be sat-
isfied the following “information openness and preserva-
tion” and “labeling” requirements:

1) The authority should certify Public information in
the information system.

2) Product labeling should cover (1) the label, (2) the
name of the product, (3) the trace code, and (4) the
way of information openness.

3) The traced, inquired, and open traceability informa-
tion through the information system should at least
contain (1) the name of the product, (2) the name of
the agricultural produce businesses, (3) the place of
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production, (4) trace code, (5) major event in opera-
tion, (6) date of the package, (7) name of certification
authority, and (8) validity of the certification.

In short, when any parts of the product label are
changed, the changed information needs to be transmit-
ted [5, 12, 19]. The premise is to master all transparent
information in and out of the marketing spots. However,
it is considered as static records; in fact, the dynamic
delivery process is often ignored as it is defined as not
changing the label information and no need for printing
labels. Therefore, it results in the blind spot of traceabil-
ity. Accordingly, an accurate automatic traceable track-
ing and tracing system cannot be established because the
tracking and tracing cannot be in active condition. Ap-
plying the concept of traceability route to this study, the
product delivery at the logistics stage is also included in
the tracking and tracing to establish an automatic trace-
ability system [4]. By reinforcing real-time monitoring, it
could develop the effectiveness of finding and dealing with
problems at the first moment [7].

The successive sections are organized in the following.
The tracking and tracing model [11] and the deficiency of
the current traceability system are described in Section 2.
Section 3 demonstrates the automatic tracking and trac-
ing system model proposed in this study; the tracking
and tracing mechanism and the advantages of applying
logistics virtual codes are also explained. The differences
between the current system and the one in this study are
analyzed and compared in Section 4. Finally, conclusions
are proposed in Section 5.

2 Tracking and Tracing Model
and Deficiency of Current
Traceability System

This section explains the tracking and tracing model, cod-
ing, and the current traceability system’s deficiency.

2.1 Tracking and Tracing Model of Cur-
rent Traceability System

In the tracking and tracing model of the current trace-
ability system, the information of producers, wholesalers,
processing manufacturers, and retailers are transparent,
allowing the authorities and the certification authorities
to track the product flow and relevant businesses and
consumers to trace the product flow. In this case, the
tracking and tracing objectives could be achieved with
complete records [13]. As a result, tracking products
with materials needs to forecast the product flow, and
tracing materials from products could check the current
source [24]. Finally, a consumer can confirm and prove
the product security in the system with the ”trace code”
on the label. A ”trace code” similar to the identity of
agricultural produce plays an irreplaceable information
flow in the system [9]. The following section will explain

how the coding of a ”trace code” records the regulated
open information and how the system creates a win-win
for producers, distributors, consumers, and managers.

2.2 Coding of Trace Code

According to the 2004 coding standards, the trace code
was designed based on the structure of the 14-digit trace-
ability trace code (TC) in Table 1 and extended to the
distribution code (DC) and electronic distribution code
(EC) in Table 2. Furthermore, to cope with the one-
print-one-trace code policy of the Agriculture and Food
Agency and to complement the inadequacy of the original
trace code NNNN, the design is reinforced as an electronic
distribution code (EC) in Table 3.

Consistent data exchange standards are used for out-
putting the column definition and various standards to
achieve the food tracking and tracing objectives and com-
plete the food production information system [6, 21, 27].
The product could be upward traced or downward tracked
from the shift at stages to label necessary information
on the batch of food [14]. Meanwhile, the safety of sup-
ply chains can be controlled through production manage-
ment, logistics process, liability assessment, and risk ar-
ticulation [14].

2.3 Deficiency of Current Traceability
System Coding Model

The food tracking and tracing application management [1,
2,10,21] loads the product information to the tracking and
tracing system (Table 4). In addition, it plans a complete
food cloud core structure to integrate upstream and down-
stream businesses in the food industry. Furthermore, it
advises businesses on developing the food tracing infor-
mation system, which expects to expose the flow of prob-
lematic products, allow the co-supervision of consumers,
and guard the national health and welfare [20].

In Table 4, the overlapped management items in the
product differentiation are the critical tracking and trac-
ing information in the system [19]. Nevertheless, because
of the shift in product differentiation, it is considered in-
sufficient to master logistics businesses [15].

It is evident that the Delivery barcode in Step 2 con-
veys the Material barcode in Step 1, and the Delivery
barcode in Step 8 conveys the Certification barcode in
Step 7 [9]. According to the description in the previous
section, the distribution code or the electronic distribu-
tion record number in the delivery barcode is the same
no matter which logistics delivers the product [21]. The
system does not identify or certify it because the logis-
tics delivery process is regarded as internal auditing and
tracking [3]. For this reason, a person could duplicate
the delivery barcode, and the abnormal situation of two
products with one code in the allowed time might appear
to result in a loophole. On the other hand, the trace code
is updated merely when the content is changed. There-
fore, the distribution barcode at the logistics stage will
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Table 1: Design of traceability trace code

Table 2: Design of distribution code

Table 3: Design of electronic distribution code
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Table 4: Regulations of Food Tracking and Tracing System Management

not need to update the code. In this case, a person will
have enough time for fraud to cause a blind spot in track-
ing and tracing [9]. This is the problem and blind spot
this study intends to solve. An automatic tracking and
tracing management mechanism combined with the cur-
rent system is proposed in this study to overcome such
blind spots and problems.

3 Automatic Tracking and Trac-
ing Traceability System

An automatic real-time traceable certification tracking
and tracing system is named in this study [4]. The sys-
tem is aware of the product location anytime once the first
barcode label is output to the sales and a consumer [2].
Under the safety premise of repetition as fraud, the sys-
tem immediately alerts any repeated labels to guarantee
the management. Furthermore, the traceability route and
logistics virtual codes are classified for reinforcing physi-
cal codes’ tracking and tracing mechanism [4].

3.1 Traceability Tracking and Tracing
Mechanism

For a system, the upward tracing-and-inquiring and the
downward tracking-and-monitoring are technically both
sides when the loaded information is adequate [7]. Be-
sides, abnormity will be tracked so that unpreventable

abnormal events can be traced to the sources to explore
the causes [14]. For this reason, the operation model for
the tracking and tracing mechanism is set before propos-
ing the automatic traceable tracking and tracing system
in this study, shown in Figure 1, to construct the proposed
traceability [11]. First, the tracking and tracing routes are
executed through the system association diagram.

Figure 1: Traceable tracking and tracing multi-level asso-
ciation mechanisms

In Figure 1, at least three association diagrams, (1-1.1-
2), (2-1.2-2), and (3-1.3-2), are required for the four trace-
ability stages. For example, the tracking route shows 1-1
production ID�1-2 processing ID�2-1 processing ID�2-
2 distribution ID�3-1 distribution ID�3-2 sales ID, and
the tracing route reveals the reverse 3-2 sales ID�3-1 dis-
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tribution ID�2-2 distribution ID�2-1 processing ID�1-
2 processing ID�1-1 production ID. As long as the parts
are linked, the required traceability information can be
immediately inquired with a product trace code (ID). Un-
der such a mechanism, logistics (ID) virtual codes could
reinforce the tracking and tracing mechanism of physical
codes [18], allowing products to be tracked and traced
anytime.

3.2 Logistics Virtual Code Information
Flow Tracking and Tracing Mecha-
nism

In the food and relative product tracking and tracing sys-
tem, the product flow is regarded as the primary infor-
mation, stressing “forecasting” the product flow [17] (lo-
gistics businesses and downstream manufacturers). This
study aims to reinforce the tracking and tracing mecha-
nism of physical codes that should still be followed. To
achieve strict tracking and tracing and externalize inter-
nal auditing information at the logistics stage, the added
trace code is called a “logistics virtual code.” Figure 2
shows the logistics virtual code information flow tracking
and tracing mechanism proposed in this study.

The delivery process in the logistics business is in-
cluded in the internal auditing process in current trace-
ability. Concerning the current development of supply
chain tracking technology in logistics businesses, it looks
reliable to link an external tracing mechanism with the in-
ternal tracking system [24–26] when abnormal events oc-
cur. However, fraud in the delivery process or the abnor-
mal certification at the delivery destination cannot timely
make up for the deficiency. Accordingly, this study pro-
poses combining delivery receipts of a logistics business
with the tracking system in a certification center to avoid
the risk in the product delivery process. Before a logis-
tics business delivers the product, the product flow has
to be accounted for according to the regulations. The
traceability is scanned or sensed with a mobile device at
the delivery stage for real-time uploading to the traceabil-
ity certification center and to record individual product
traceability, product flow, and mobile device ID. This is
the logistics ID, as shown in Figure 2.

Under the structure, the connection of logistics codes,
and traceability, it could achieve the advantages of exter-
nalization, virtualization, and automation.

3.2.1 Externalization

Because of the boom of logistics supply chains match-
ing with relatively automated logistics devices, the prod-
uct flow delivered from the logistics to the destination is
the standard logistics tracking process of internal audit-
ing in a logistics business [15]. As a result, a logistics
business could offer real-time product inquiry services for
clients. The processes of making orders, delivery, arrival,
and inspection of goods could be achieved through in-
ternal tracking. The current traceability system also re-

gards the operation as an external supporting system, but
merely auditing risks with sampling inspection and exam-
ination [21]. From 1-3 and 2-3, Logistics ID designed at
the processing and distribution stages in Figure 2, a logis-
tics business could advise the flow location of an individ-
ual product at a time point in the channel. Consequently,
it results from externalizing internal operations in a logis-
tics business. When internalizing it in the traceability
process is the deserved service of the consumers of a lo-
gistics business, the traceability certification unit could
understand any product flow with such a design, and the
change of externalizing the logistics process to the trace-
ability internalization will have the system integration to
develop the effectiveness of complete monitoring.

3.2.2 Virtualization

It is assumed that this designed mechanism is operated
under the original traceability coding to promote the sys-
tem with minimal changes at various stages. Further-
more, under the premise of the traceability code not be-
ing updated when the traceability content is changed, the
combined logistics ID is regarded as a virtual code for the
system’s regular operation. From the mechanism in Fig-
ure 2, the tracing route does not contain the combined
logistics ID. In other words, a logistics ID merely appears
in the tracking route and is disposed of after use. Once
the product arrives at the designated product flow loca-
tion, the system will automatically delete the tracking
association and recover the association with the original
system. Since the logistics ID is not listed in the trace-
ability code, the issuing party does not need to print the
logistics ID. Therefore, It presents a virtual state, assists
the system in the tracking ability, and applies the current
advantages of logistics businesses to enhance the integrity
of traceability systems.

3.2.3 Automation

As the above descriptions of externalization and virtual-
ization, this study can be further applied and developed
after integrating traceability with the system of a logistics
business [15]. For example, the certification center could
assign the product flow party and inquire about the prod-
uct in the traceability tracking and tracing system after
receiving the product flow and the logistics ID uploaded
by the logistics business. Two auditing points could be
mastered in the process; one is the logistics delivery de-
vice, and another is the stock system at the product flow
end. When the traceability code is scanned or sensed at
the first auditing point, the system synchronously starts
1-3 or 2-3 Association in Figure 2 Logistics ID, automat-
ically transmits the logistics ID and the product trace-
ability information of the seller to the buyer, as well as
strictly monitors the period for product delivery according
to the regulated delivery time management items. When
the second auditing point receives the product, the stock
system would immediately uploads the product traceabil-
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Figure 2: Logistics virtual code information flow tracking and tracing mechanisms

ity to the certification center after scanning or sensing
the product traceability to remove the virtual state of a
logistics ID. The certification center would calculate the
delivery time for standard delivery to the product flow
end. If not, the system would immediately trigger the
alert message for purposive examination. In this case,
the automation process could delete any abnormities in-
duced at the stage to perfect the traceability system and
achieve preventive effectiveness.

In sum, the combination of the tracking and tracing
mechanism of logistics characteristics proposed in this
study presents the advantages of externalization, virtu-
alization, and automation. The system properties are
further analyzed and compared to understand the contri-
bution of this study to the current traceability tracking
and tracing mechanism.

4 Analysis and Comparison

The comparison between this system model and the cur-
rent traceability system is demonstrated in Table 5.

4.1 Traceability Coding

A trace code is defined as the code to identify the trace-
ability of agricultural produce of different batches. The
design in this study follows the original traceability cod-
ing and structures on the original system. However, it is
still compatible with another self-designed coding, pre-
senting more excellent expandability by accepting tiny
system changes and being compatible with other hetero-
geneous systems.

4.2 Information Flow Association

As the comparison between Figure 1 and Figure 2, the
information flow of the current system shows 1-1 produc-
tion ID��1-2 processing ID��2-1 processing ID��2-
2 distribution ID��3-1 distribution ID��3-2 sales ID,

where �� stands for the tracking route and the tracing
route being the same but opposite. The system’s infor-
mation flow in this study divides the tracking and tracing
routes into two different routes. The tracing route is con-
sistent with the current system as 3-2 sales ID�3-1 dis-
tribution ID�2-2 distribution ID�2-1 processing ID�1-
2 processing ID�1-1 production ID, while the tracking
route is added the logistics time flow as 1-1 production
ID�1-2 processing ID�(1-3logisticsID)�2-1 processing
ID�2-2 distribution ID�(2-3logisticsID)�3-1 distribu-
tion ID�3-2 sales ID. The tracking route is still the same
as the current system after completing the logistics deliv-
ery and inspection of goods.

4.3 System Integration

In the era when Cloud is prevalent, internal auditing de-
pends on the operation of a private Cloud, while external
auditing relies on constructing a public Cloud. When
a producer cannot construct a private Cloud, it is re-
quested by the authority to register relevant production
information with excellent agricultural produce certifica-
tion management and regarding farmers as the internal
customers [2]. Therefore, the information at this certifi-
cation stage could be the indirect internal auditing man-
agement measure to construct further the basis of the
tracking and tracing traceability system, similar to shar-
ing private Cloud on public Cloud. The logistics virtual
code information flow tracking and tracing mechanism de-
signed in this study attempts to externalize the informa-
tion in the internal auditing private cloud at the logistics
stage and includes the traceability in the public Cloud.
By applying logistics tracking advantages, it reinforces
the tracking and tracing channels of the original system
through system integration. As a result, a more efficient
tracking and tracing traceability system will be naturally
constructed when matching with the relevant law amend-
ment.
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Table 5: Comparison between this system and current traceability tracking and tracing mechanism

Differentiation Current tracking and Tracking and tracing mechanism
Differentiation tracing mechanism in this study

Traceability coding According to regulations Following and compatible with current regulations
Information flow association Traceability stage Traceability stage and logistics information

System integration Original traceability system Combining with the deliver in logistics system
Logistics device ID Not included Including virtual code

Automation Yes No
Dynamic tracking No Yes
Tracking schedule Discontinuous Fully

Real-time certification ability No Yes
Certification cost High Low

4.4 Logistics Device ID

Logistics devices generally can scan or sense barcodes and
aim to control the logistics delivery process timely. How-
ever, since the current system focuses on distribution in-
formation to master the retail and wholesale of products,
the logistics device ID has not been included in the track-
ing and tracing mechanism. This study’s design empha-
sizes complementing the monitoring during the product
delivery to block someone from duplicating the traceabil-
ity barcode. For this reason, logistics’ delivery, distribu-
tion, and transit storage information is included in the
tracking and tracing. Furthermore, the virtual code asso-
ciation, automatically deleted when the product arrives at
the assigned product flow location, is applied to densely
connect the data. Therefore, the advantages of logistics
supply chains could be applied to current traceability for
success.

4.5 Automation

As the current system focuses on distribution, the track-
ing will eventually be entrusted to the internal auditing
of logistics which can hardly achieve the efficiency of au-
tomation. Therefore, logistics tracking is introduced in
this design. Section 3.2.3 mentions that two auditing
points derived in the process are utilized for directly up-
loading the movement of the certification center through
current logistics devices and the scanned and sensed trace-
ability of stock to achieve the efficiency of automation.

4.6 Dynamic Tracking

The upstream and downstream relation of the tracking
traceability in the current system is undoubted. Regard-
ing the current system, there are correspondent recording
standards for production, processing, and distribution for
system tracking. However, they are point tracking, after
all. Therefore, the shifting information between points
at each stage is still not included in the system infor-
mation flow. Therefore, dynamic tracking can hardly be

operated. Besides, the start of tracking is merely estab-
lished on an artificial examination, so it could not sat-
isfy the initiative. Nonetheless, the technique introduced
to the design in this study is based on dynamic track-
ing, so the certification unit could immediately construct
complete tracking information when receiving the logis-
tics code and the product traceability label, making the
certification mechanism automatically compared with the
product flow and the delivery time to acquire the dynamic
tracking effect.

4.7 Tracking Schedule

The product flow schedule is often changed because of
delivery locations. When a speculator delivers an imi-
tation (the real one is purposively delayed), it takes 8
hours for the repetition collision (the arrival), as the sit-
uation in Taiwan. As the delivery at the logistics stage
is interrupted, the current system cannot inquire about
the collision during the delivery, and it has to wait until
the sales stage. Therefore, the tracking time is compara-
tively more extended than the design in this study; par-
ticularly, the logistics code is compared with the product
flow information and the delivery time in this study, so
the delivery problem with an imitation could be blocked.
Consequently, when purchasing in a correspondent certi-
fication department, a consumer can reduce the risk in
food safety to zero. It is thanks to the design of seamless
tracking time.

4.8 Real-time Certification Ability

The so-called real-time certification refers to the ability to
inspect illegal traceability products in real-time. The cur-
rent system focuses on the change of product content to
decide the update of the traceability barcode [16]. There-
fore, the certification works depending on the sampling
inspection result. Even though a problematic product
is inspected, it can hardly reconstruct consumers’ confi-
dence once the damage occurs. Therefore, the importance
of real-time certification for the system is apparent. The
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design in this study especially takes the product certifica-
tion at the delivery stage into account to make up for the
deficiency of the current system. The product collision or
irrational delivery time could be discovered and handled
with the assistance of logistics virtual codes to comple-
ment and improve the current system, and it is a design
system with high practicability.

4.9 Certification Cost

The certification cost of the current system is based on
the workforce, and the certification performance requires
a sufficient organizational system. It is considered out-
dated in the current food cloud era [28]. This design
externalizes the internal delivery in the private logistics
cloud to the internal parts of traceability with an auto-
mated tracking system equipment in the current logis-
tics system. The certification unit merely needs to cer-
tify the devices of a logistics business. It is included in
the tracking mechanism to obtain timely, dynamic, and
time-reducing effectiveness, reducing the certification cost
and dramatically enhancing the certification performance.
This design could reduce the authority’s certification cost
by promoting the traceability 2.0 policy.

5 Conclusion

To overcome the blind spot and problem in certification
management during food delivery, the automatic trace-
able system proposed in this study covers the internal
auditing of logistics delivery in the traceable internal au-
diting tracking mechanism. It applies the virtual associa-
tion model to delete it after the product completes the as-
signed product flow and is thoroughly examined. There-
fore, it could complement the current system’s deficiency
and enhance the system’s real-time tracking and certi-
fication functions. From the analysis and comparison,
the logistics device ID is included in this study through
the system integration with logistics information without
changing the original traceable coding structure. There-
fore, it presents the efficacy of automation, dynamic track-
ing, and reduction of tracking schedules compared to the
current system. Besides, the unique real-time certifica-
tion ability essentially reduces the certification cost that
presents high practicability. Therefore, this design is ex-
pected to assist the authority in promoting the traceabil-
ity 2.0 policy, meeting the new traceability era, maintain-
ing food safety, reconstructing consumer confidence, and
enhancing the competitiveness of quality businesses.
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Abstract

Deep neural networks are highly vulnerable to data poi-
soning attacks, adversarial sample attacks, backdoor at-
tacks, and other attacks. Most backdoor attacks are
against image identification and natural language pro-
cessing. Still, they pay little attention to the backdoor
attack using data traffic in deep neural networks, which
can break deep learning-based intrusion detection sys-
tems. Hence, firstly, we propose a non-injection traffic
backdoor attack on deep neural networks in intrusion de-
tection systems, capable of misleading DBN and LeNet-
5 detection data and classifying attack traffic as normal
network behavior during detection. After that, we ana-
lyze dataset CSE-CIC-IDS2018, find three problems, and
optimize it by data cleaning, de-duplication, standardiza-
tion, and feature coding. Finally, we evaluate the pro-
posed traffic backdoor attack using the optimized dataset
CSE-CIC-IDS2018; When the victim network is DBN,
the proposed NITBA outperforms DeepFool and C&W by
15.94% and 28.94%in ASR, respectively, and GTAS takes
only 3.1s. When the victim network is LeNet-5, the pro-
posed NITBA outperforms DeepFool and C&W in ASR
by 11.55% and 23.52%, and GTAS takes only 5.7s.

Keywords: Backdoor Attack; DBN; Deep Neural Network;
Traffic Attack

1 Introduction

Deep neural network (DNN) in Deep learning has been a
great success in many applications in the last few years,
such as voice recognition [1], image processing [2], and
face recognition [3, 4]. However, the security attacks on
DNN have also aroused widespread concern, just like
backdoor attacks [5], adversarial attacks [6, 7], and data-
poisoned attacks [8,9], among which backdoor attacks are
more flexible, stealthy, and sophisticated. Specifically,
backdoor attacks can affect all phases of the machine-
learning pipeline.

More and more backdoor attacks against image iden-

tification and natural language processing are emerging
today. Guo et al. [10]proposed a simple backdoor at-
tack for face-matching systems called the generic identity
attack; Turner et al. [11] proposed to perturb the pixel
value of a benign image with the backdoor trigger am-
plitude instead of replacing the corresponding pixel with
the selected mode. For attacking a large number of re-
cently active pre-trained models in natural language pro-
cessing, Kurita et al. [12]used specific keywords as triggers
to poison the model weights for backdoor attacks; Chen et
al. [13] further generalized backdoor attacks by dividing
the triggering mechanism into three levels and showing
that a successful trigger should not change the normal
tags of the original sentence but mislead the model to
classify it as the target tag.

Few researchers have focused on backdoor attacks us-
ing data traffic in deep neural networks, which can break
deep learning-based intrusion detection systems. Hence,
we propose a Non-injected Traffic backdoor attack on a
Deep neural network called NITBA. Our work is summa-
rized below:

1) Design a new backdoor attack called NITBA, which
generates aggressive data traffic as a trigger to at-
tack without injection training. The model includes a
generation module, a converter module, and a detec-
tion module. The generation module takes a genera-
tive adversarial network model to generate data, the
converter module contains a random forest algorithm
and a converter that combines data, and the detec-
tion module is a deep belief network-based model for
intrusion detection systems and convolutional neural
networks LeNet-5.

2) Analyze dataset CSE-CIC-IDS2018 and find three
problems and optimize it to meet the requirements
of the experiment by data cleaning, de-duplication,
standardization, and feature coding.

3) ASR and GTAS are applied as evaluation metrics
for the proposed NITBA. When the victim network



International Journal of Network Security, Vol.25, No.4, PP.640-648, July 2023 (DOI: 10.6633/IJNS.202307 25(4).11) 641

is DBN, the proposed NITBA outperforms Deep-
Fool [14] and C&W [15] by 15.94% and 28.94%in
ASR, respectively, and GTAS takes only 3.1s. When
the victim network is LeNet-5, the proposed NITBA
outperforms DeepFool and C&W in ASR by 11.55%
and 23.52%, and GTAS takes only 5.7s, using the
optimized dataset CSE-CIC-IDS2018.

2 Related Work

The backdoor attack is a classic topic in the field of system
security. Backdoor attacks were first proposed for image
data, so most backdoor attacks are studied in computer
vision. Gu et al. [5] first introduced this problem into the
depth model by poisoning some training samples. This
method is called BadNets. BadNets is the representative
of visible attacks, opening the era of this field. Almost
all subsequent poisoning-based attacks are based on this
method. Guo et al. [10]proposed a simple backdoor at-
tack for face-matching systems, called the generic identity
attack, which can use a particular face to impersonate an
arbitrary legitimate face class. The authors modified the
normal data by replacing one of the two face data with
a specific face as the pattern for activating the backdoor,
changing the label to legitimate, and then training the
network using the poisoned dataset. In [11], Turner et
al. proposed to perturb the pixel value of a benign image
with the backdoor trigger amplitude instead of replacing
the corresponding pixel with the selected mode.

Most backdoor attacks assume that backdoor triggers
are independent of benign images. Therefore, attackers
need to modify images in digital space to activate hidden
backdoors during reasoning. Agdasaryan et al. first dis-
cussed this problem and proposed a new type of backdoor
attack [16,17], the so-called backdoor attack. Specifically,
they proved that assigning the tags selected by attackers
to all images with specific features (such as green cars or
cars with racing stripes) for training can create semantic
backdoors in the infected DNN.

With the introduction of a series of backdoor attack
schemes against DNN, corresponding defense schemes
have also emerged. Different deep learning technologies
are implemented in network intrusion detection to detect
malicious intrusion [18]. Existing mainstream backdoor
attack defense mechanisms can be divided into detection,
input mitigation, and model mitigation approaches.

The detection-based approach aims at detecting mali-
cious training samples by analyzing the model behavior.
For example, Chen et al. [19] propose activation values
in the latent space, and Gao et al. [20] propose detecting
potential backdoors by predicting disturbed images.

The input mitigation method attempts to remove the
input trigger by changing or filtering the image so that
even if the model is injected with a backdoor (i.e., the
backdoor will not be activated), the model still usually
works. Li et al. [21] proposed a transformation-based de-
fense approach that alters an entire image by some trans-

formation (e. g. flipping or scaling).
In contrast to the above approach for deploying mod-

els, the model mitigation approach aims to mitigate the
threat of backdoor attacks before deployment. For exam-
ple, Wang et al. [22] detect whether the trained model has
been injected into the back door by searching for possible
trigger patches.

3 Preliminaies

3.1 DNN

Deep Neural Network (DNN) [23]is a multilayer unsuper-
vised neural network. It uses the upper layer’s output
features as the next layer’s input for feature learning. Af-
ter layer-by-layer feature mapping, it maps the features
of the existing spatial samples to another feature space
to learn to have better feature expressions for the cur-
rent input. The depth neural network has many nonlin-
ear mapping feature transformations, which can fit highly
complex functions.

The deep neural network model is a multilayer percep-
tron (MLP). The principle of the perceptron is to find
the most reasonable and robust hyperplane among cate-
gories. The most representative perceptron is the support
vector machine (SVM) algorithm. The deep neural net-
work includes an input, output, and hidden layer. Like
perceptron, it still uses hyperplane to extract the features
of sample data. As introduced in SVM and logical regres-
sion, perceptron can realize linear separability after rais-
ing the dimensions of sample data through kernel func-
tion. The algorithm to find the boundaries and planes
of various categories of data is also called the discrimi-
nant algorithm. The essence of a discriminant algorithm
is to use conditional probability to get the classification
boundaries; Another kind of algorithm is called genera-
tive, which uses joint probability to complete data clas-
sification. Typical generative algorithms include Hidden
Markov Model, Naive Bayes, etc.

3.2 WGAN-GP

The disappearance of gradients in the traditional Genera-
tive Adversarial Networks (GAN) model training process
is that the Jensen-Shannon (JS) divergence or Kullback-
Leibler (KL) divergence cannot perform gradient updates
when the probability distributions do not overlap. Fi-
nally, model training cannot be performed. The Wasser-
stein GAN (WGAN) introduces the mathematical con-
cept of Wasserstein distance and adds a Lipschitz con-
straint, which can effectively solve the problems existing
in the traditional GAN model. Wasserstein distance, also
known as Earth-Mover (EM) distance in Equation (1):

W(Pr, Pg) = inf
γ∼π(Pr,Pg)

E(x,y)∼γ [||x− y||] (1)

The characteristic of the Wasserstein distance is that
even if the two probability distributions do not overlap,
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Figure 1: The overall pipeline of Non-injected Traffic backdoor attack on Deep neural network

the Wasserstein distance can still reflect their distance. At
the same time, JS and KL divergence are prone to muta-
tion, while the curve of Wasserstein distance is smooth,
which can provide stable gradient information for param-
eter learning. Therefore, the vanishing gradient problem
caused by JS divergence or KL divergence does not occur
with WGAN. However, related research shows that the
training of the WGAN model is prone to gradient explo-
sion. Based on this, some researchers have proposed the
concept of gradient penalty to suppress gradient informa-
tion.

4 Threat Model

Backdoor attacks can occur at any stage of the deep learn-
ing process. In this article, we introduced the threat
model for our proposed backdoor attack according to the
attacker’s capabilities and the attacker’s goals, as shown
below:

The attacker’s capabilities: The adversary can get
the attacked model and have information about the
components. However he can only input data to get
the model’s output and loss, and not modify any
model parameters or the training process.

Attacker’s goal: Our goal is to be able to attack deep
learning-based intrusion detection systems and re-
duce their detection rate to generate high-quality at-
tack samples. Precisely, we can fit the feature dis-
tribution of normal network behavior data. We can

wrap the generated attack samples into the normal
network data detected by the victim network to con-
duct backdoor attacks successfully.

5 Overview

The backdoor attack NITBA we proposed consists of
three key steps: generate attack features, train traffic,
and attack the victim network. The overall pipeline is
shown in Figure 1.

Step 1: Generate attack features
We use the random forest algorithm to train and
learn the preprocessed dataset to obtain the ranking
of the data features. A random forest is a combina-
tion of Bagging and decision trees. The initial data
set is extracted by bootstrapping to receive a training
set, and multiple extractions are performed to con-
struct multiple training subsets. Each training subset
is used to train a decision tree model independently,
and these decision trees are randomized in terms of a
training set selection and feature selection. The final
classification result is determined using all the deci-
sion tree votes. Finally, we select the features with
higher scores as attack features with attack capabil-
ity and the rest as non-attack features.

Step 2: Train traffic
We use the WGAN-GP network for traffic training,
adding a converter in between the generator and the
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discriminator. First, the input to the generator is a
random noise variable. After a fully connected neural
network, sample data is output. This sample data
learns the distribution of features of normal traffic
samples, which, in principle, do not have the cor-
responding attack capability. The converter screens
the non-attack features in this traffic data sample
and combines them with the attack traffic sample’s
attack features to produce a new attack traffic sam-
ple. At this point, the attack sample has different at-
tack capabilities depending on the combined attack
features. For example, the attack features of the Dis-
tributed Denial of Service (DDoS) attack traffic data
are combined into the data sample generated by the
generator, which has the attack capability of a DDoS
attack.

The discriminator discriminates both the new attack
samples and the data traffic samples of normal net-
work behavior. The discriminant result of the attack
sample is False (0), and the discriminant result of the
normal network behavior data is True (1). And the
discriminated results are given to the generator as the
basis for the generator to optimize the training basis,
and the final training results converge to Nash equi-
librium to generate high-quality attack traffic sam-
ples as the trigger of this attack.

Step 3: Attack the victim network
Here we choose DBN [24] and LeNet-5 [25] as the
victim network model of the experiment. DBN is a
typical deep learning algorithm combined with intru-
sion detection techniques to screen and detect data
traffic of attack behavior.

DBN derives various classes depending on the design
of the top-level classification algorithm, among which, in
the deep belief network based on support vector machine
(SVM), i.e., DBN-SVM, the data samples are processed
by RBM to achieve data dimensionality reduction. Then
the SVM algorithm is used to find the data’s optimal de-
cision hyperplane. The detection rate is higher, and the
classification is more accurate. So we firstly regard DBN-
SVM as the victim network to detect the final attack per-
formance. DBN-SVM trains the optimized dataset and
records its detection accuracy.When WGAN-GP network
training is stable, the generator and discriminator are
close to Nash equilibrium. Input the generated attack
samples into the DBN trained with parameters, and eval-
uate the quality of the attack sample flow generated by
the WGAN-GP network through the difference between
the detection accuracy before and after.

Meanwhile, convolutional neural network-based net-
work traffic classification methods have been widely ap-
plied to various traffic environments. Ahmad et al. pro-
posed to use a convolutional neural network as an intru-
sion detection system for network traffic to distinguish
and identify intrusions of network attacks [26]; Mercaldo
et al. pointed out that grayscale image samples can be ob-
tained from mobile traffic environments [27], so we chose

LeNet-5 as another victim model, and his network struc-
ture and parameters are shown in Table 1.

Table 1: Network structure of LeNet-5

Name Size

Input 16Ö16

C1 Convolutions
Convolution kernel 8Ö(3Ö3)

Output 8Ö(16Ö16)

S2 Subsampling
Sampling Window 2Ö2

Output 8Ö(8Ö8)

C3 Convolutions
Convolution kernel 16Ö(5Ö5)

Output 16Ö(8Ö8)

S4 Subsampling
Sampling Window 2Ö2

Output 16Ö(4Ö4)

C5 Full connection
Convolution kernel 128Ö(4Ö4)

Output 128Ö1

Output 12Ö1

6 Implementation and Evaluation

6.1 Implementation Details

Experiment environment
Based on the attack methods, the following experi-
mental environment is set up. The operating system
is 64-bit Windows 10, and the CPU used is AMD
Ryzen 7 5800H. The development environment is
TensorFlow 1.13.0, CUDA10.0, and CuDNN7.4. The
learning rate of the generative adversarial network is
set to 0.0005, and the learning rate of the deep belief
network is set to 0.5.

Metrics
Attack success rate (ASR) and the generation time
of attack sample (GTAS) are the performance met-
rics of NITBA, in which ASR evaluates the effective-
ness of backdoor attacks and GTAS evaluates the
efficiency. The mathematical formulas of GTAS and
ASR are as in Equation (2) and Equation (3):

GTAS = Timestamp end− Timestamp begin (2)

Timestamp end is the end time of the sample gener-
ation, while Timestamp begin is the start time.

ASR =
FP

TP + FP + FN+ TN
(3)

We judge the metrics of the experimental results with
the help of a confusion matrix as an evaluation cri-
terion.The confusion matrix can reflect the classifi-
cation performance in the second classification task,
as Table 2 shown. In this experiment, set the gener-
ated attack traffic samples as the positive class, and
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Table 2: Confusion Matrix

Confusion Matrix
Predict

Positive Negative

Actual
Positive TP FN

Negative FP TN

the normal traffic data samples as the negative class.
TP is the number of positive data classified as posi-
tive; FN is the number of positive data classified as
negative data; FP is the number of negative data
classified as positive data; TN is the number of neg-
ative data classified as negative; The following table
shows the confusion matrix describing the detection
results. The accuracy rate is the ratio of the num-
ber of samples correctly classified by the classifier to
the total number of samples. The classification error
rate equivalent to ASR can reflect the probability of
misclassification, i.e., the effectiveness of backdoor
attacks.

Optimize CSE-CIC-IDS2018 dataset
We select the CSE-CIC-IDS2018 dataset, which is
information on data traffic features collected by the
Canadian Institute for Cybersecurity by setting up
systems that simulate normal network behavior and
various network attacks. The dataset contains 25
types of user behaviors set up by the institute to
generate normal data flows and 6 types of attack be-
haviors data flow generated by various network at-
tack tools that are common in reality. All the traffic
data were extracted through the CICFlowMeter tool
with 80 network traffic features [28, 29]and exported
as CSV files. The researchers at the institution set
up the complete network infrastructure. They per-
formed attacks based on it. The following six types
of attacks are included in this dataset: Bruteforce
attack, Botnet, Denial-of-Service, Web Attacks, In-
filtration of the network from inside, and Distributed
Denial-of-Service. These attack methods are subdi-
vided into various categories depending on the attack
tools used, and the dataset is labeled for these cat-
egories using data tags. And through the captured
data traffic and network logs, 80 data features are
extracted on CICFlowMeter-V3, and we can classify
the data by learning these features. The attribute
features of the dataset are shown in the following
Table 3.

After analyzing the CSV file dataset, we find that the
CSE-CIC-IDS2018 dataset has the following problems:

1) There are a small amount of null data and infinite
value data in the dataset;

2) The normal network behavior data contains a large
amount of repeated and redundant data;

3) The data samples are unevenly distributed, with too
many normal data samples and too few data samples
of Web Attacks, which need to be revised to train the
model.

To address these problems, the CSE-CIC-IDS2018
dataset is processed as follows.

1) Remove data samples containing Nan and Inf from
the data set.

2) Deduplication, deleting duplicate data samples from
the dataset.

3) Data balance. Web Attacks’ data samples are less
than 1000, accounting for only 0.006%. The amount
of data is far lower than that of other attack samples.
Therefore, we choose to delete the relevant samples
of Web Attacks directly. The new dataset comprises
other data samples with the same amount of data.
More experimental data sets will easily lead to long
model training time and heavy computer hardware
equipment burdens. Here, 15000 pieces of data are
selected from each data sample to form a data set
with a total of 95000 pieces of data as the input of
the training model.

4) The data type of the timestamp attribute is date
data, which is converted to the number type of the
timestamp.

5) The normalization method normalizes all data val-
ues except for the Label attribute. The normaliza-
tion method scales the data values between 0 and
1 to balance the units of measure between different
features. The formula is as Equation (4):

x∗ =
X −Xmin

Xmax −Xmin
(4)

where x∗ is the original data.

6) As too few Web attack samples and relevant data
are deleted, there are only six categories of tag at-
tributes. A heat code processes the Label dataset,
and the following feature representation methods are
obtained in Table 4.

6.2 Results and Discussions

Since the backdoor attack we designed is zero-injection,
existing backdoor attack methods are required to be in-
jected, which may lead to failure to generate the attack
success rate ASR. In contrast, general adversarial attacks
are not required to be injected. The probability of gen-
erating a success rate will be much higher, so we chose
two more typical adversarial attack methods DeepFool
and C&W, to conduct the experimental comparison work.
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Table 3: Attributes of dataset

Data type attributes

date Timestamp

value Dst Port, Protocol, Flow Duration, Tot Fwd Pkts,TotLen Fwd Pkts,TotLen Bwd Pkts,

Pkt Len Min, Fwd Pkt Len Mean, Fwd Pkt Len Std, Bwd Pkt Len Max,Bwd Pkt Len

Min,Bwd Pkt Len Mean, Bwd Pkt Len Std,Flow Byts/s,Flow Pkts/s,Flow IAT Mean, Flow

IAT Std,Flow IAT Min, Fwd IAT Tot, Fwd IAT Mean, Fwd IAT Std,Fwd IAT Max, Fwd

IAT Min,Bwd IAT Mean, Bwd IAT Std, Bwd IAT Max,Bwd IAT Min, Fwd PSH Flags,

Bwd PSH Flags,Fwd URG Flags, Bwd URG Flags, Fwd Header Len, Bwd Header Len,

Fwd Pkts/s, Bwd Pkts/s,Min, Pkt Len Max, Pkt Len Mean, Pkt Len Std, Pkt Len Var,

FIN Flag Cnt, SYN Flag Cnt,PSH Flag Cnt, ACK Flag Cnt, URG Flag Cnt, CWE Flag

Count,ECE Flag Cnt, Down/Up Ratio,Fwd Seg Size Avg, Bwd Seg Size Avg, Fwd Byts/b

Avg, Fwd Pkts/b Avg, Fwd Blk Rate Avg,Byts/ Bwd Pkts/b Avg, Bwd Blk Rate Avg,

Subflow Fwd Pkts,Subflow Fwd Byts,Subflow Bwd Byts, Init Fwd Win Byts, Init Bwd

Win Byts, Fwd Act Data Pkts, Fwd Seg Size Min,Active Mean, Active Std, Active Max,

Active Min, Idle Mean, Idle Std, Idle Max, Idle Min

string Label

Table 4: One-Hot Encoder of Lable

Eigenvalues of lable One-hot encoding

Benign 0 0 0 0 0 1

DDos 0 0 0 0 1 0

Dos 0 0 0 1 0 0

Botnet 0 0 1 0 0 0

Bruteforce 0 1 0 0 0 0

Infiltration 1 0 0 0 0 0

We compare NITBA with the C&W and DeepFool at-
tack against DBN-SVM and LeNet-5 with the optimized
dataset to evaluate GTAS and ASR. Apart from that, the
results of the initial data attack on the DBN-SVM and
LeNet-5 will also be shown. DeepFool adds perturbations
to the data variables by the shortest distance between the
data variables and the decision hyperplanes of the differ-
ent categories. Its minimum perturbation variables r∗(x0)
are as in Equation (5):

r∗(x0) =
|fl(x0)− fk(x0)|

||wl(x0)− wk(x0)||22
(wl(x0)− wk(x0)) (5)

wherefk is the categorical decision hyperplane function
to locate the variable, fl is the closest categorical deci-

sion hyperplane for the variable, and w is the gradient
information for thecategorical prediction.

C&W attack adds a perturbation to the data sample
by setting two value functions to determine the minimum
value of the gap between the adversarial sample and the
corresponding clean sample and the probability that the
adversarial sample should make the model misclassify. In
this way, the value function of C&W is defined as in Equa-
tion (6):

min
wn

||rn||+ c • f(1
2
(tanh(wn) + 1)) (6)

where f define as Equation (7):

f(x′) = max(max{W (x′)i : i ̸= t} −W (x′)t,−k) (7)

W (x′) is the classification result of the sample not com-
puted by the softmax function, and the added perturba-
tion information is adjusted by setting the value of confi-
dence k.

The difference between the normal sample and the ad-
versarial sample is defined as in Equation (8):

rn =
1

2
(tanh(wn) + 1)−Xn (8)

The total results of the confusion matrix when the vic-
tim network is a DBN are shown in Figure 2. The com-
parison results in Figure 4 and Figure 5 show that the
ASR of NITBA is 38.78% higher than the ASR of the



International Journal of Network Security, Vol.25, No.4, PP.640-648, July 2023 (DOI: 10.6633/IJNS.202307 25(4).11) 646

initial data, which indicates that the generated attack
samples can masquerade as normal network behavior and
bypass the victim network. It also verifies the significant
effect of the attack method. Regarding the difference in
ASR, both DeepFool and C&W, compared in this paper,
can disguise the attack behavior data well. However, the
quality of the attack samples generated by NITBA is still
better than theirs, with ASRs 15.94% and 28.94% higher,
respectively. In addition, NITBA takes much less time to
generate attack samples than the other two methods.

When the victim network is LeNet-5, the total result of
the confusion matrix is shown in Figure 3. The compar-
ison of ASR and GTAS is also demonstrated in Figure 4
and Figure 5, which show the ASR of NITBA is 37.03%
higher than the ASR of the initial data, and11.55%
and 23.52 higher than DeepFool and C&W, respectively.
Meanwhile, the GTAS of NITBA is also the shortest
among the three. Therefore, the NITBA proposed in this
paper can effectively attack the traffic defense algorithm
based on deep learning, and the attack performance is
better than DeepFool and C&W.

Figure 2: TP, FN, FP, TN (against DBN)

7 Conclusion

Deep neural network in deep learning has succeeded dra-
matically in many applications. Most existing backdoor
attacks are against image processing and natural language
processing, and to address this limitation, we propose a
new backdoor attack called NITBA. It benefits from the
random forest algorithm to classify the traffic with at-
tack characteristics. It uses this as a basis to combine the
non-attack characteristics of the generated samples with
the attack characteristics of the attack behavior data to
retain the attack capability of the generated samples to
circumvent the classification of the target detection sys-
tem and successfully bypass the other system. The exper-

Figure 3: TP, FN, FP, TN (against LeNet-5)

Figure 4: ASR
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Figure 5: GTAS

iments show that the attack method generation proposed
in this paper is more effective against the intrusion de-
tection system based on a deep belief network, and the
attack sample generation time is faster. Besides, Defense
against traffic-based backdoor attacks is our future work.
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Abstract

The theft of electricity is widespread in smart grids, which
will cause significant losses to the electricity supplier.
Therefore, electricity theft detection is necessary. Most
electricity theft detection schemes are mainly based on
machine learning methods. These schemes consider the
detector to be trusted. However, in reality, detectors are
often untrusted, so directly publishing user data to the
machine learning detector will leak user privacy, making
the detection system less robust. Some other methods
of machine learning-based electricity theft detection in
which the authors consider the detector to be untrusted,
although the protection of user privacy is achieved;
however, among these schemes that treat the detector
as untrusted, some schemes are only suitable for a fixed
model, which lacks flexibility, and some schemes, such as
federated learning, have too much interaction. Thus the
computational burden and communication burden is too
heavy. Moreover, the above scheme, whether the detector
is considered trusted or untrusted, is to detect individual
users, so it needs to store and detect massive amounts
of data, which makes the system lack lightweight. In
this paper, we propose a scheme that combines data
aggregation and convolutional neural networks (CNN) to
detect the number of users stealing electricity in a group.
In the detection process, group users submit aggregated
values for detection, thereby effectively protecting the
data privacy of a single user. The accuracy of the ex-
isting mainstream electricity stealing detection schemes
that directly detects whether a single user is stealing
electricity can reach about 92.67%, our scheme protects
user privacy at the cost of losing about 2.68% of the
accuracy and adapts to multiple detection models, thus
ensuring flexibility, and since our detection system only
needs to store and detect the aggregate value of group
users, our scheme is more lightweight.

Keywords: Convolutional Neural Networks; Data Aggre-
gation; Electricity Theft Detection; Privacy

1 Introduction

Electricity theft occurs from time to time in the smart
grid [2, 7], illegal users achieve the purpose of reducing
electricity bills through the theft. Electricity theft not
only severely disrupts the normal order of residents’ elec-
tricity use, causes huge economic losses to power supply
companies [28], and seriously damages state-owned as-
sets, but also the safety of the electricity theft process
is not guaranteed and poses a threat to the lives of the
thieves. At the same time, electric stealing methods such
as unauthorized connection of lines can easily cause acci-
dents such as electric shock and fire [18], posing a serious
threat to the lives and property safety of the surrounding
people. Therefore, it is important to conduct electricity
theft detection [1]. With the popularization of smart me-
ters [24], users can interact with the data center in real
time and upload real-time electricity consumption data
to the data center [10], which provides favorable condi-
tions for electricity theft detection based on data analysis
methods [6]. The data center releases the data to the de-
tector for detection, which can identify users suspected of
stealing electricity.

In recent years, academia has done a lot of related re-
search on electricity theft detection. The existing electric-
ity theft detection methods are mainly divided into three
categories: state estimation [30], game theory [3], and ma-
chine learning [17]. Among them, machine learning is the
most commonly used method. Through machine learn-
ing, users who are suspected of stealing electricity can be
quickly locked, thereby greatly reducing the cost of man-
ual investigation. However, the existing most detection
schemes based on machine learning treat the detector as
trusted, and do not perform any privacy treatment before
submitting the user data to the detector, which is likely
to expose user privacy. For example, in [34], the author
uses a depth and width convolutional neural network to
identify users who steal electricity [31]. The detector di-
rectly obtains the original data corresponding to the user,
which exposes user privacy [27]. In [32], the author uses
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a combined convolutional neural network to extract the
electricity consumption features of a single user and other
users in nearby areas through the convolution layer [8].
These features are then combined to learn the correlation
of the electricity consumption patterns between a single
user and other users in nearby areas, thereby improving
the accuracy of detecting electricity theft users. However,
this scheme still considers the detector to be trusted, the
detector can directly obtain the plaintext of the user’s
electricity consumption data by decrypting the cipher-
text. In reality, the detector is often untrusted, so there
is a risk of leaking user privacy. The above schemes all
improve the detection accuracy by modifying the machine
learning model, and they do not take into account the
protection of user data privacy. In some other methods
of machine learning-based electricity stealing detection in
which the authors consider the detector to be untrusted,
although the protection of user privacy is achieved, it is
only suitable for fixed model detection [20,22], thus lack of
flexibility, and some other schemes have too much interac-
tion, thus the computational burden and communication
burden are too heavy [29]. For example, in [22], mali-
cious behaviour is detected by calculating the euclidean
distance between energy output measurements from an
installation over a day, and this method is only applica-
ble to clustering models. In [20], the scheme can real-
ize the detection of ciphertext data through the combi-
nation of support vector machine (SVM) and homomor-
phic encryption. Since the detected data is in ciphertext
state, user privacy is protected, but this method is only
applicable to support vector machine. In [29], the au-
thors use the federated learning method to detect elec-
tricity theft and protect user privacy, but the computa-
tional burden and communication burden are too heavy.
All in all, in the past electricity theft detection schemes,
some schemes regard the detector as trusted and do not
protect user privacy, and some schemes regard the de-
tector as untrusted, although user privacy is protected,
but they lack flexibility and the communication burden
are too heavy. Moreover, the above schemes are all for
individual user detection, which requires storage and de-
tection of massive data, resulting in an excessive burden
of system storage and detection. Therefore, the above
schemes lack lightweight. In order to guarantee the pri-
vacy and lightweight and flexibility of the system, the
data should be privately processed first, and then pub-
lished to the detector for detection [19]. The existing data
privacy processing technologies mainly include n-source
anonymous raw data collection protocols [5, 13, 33], data
aggregation [12, 25] and other methods. In [5], the au-
thor assigns slots to users through the shuffle method,
and the slot assigned to a user is only known to the user.
The users upload data through the assigned slots to en-
sure the rawness and unlinkability of the data. Although
processing data through the n-source anonymity method
ensures user privacy, but due to the storage burden, n-
source anonymity is not suitable for use in scenarios with
a large amount of data. Inspired by the COVID-19 dilu-

tion mixed sample detection technology [15], which is used
by the National Health Commission to screen large-scale
populations, and mixed multiple specimens for prelimi-
nary screening, thereby improving detection efficiency and
reducing detection costs, we propose a privacy-preserving
scheme to detect the number of users stealing electricity
in a group.

In our scheme, an important attribute of electricity
consumption behavior of users is considered: that is pe-
riodicity, which means the users usually consume energy
cyclically (daily or weekly) [32, 34]. Therefore, the group
of neighboring users generally meets the periodicity of
electricity consumption. For example, if several users on
a floor are regarded as a group, the overall electricity con-
sumption feature of the group should also meet periodic-
ity. If there are users stealing electricity in a group, it will
destroy the periodic electricity consumption feature of the
group. We use convolutional neural networks to analyze
the overall long-term electricity consumption pattern of
the group, identify some groups with abnormal electricity
consumption feature, and predict the number of electric-
ity theft users in the group based on the degree of abnor-
mality. Combining data aggregation and machine learn-
ing, the data of a single user is covered by the aggregation
value of group data to protect user privacy. The storage
burden is greatly reduced, and the electricity theft detec-
tion is completed at the same time. In this paper, our
proposed scheme has the following contribution points.

1) An electricity theft detection scheme that guarantees
flexibility and privacy without the need for a trusted
detector is proposed.

2) We proposed a group user electricity theft detector,
selecting a reasonable number of people to form a
group for detection, our detection system only needs
to store and detect the aggregate value of group users,
which reduces the storage burden and makes the de-
tection system more lightweight.

3) We have conducted extensive experiments on mas-
sive realistic electricity consumption datasets. Ex-
periments show that our scheme guarantees the
lightweight, flexibility and privacy of the detection
system at the cost of losing about 2.68% of the accu-
racy.

2 Preliminaries

A. Paillier Homomorphic Algorithm

Paillier homomorphic algorithm is a homomorphic al-
gorithm widely used in the field of privacy protection,
mainly divided into 5 parts, see [16] for details.

1) Generation of homomorphic key: Choose a security
parameter κ and two large prime numbers p and q,
where |p| = |q| = k. Compute the parameters n =
pq, λ = lcm(p− 1, q − 1) and select the element g ∈
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z∗n2 . Set the public key to (n, g) and private key to
λ. Define the function:

L (∅) = (∅− 1) /n

2) Encryption: Choose a random number ri ∈ z∗n2 ,
encrypt the plaintext mi, get the ciphertext ci =
E (mi) = gmirni .

3) Decryption: Decrypt ciphertext ci into plaintext mi:

mi = D(ci) =
L
(
cλi mod n2

)
L (gλ mod n2)

mod n.

4) Aggregate multiple ciphertexts ci = E (mi) = gmirni ,
1 ≤ i ≤ w, as follows:

c =

w∏
i=1

ci mod n2 =

w∏
i=1

gm1+m2+···+mnrni mod n2.

5) Decrypt the aggregated ciphertext:

m =
L
(
cλ mod n2

)
L (gλ mod n2)

mod n,m = m1+m2+ · · ·+mn.

B. MinMaxScaler

MinMaxScaler is one of the methods of data normaliza-
tion, which is a linear transformation of the original data.
It normalizes the data to [0, 1], so that the features of dif-
ferent dimensions are at the same numerical magnitude,
reducing the impact of features with large variances on
the prediction results, speeding up model convergence,
and improving model accuracy. The equation is as fol-
lows:

x̂ =
x−min

max−min
.

Among them,x is the original value to be transformed
currently,min is the minimum value in the current
feature,max is the maximum value in the current feature,
and x̂ is the new value after transformation.

C. Principal Component Analysis

Principal Component Analysis(PCA) is a method of sim-
plifying datasets [21]. It is often used for dimensionality
reduction of high-dimensional datasets. It can be used
to extract the main feature components of the data and
reduce the dimensionality of the dataset while maintain-
ing the feature that contributes the most to the variance
of the dataset. In dimensionality reduction, the informa-
tion measurement indicator used by PCA is the sample
variance, the feature variance equation is as below:

var =
1

n− 1

n∑
i=1

(xi − x̂)
2
.

Where var represents the variance of a feature, n repre-
sents the number of samples, xi represents the value of
each sample in a feature, and x̂ represents the mean of
this list of samples.

D. Convolutional neural network

Convolutional neural network (CNN) is a feedforward
neural network that includes convolution calculations and
has a deep structure. It is good at processing images, es-
pecially large-scale image related machine learning prob-
lems [4]. It is one of the representative algorithms of deep
learning. CNN includes convolutional layers, pooling lay-
ers, and full connection layers [4]. The internal structure
of CNN is shown as Figure 1.

Figure 1: Classic CNN structure diagram

The core of CNN is feature learning, which obtains hi-
erarchical feature information through a hierarchical net-
work, so as to solve the important problem of manual
design of features in the past. Each convolutional layer in
a convolutional neural network consists of several convo-
lutional units, and the parameters of each convolutional
unit are optimized through backpropagation.

The purpose of the convolution operation is to extract
different features of the input. The first layer of convo-
lution may only extract some low-level features, such as
edges, lines, and corners. More layers of the network can
iteratively extract more complex features from low-level
features. The pooling layer is a form of downsampling.
The pooling layer will continuously reduce the size of the
data space, so the number of parameters and the amount
of calculation will also decrease, which controls the over-
fitting of the model to a certain extent.

Each node of the full connection layer is connected to
all the nodes of the previous layer, used to integrate the
features extracted from the previous layer, and integrate
the category-discriminatory information in the convolu-
tional layer or the pooling layer, and finally the probabil-
ity of the categories are output by the softmax function.

3 System Model and Privacy
Threats

3.1 System Model

As shown in Figure 2, the system model includes users
Ui, i ∈ [1, n], fog nodes (FN), cloud server (CS), and the
electricity theft detector.

1) The electricity theft detector receives data from the
cloud server for electricity theft detection.
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Figure 2: System model

2) Each user’s home is equipped with a smart meter,
and the smart meter uploads the user’s real-time
power consumption data to FN.

3) FN is a device deployed at the edge of the user, which
replaces the CS to perform part of the calculation to
reduce the computing burden of the CS. It acts as
an aggregator here, which aggregates the electricity
consumption data of regional users and transmits it
to the CS according to the rules of [11,14].

4) After receiving the data from FN, the CS outsources
the data to the electricity theft detector for electricity
theft detection.

3.2 Privacy Threats

There are a series of security problems in the smart grid,
such as data injection attack, the denial of service attack,
and some other physical threats [23]. The traditional se-
curity goal is to ensure that data can only be shared be-
tween authorized parties, and unauthorized parties can
not get anything, so encryption technology is mainly used
to achieve this. The authorized party can decrypt the en-
crypted ciphertext to get the plaintext, but the unautho-
rized party can not get anything. However, such security
measures are not feasible for our current scheme. As an
external party of the power system, the detector is un-
trusted and obviously not an authorized party. Therefore,
it can not get the user’s raw data, but if the encrypted
ciphertext is given to the detector, due to the complete in-
dependence between the ciphertext and the plaintext, the
ciphertext does not contain any features of the plaintext,
and the detector certainly can not detect anything.

Therefore, different from traditional security goals, our
privacy goals require us to process the data like this: on
the one hand, we must eliminate some features to make
the published data private, and on the other hand, we
must retain some features so that it can still be analyzed
and used. In our scheme, the detector is untrusted. In
order to protect user privacy, we eliminate the electric-
ity consumption features of individual users by data ag-
gregation, and retain the electricity consumption features
of group users. What we release to the detector is the
group’s electricity consumption data, while protecting the
privacy of individual users, the detector can still identify

the number of electricity theft users in the group through
analysis of the group’s electricity consumption features.
We assume that there is a secure communication channel
between authorized entities, so we only consider privacy
issues in our scheme, so there are the following privacy
threats in our scheme:

1) Electricity theft detectors are untrusted and will sell
the obtained data to other institutions or individuals
for profit.

2) CS and FN are honest but curious. They will not
tamper with user data, but will try to infer valuable
information from the data.

3) Users are also honest but curious. They will follow
the protocol honestly, but they will try to spy on the
privacy of other users’ electricity data.

4 Our Proposed Scheme

This section mainly describes the details of our scheme,
including the electricity consumption privacy preservation
part and the data detection part. In the electricity con-
sumption privacy preservation part, we use the data ag-
gregation method to obtain the aggregate value of the
electricity consumption data of the user group, thereby
protecting the data privacy of a single user. In the data
detection part, an important attribute of electricity con-
sumption behavior of users is considered: that is periodic-
ity, which means the users usually consume energy cycli-
cally (daily or weekly). We convert the user’s electricity
consumption data into a feature matrix in terms of cycles.
The convolution kernel sliding of the convolutional neural
network can well extract the potential law within the cycle
of the electricity consumption data and the potential law
between the cycle and the cycle. Therefore, the convolu-
tional neural network can be well adapted to the periodic
electricity consumption data detection. Therefore, in the
data detection part, the model we use is convolutional
neural network. We use convolutional neural networks to
analyze the electricity consumption behavior patterns of
group users over a long period of time, so as to identify
groups that may have electricity theft users.

Part 1: Electricity Privacy Preservation

1) The cloud server starts to perform the Paillier en-
cryption algorithm and selects the security param-
eter γ and choose two large prime numbers p and
q, where |p| = |q| = k. Compute two parameters
n = pq, λ = lcm(p− 1, q− 1), and select the element
g ∈ z∗n2 , then set the public key to (n, g) and private
key to (λ).

2) The user Ui, i ∈ (1, 2, · · · , w) chooses a random num-
ber and encrypt its electricity consumption data mi,
as follows?

ci = E(mi) = gmirni .
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Then the user sends the encrypted electricity con-
sumption data ci to the FN.

3) When FN receives the user’s encrypted electricity
consumption data ci, i ∈ (1, 2, · · · , w), FN aggregates
them into c, as follows:

c =

w∏
i=1

ci mod n2 = gm1+m2+···+mw(

w∏
i=1

rni ) mod n2.

Then FN sends the ciphertext c to the CS.

4) When CS receives the ciphertext c, the CS decrypts
it, as shown below:

m =
L
(
cλ mod n2

)
L (gλ mod n2)

mod n,m = m1+m2+· · ·+mw.

After the cloud server obtains the total electricity con-
sumption data of the user group, it publishes the group
electricity consumption data to the electricity theft detec-
tor for data detection.

Part 2: Data Dectection with Our Pro-
posed Group User

A. Data Preprocessing

An electricity consumption dataset contains m samples,
each sample contains the electricity consumption data of
a user for n days, the last column of the dataset is the
label corresponding to the user data, 0 represents normal
users, 1 represents suspected electricity theft user. We
randomly shuffle the samples of the electricity consump-
tion dataset, reconstitute a group with s adjacent users,
combine the n-day electricity consumption data of s users
into n-day electricity consumption data of a group. If the
label of each user in the group is 0, then the group is la-
beled as 0, which means that all users in the group are
normal users. If there is a user in the group whose la-
bel is 1, then the group will be labeled 1, which means
that there is a user suspected of stealing electricity in the
group. If there are two users in the group whose label
is 1, tag the group as 2, which means that there are two
users suspected of stealing electricity in the group. By
analogy, the reconstituted groups are labeled, so that we
can obtain w labeled groups containing s users, where
w = w/s, and each group sample contains the electricity
consumption data of the group for n days.

In order to reduce the impact of the large variance of
the group electricity data on the prediction results, we
use the MinMaxScaler method to compress the features
to the range of [0, 1]. Since the electricity consumption
dataset contains the electricity consumption data of users
for many days, we use the PCA method to reduce the
dimensionality of the dataset, and then convert the group
electricity consumption data into a matrix of dimension
(p, q, d). p represents the number of rows of the matrix,
q represents the number of columns of the matrix, and d

represents the number of matrices. The matrix shape of
a group is (p, q, 1), as shown below:[C1,1] · · · [C1,q]

...
. . .

...
[Cp,1] · · · [Cp,q]


B. Our CNN Model

We use 3 convolutional layers, 3 pooling layers and a full
connection layer to build our CNN model, as shown in
Figure 3, including 3 stages:

Figure 3: CNN model training flowchart

1) The input data should be (j, c, 1) since the group data
is input as a whole.

2) We use the convolutional layers to extract fea-
tures, and the pooling layers filter out the main
features. For example, the current feature matrix
shape is (j, c, r). After passing through the con-
volutional layer containing convolution kernels, the
matrix shape becomes (j, c, a) and after the pooling
layer, the matrix shape becomes (j/2, c/2, a).

3) After all convolution and pooling operations, we con-
vert the features extracted by the convolutional lay-
ers and the pooling layers into a one-dimensional vec-
tor, and then use the full connection layer to syn-
thesize the features. Then go through the softmax
function, and the shape of the output vector is (β),
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where β = s + 1. They are the probability that 0
user steals electricity in this group and the probabil-
ity that 1 user steals electricity in this group, and the
probability that s users steal electricity. Comparing
the probabilities, output the maximum probability,
then the number of users that the group may have
for stealing electricity is the number corresponding
to this maximum probability.

5 System Analysis

In this section, we analyze our detection system in two
parts. The part 1 explains the privacy of the data, and in
the part 2, we conduct experiments to prove that our data
after privacy processing can still be used for electricity
theft detection.

Part 1: Privacy Analysis

In this part, we analyze data privacy in the process of data
collection and data publishing. Data collection refers to
the process during which a user transmits data to FN, and
then the FN transmits the data to CS. Data publishing
refers to the process during which the CS transmits data
to the detector.

1) The user Ui, i ∈ (1, 2, · · · , w) encrypt its electricity
consumption data mi into ci, then user Ui sends the
encrypted electricity consumption data ci to the FN.
When FN receives the ciphertext ci, FN can not de-
crypt the ciphertext ci to obtain the plaintext, so
data privacy is protected in this process.

2) FN aggregates ci, i ∈ (1, 2, · · · , w) into c, then FN
sends the ciphertext c to the CS. When CS receives
the ciphertext ci, the CS decrypts c into m, where
m = m1 + m2 + · · · + mw. m represents the sum
of group electricity consumption data, so the CS can
not get the data of a single user. Therefore, data
privacy is protected in this process.

3) The CS publishes the group electricity consumption
datam to the electricity theft detector for data detec-
tion. What the detector obtains are the aggregated
values, the detector also can not get the data of a
single user. So data privacy is protected in this pro-
cess.

In summary, during the process of data collection and
data publishing, no organization other than the user can
obtain the user’s raw data. Therefore, it can be proved
that the data privacy is protected during the process of
data collection and data publishing.

Part 2: Experients and Analysis

In the part, we prove that our data after privacy pro-
cessing can still be used for electricity theft detection by

conducting experiments on a 64-bit computer with In-
tel(R) Core(TM) i5-6500 CPU, 3.2GHz, 8GB RAM, using
Python, Tensorflow and Keras framework.

A. Experiment Data

We use the labeled database from State Grid Corporation
of China (SGCC) [32, 34] to conduct experiments. The
SGCC dataset contains the energy usage data of 42372
customers within 1035 days, and the last column of the
dataset is the label corresponding to the user, which is
a single value (0 or 1), 0 represents the normal user, 1
represents the suspected electricity theft user.

The selection of the number of people in a group is
important, since our scheme is to identify electricity theft
by detecting whether the periodicity of the electricity con-
sumption of the group are abnormal. The detection ac-
curacy will decrease as the number of people in the group
increases, since if there are too many people in a group,
slight electricity theft will not have a significant impact
on the periodicity of the electricity consumption of the
group, and it will not be easy to detect electricity theft,
thereby affecting the detection accuracy. If the number
of people in a group is too small, untrusted detectors can
still roughly infer the range of individual electricity con-
sumption data from the group data, and data privacy can
not be guaranteed.

Therefore, we must choose a reasonable number of peo-
ple to form a group to balance data privacy and detection
accuracy. In order to balance data privacy and detection
accuracy, we randomly shuffle the samples of the SGCC
dataset, reconstitute a group with 4 adjacent users, com-
bine the 1035-day electricity consumption data of 4 users
into 1035-day electricity consumption data of a group. If
the label of each user in the group is 0, then the group is
labeled as 0, which means that all users in the group are
normal users. If there is a user in the group whose label
is 1, then the group will be labeled as 1, which means
that there is a user suspected of stealing electricity in the
group. If there are two users in the group whose label is 1,
tag the group as 2, which means that there are two users
suspected of stealing electricity in the group. If there are
three users in the group whose label is 1, tag the group
as 3, which means that there are three users suspected of
stealing electricity in the group. If there are four users in
the group whose label is 1, then the group will be labeled
as 4, which means that there are four users suspected of
stealing electricity in the group.

In this way, we can obtain 10593 labeled groups con-
taining 4 users, and each group contains 1035 days of
electricity consumption data for the group. We randomly
divide 80% as the training set and 20% as the test set. We
use MinMaxScaler method to compress the group’s elec-
tricity consumption data in the range of [0, 1], and then
use PCA to reduce the dimensionality of the dataset.

As shown in Figure 4, we can see that when the feature
dimension is 245, the cumulative explainable variance ra-
tio can still reach 99%. In other words, when the group
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Figure 4: Cumulative explainable variance ratio

electricity consumption data is reduced to 245 dimensions,
99% of the feature information can still be retained. Then
we convert the reduced dimensionality data into a matrix
form of shape (35,7,1) by weekly cycle: [C1,1] · · · [C1,7]

...
. . .

...
[C35,1] · · · [C35,7]


B. Model Training Phase

Our convolutional neural network contains 3 convolu-
tional layers, 3 pooling layers, and 1 full connection layer.
Our first convolutional layer contains 64 convolution ker-
nels with a size of (5,5), and the sliding step size is (1,1),
using the method of padding when doing convolution op-
eration in the input matrix. The output of the first con-
volutional layer is a matrix whose shape is (35,7,64), and
then the matrix is passed to the first pooling layer. We
adopt the maximum pooling method, the sliding window
size of the pooling layer is set to the size of (2,2), and the
sliding step size is set to (2,2).

The output of the first pooling layer is a matrix whose
shape is (18,4,64), and then the matrix is passed to the
second convolution layer which contains 128 convolution
kernels with a size of (5,5), and the sliding step size is
(1,1), the output of the second convolution layer is a ma-
trix whose shape is (18,4,128). And then the matrix is
passed to the second pooling layer, the sliding window
size of the pooling layer is set to the size of (2,2), the
sliding step size is set to (2,2), the output of the second
pooling layer is a matrix whose shape is (9,2,128). And
then the matrix is passed to the third convolution layer
which has 256 convolution kernels with a size of (5,5), the
sliding step size is (1,1), the output of the third convolu-
tion layer is a matrix whose shape is (9,2,256). And then
the matrix is passed to the third pooling layer, the sliding
window size of the pooling layer is set to the size of (2,2),
the sliding step size is set to (2,2), the output of the third
pooling layer is a matrix whose shape is (5,1,256). Then
expand the matrix into a (1,1280) vector. After that, it is
passed to the full connection layer to synthesize the pre-
vious features, and the categories probabilities are output

through the softmax function.
The predicted categories are compared with the real

categories, and the parameters are continuously updated
through gradient descent to optimize the model, this is
the model training process.

C. Model Evaluation

We use accuracy as our model evaluation indicator, the
equation is as follows:

accuracy(ŷ, y) =
1

n

n∑
i=1

δ(yi, ŷi)

where δ(yi, ŷi) =

{
1, yi = ŷi;

0, else.

The ŷ represents the predicted value and the y repre-
sents the true value. ŷi is the predicted value of the i-th
sample and yi is the corresponding true value, n repre-
sents the number of samples. We train the model for 100
epochs to update the model parameters. After training
the model, we evaluate the model on the test set, the
model accuracy score is 89.99%.

Table 1: Model accuracy comparison
Model Arguments Accuracy score
Combined CNN 100 epochs 0.9267
Logistic Regression Penalty: L2 0.9140
Random Forest Max depth: 7 0.9162
SVM Kernel: nonlinear function 0.8975
Our scheme 100 epochs 0.8999

D. Model Comparision

We compare the designed group user electricity theft de-
tector with the traditional individual user electricity theft
detector, such as trusted Combined CNN detector [32],
trusted Logistic Regression (LR) detector [9] and trusted
Random Forest (RF) detector [26] and untrusted SVM
detector [20]. Experiments show that our scheme with
untrusted detectors has a loss in accuracy compared with
schemes with trusted detectors, but the accuracy is higher
than other schemes with untrusted detectors, as shown in
Table 1.

E. Comparision with Existing Schemes

This section mainly describes the comparison between our
scheme and the existing electricity theft detection scheme.
In the scheme of Yao et al. [32], the detector is regarded
as trusted, this scheme will leak user privacy, the detector
can obtain the user’s plaintext data, so as to realize the
electricity distribution decision, and the model can con-
tinue to be optimized, so that the model has flexibility, to
detect individual users, the detection system has a heavy
burden and lacks lightweight. In the scheme of Zheng et
al. [34], which is similar to Yao et al. [32], the detector
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Table 2: Properties comparison
Features Proposed scheme Yao et al. [15] Rechardson et al. [17] Rahulamathavan et al. [18] Zheng et al. [13]

Relying on trusted detectors No Yes No No Yes
User privacy Yes No Yes Yes No

Dispatching of smart grid Yes Yes No No Yes
Model flexibility Yes Yes No No Yes

Detection system lightweight Yes No No No No

is trusted, user privacy is not protected, the sum of elec-
tricity consumption data can be obtained to realize elec-
tricity distribution decision and the model has room for
further optimization, has flexibility, and lacks lightweight.
Rechardson’s [22] scheme considers the detector to be un-
trusted, but can not realize the dispatch in the smart
grid since the control center can’t obtain the total elec-
tricity consumption data by sending euclidean distance
to the operator, and for clustering models only, thus lack
of model flexibility, to detect individual users, the detec-
tion system has a heavy burden and lacks lightweight too.
Rahulamathavan’s [20] scheme considers the detector to
be untrusted, but also can not realize the dispatch in the
smart grid since user data is encrypted throughout, and
for support vector machine models only, thus lack of flexi-
bility, to detect individual users, so there is also the prob-
lem of lacking lightweight. Our scheme treats the detec-
tor as untrusted and adapts to multiple detection models,
the detector detects the aggregated data of a group, so as
to detect the number of users stealing electricity in the
group. We protect the privacy of a single user through
the data aggregation. After the detector obtains the elec-
tricity consumption data of the groups, it aggregates the
electricity consumption data of multiple groups to obtain
the sum of the regional electricity consumption data, so as
to make a decision on the regional electricity distribution.
From Table 2, we can see that our scheme dose not rely
on trusted detectors, and can guarantee user privacy and
the lightweight of the detection system, adapt to multiple
detection models, make decisions about electricity distri-
bution.

6 Conclusions

In this paper, we propose a lightweight and flexible
privacy-preserving detection scheme for electricity theft.
In our scheme, we aggregate user data to detect the num-
ber of users stealing electricity in a group, and protect
the data privacy of a single user. Moreover, our scheme
reduces the data storage and detection burden of the de-
tection system, and is also applicable to multiple detec-
tion models, thus ensuring the lightweight and flexibility
of the detection system. However, our detection accuracy
still has room for improvement. In our future work, we
will consider optimizing our model to improve detection
accuracy.
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Abstract

Recently, TI (Threat Intelligence) has acquired a signif-
icant presence in cyber security. A common form of TI
is IoC (an indicator of compromise). This paper presents
a novel application of geospatial analysis to refine IoC
further. First, we cope with open-source IoC of Russian
malicious cyber activity. In the first phase of analysis,
we detected 30,285,322 DNS servers on the Internet and
measured the geospatial distance between the DNS server
and each IP address of IoC. By doing this, we can expose
the nearest DNS servers to IP addresses in IoC. Second,
based on the first phase result, we compared the distance
of the DNS server and gateway ISP detected by tracer-
oute. Among 294 IP addresses of IoC, We have detected
104 DNS servers nearer than the gateway ISP, which is
helpful for the classification of IoC. Finally, we have char-
acterized IP addresses in IoC by three distance ranges
(0-400, 400-800, and 800-1200km). We have found that
the distance range is informative for characterizing IP ad-
dresses of IoC. Furthermore, experimental results demon-
strate apparent features of communication line usage type
(such as Fixed Line and Web Hosting) by three distance
ranges. We believe these three kinds of insights will shed
new light on further refinement of the indicator of com-
promise.

Keywords: DNS; Gateway ISP; Geospatial Analysis; In-
dicator of Compromise

1 Introduction

1.1 TI and IoC

Cyber threat intelligence (TI) is information or insights
on the current attacker’s behavior. Indicator of compro-
mise (IoC) is the one form of threat intelligence with a
machine-readable data feed, including IP addresses, ma-
licious domains, and file hashes [22]. Also, IoCs serve

as evidence of forensic about potential intrusions on our
network.

Threat intelligence is divided into three categories:
open, shared, and paid. IoCs include several fields such
as:

1) Burst egress/ingress network traffic;

2) Unusual behavior as privileged user account;

3) Geographical outliers;

4) DNS malformed requests.

These indicatored are adopted for the early detection of
maliciou activity in addintion to the prevension of known
threats. This paper proposes a new IoC indicator gener-
ated by geospatial analysis of DNS servers. We have de-
tected the nearest DNS server for each IP address of IoC
towards the more feature-rich cyber threat intelligence.

1.2 DNS Security

The Domain Name System (DNS) handles the correspon-
dence between domain names and IP addresses. DNS
provides the resolution of Domain name on the Internet.
DNS is also responsible in network security for the dis-
tribution of reputaion. For example, DNS-based Block
Lists operates as spam filter and blocker of malicious web
pages.

Attackers recognize DNS servers as tempting target.
Unfortunately, the DNS protocol was not implemented
with security as a top priority and therefore it has con-
tained several limitation about security design. DNS are
vulnerable to a wide range of spectrum of attacks. At-
tacks includes DOS (Denial of Service), spoofing, ampli-
fication and theft of private or confidintial information.
Also, attachker can exploit a number of ways to compro-
mise DNS severs still now. In the crisis of the DNS amp
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attack around 2015, administrators forced to check the
configuration of their DNS servers.

For these reasons, DNS server security is important for
both administrators and clients. Administrators should
block malicious DNS queries in order not to assist in cyber
attacks. Clients should not choose or connect malicious
DNS servers so that they are not involved in malicious
cyber activities.

2 Russian Advanced Persistent
Threat

Russian malicious cyber activity dates back to moonlight
maze in 1999 [6]. In the 2010s, Russian cyber activities are
gaining momentum. The Russian government supports
malicious activities to control social and political activity,
steal IP (intellectual property), and operate against re-
gional and nationwide adversaries over a large geographic
area. Besides, recently, the activities of cyber espionage
have been increasing. According to CISA, Russian mali-
cious cyber activities include SolarWinds software supply
chain (2020), targeting developers of COVID-19 vaccines,
and leaking of documents of the Democratic National
Committee (2016). In this paper, we introduce an IoC,
which is released as open-source concerning Russian ma-
licious cyber activity. Grizzly Steppe is the nickname of
the malicious activity by Russian intelligence services [19].
The IoC is based on a report published by DHS (Depart-
ment of Homeland Security) and FBI (Federal Bureau
of Investigation) in 2016. JAR refers to Grizzly Steppe
as part of RIS (Russian civilian and military Intelligence
Services) activities. In this paper, we cope with 294 IP
addresses in IoC from Joint Analysis Report [5], which is
released on December 29, 2016.

3 Geospatial Analysis

Geospatial data is information about a geographic aspect
or positioning. Geospatial data has coordinates or an
address associated with it, something that indicates its
position in space. Geospatial data is used for the provid-
ing the detailed descripton of targets, events and other
fueatres by a poision on or near the surface of the earch
Also Geospatial data usually combines location informa-
tion and attribute information with temporal information.

Geospatial analysis is based on the implementation of
geospatial data into pre-existing security systems and can
be a seamless way to strengthen cybersecurity. By inte-
grating live location information into sophisticated cyber-
security systems, we can act quickly in response to current
conditions, threats, and crises. First of all, we use geospa-
tial data to prioritize cyber threats by quickly creating a
solution that integrates multiple intelligence information
analyses, sharing, and solutions. Cyber attacks have be-
come more sophisticated by using a large number of hosts
which is spreadly widely over the world.

Having a geographical view of networks enables us se-
curity administrators to get more detailed perspective on
the pattern of attacks. For example, notification of cer-
tain organizations over a given geographical area, security
administrators can better respond with geospacial analy-
sis. Then we can minigate the attacks on the next victims
based on attack patters found.

In this paper, we apply geospatial analysis based on
the location of the DNS server for more profound insights
of the IoC of Russian malicious cyber activity. Geospatial
analysis is practical by appending information of DNS to
each IP address of IoC.

Figure 1 shows the flow chart of our system. For
geospatial analysis, we have two data sources:

1) crawling the Internet for obtaining the list of DNS
servers.

2) open source IoC including the list of IP addresses.

For handling these two lists, we have two machines.
One is for fetching information. Another is for measuring
and comparing distances.

Figure 1: The flow chart of the proposed system

We have measured the list of distances between DNS
and IP addresses in IoC. Algorithm 1 depicts the double
loop to detect the shortest distance. The program ex-
ecutes a double loop from lines 1 to 9 to calculate the
distance between 30,285,322 DNS servers and 294 hosts
in IoC. In line 5, two distances measured are compared to
find the minimum distance from IoC.

For handling 30,285,322 * 294 steps, we apply the data
decomposition method for parallelizing the processing.
Also, we use the python-multiprocessing module [19] for
speeding up the parallel processing.

For calculating distance, we use GeoPy [7]. We wrote
the code as follows:

from geopy.distance import geodesic

DNS = (X1, Y1)

IoC = (X2, Y2)

dis = geodesic(DNS, IoC).km
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Algorithm 1 Detecting Nearest DNS server

Input: DNS, IoC
Output: Pair{IoC, nearest(DNS)}
1: while DNS server list do
2: Min = 100000
3: while IoC list do
4: Dis = distance(DNS, IoC)
5: if Dis < Min then
6: Min = Dis
7: end if
8: end while
9: end while

GeoPy uses WGS84 (World Geodetic System 1984).
By doing this, we can leverage the library of Python client
for several popular geocoding web services.

Figure 2: The overview of our system

4 Measurements

DNS is the most scalable ecosystem on the Internet. Also,
the DNS is one of the most numerous Internet servers. For
handling the response of thirty millions of DNS servers,
we use scalable open source software of Libevent [8] and
MongoDB [14].

Figure 2 depicts the overview of our system. We have
divided our system into two servers: frontend crawling
server and backend DB. On the frontend server shown in
the middle of Figure 3, we employ Libevent for asynchro-
mous event notification. DNS queries is issued in asyn-
chronous I/O manner and capable for handling the re-
sponse of which timeout cannot be estimated exactly. In
experiment, it turned out that MySQL (or PostgreSQL)
cannot handle about thirty millions of reponses in 26
hours. To hinder this problem, we use MongoDB which is
document-based NoSQL datastore. MongoDB is scalabel
and equip the utility useful in several situations in data
processing such as aggregating, indexing and sorting with
key-value data format. For example, we can easily im-
plement prototyes for geospatial ananlysis and statistical
analysis of software versions of DNS.

The procedures of our system is summarized as follows:

1) Asynchronous I/O crawler issues request by calling
send query.

2) callback dns stores the response into MongoDB.

Note that (2) is activated in an asynchronous I/O man-
ner.

Figure 3: Crawling 30,285,322 DNS servers in 26 hours.

The purpose of the project in the first place was to
detect the nearest DNS server geographically from each
IP address of IoC. Then, two types of cases are presumed.
The first one is that malicious host on IoC list abuses the
DNS server. The second one is that the DNS server is
compromised or malicious to be complicit with malicious
hosts.

Libevent is an asynchronous mechanism to provide a
callback function for handling specific events on a file or
socket descriptor. Libvent also supports callbacks invoked
by signals and regular timeouts. Libevent has three steps
to achieve these procedures.

1) Setting struct event base. The event base is respon-
sible for keeping track of which events are pending or
active.

2) Event notification with struct event new. Struct
event new is registered to the list to enable notifi-
cation.

The structure of the event is as follows:

3) Dispatching events. Activate event base loop by call-
ing event base loop() for more fine-grained control.

struct event {

struct event_callback ev_evcallback;

evutil_socket_t ev_fd;

struct event_base *ev_base;

}

This structure (struct event) has three members:
socket descriptor, callback, and event base loop. In the
implementation, we have embedded the driver of Mon-
goDB to store the response received by the socket descrip-
tor. We have succeeded in detecting about 30,000,000
DNS servers in reasonable crawling time (24 hours) [1].

In deployment, crawlers on the front end use Libevent,
and the backend analyzer uses MongoDB. The Libevent-
based crawler, which leverages asynchronous I/O on the
NoSQL cluster, achieves high-speed active monitoring.
We have succeeded in connecting 30,285,322 DNS servers
in 26 hours.
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5 Results

5.1 Distance Comparison between DNS
and Traceroute

We have measured two kinds of distances of 304 IP ad-
dresses in IoC. One is from DNS server. Another is from
ISP gateway. We use the traceroute utility to obtain the
distance of ISP gateway.

Figure 4 shows the histogram of the two kinds of dis-
tance calculated about DNS and traceroute. The upper
side of Figure 4 shows the number of DNS servers. We
have observed that more than 50% of the servers are con-
centrated in the 400KM to 650KM value range. (see red
area B). From this result, we have found that public DNS
servers with global IP addresses have a wider range of
operations (about 400-500KM) than we expected.

The lower side of Figure 4 shows the histogram of the
ISP gateway detected by traceroute. More than 50% of
gateway servers are located within 50KM from IP address
in IoC (see area A). In this case, it is difficult to charac-
terize DNS servers which are assumed to be the shortest
from IP addresses in IoC. We should consider the situa-
tion where the DNS server is operating without the range
of the nearest ISP gateway. In any event, information
about area A can contributes to the further classification
of IP addresses in IoC.

Figure 4: The histogram of the two kinds of distance
calculated about DNS and traceroute

Figure 5 is a scatter diagram for the Comparison of
DNS and gateway ISP. X-axis is the distance of DNS. Y-
axis is the distance of the gateway ISP. We have marked
two areas (A, B). Each area corresponds to the area A,
and B of Figure 5.

We obtain two main findings as follows.

1) As far as observing A, there seems to be no correla-
tion between the distance of DNS and gateway ISP.
However, the range of distance of DNS servers is ris-
ing from 0 to 1200. It could be guessed that we have
succeeded in detecting the nearest DNS servers in the
left part of area A.

2) Area B has a cluster with the middle-range distance
of DNS and gateway ISP. It could be guessed that the
DNS server is located near the gateway ISP. In this
case, ISP may operate both gateway DNS servers.

5.2 Usage Type of DNS

AbuseIPDB classifies IP addresses into 12 usage types
based on the function of the organization/business unit.
We can use usageType for filtering certain ranges of IP
addresses for our needs. For example, if we are to check
the IP address originates from a university, college, or
school, we can check the EDU IP address.

1) Commercial

2) ContentDeliveryNetwork

3) DataCenterWebHostingTransit

4) FixedLineISP

5) Government

6) MobileISP

7) N.A.

8) SearchEngineSpider

9) UniversityCollegeSchool

We have generated a list of frequency of Usage type in
both Grizzly Steppe and Hidden Cobra (sss Table 1).

We have generated a list of frequency of Usage type
in both Grizzly Steppe and Hidden Cobra by issuing the
one-linear as follows:

# cat $1 | jq -j ’.data.ipAddress,","

,.data.usageType,"\n"

| tr -d "\/" | tr -d " "

| sort | uniq ?c | sort -k 2,2

Our findings are as follows:

1) Many of DNS servers are located in Area B within the
range of middle distance. The most common usage
type of DNS servers in Area B is. From this point,
it can be inferred that the DNS server administrator
and the gateway ISP are different organizations.

2) Most of usage type in Area A (within 400km) is
FixedLineISP. In Area B, DNS servers are located
near the gateway ISP. In this aspect, it is guessed that
Gateway ISP operates both DNS server and gateway
in the same organization.

3) In Area C, usage type cannot be identified. We can-
not know whether DNS administrator and gateway
ISP are the same or not. Other survey items and
features are needed to clarify the actual situation in
Area C.

In any case, we can conclude that we can classify IoC
further by the distance of DNS server.
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Figure 5: Comparison of the number of IP addresses of nearest ISP gateway and DNS. We have measured 294 IP
addresses.

Table 1: Usage type of DNS servers
From 0 to 400 km (short)

FixedLineISP 22 7.4 %
Commercial 20 6.8 %
null 18 6.1 %
DataCenter/WebHosting/Transit 18 6.1 %
ContentDeliveryNetwork 0.6 %
MobileISP 1 0.3 %

Total 79
From 400 to 800 km (middle)

DataCenter/WebHosting/Transit 95 32.3 %
FixedLineISP 38 12.9 %
Commercial 20 6.8 %
null 10 3.4 %

Total 163
From 800 to 1250 km (long)

null 16 5.4 %
DataCenter/WebHosting/Transit 8 2.7 %
FixedLineISP 4 1.3 %
Commercial 1 0.3 %

Total 29

6 Related Work

Pent et al. [18] present an evaluation of VirusTotal for
phishing websites. They set up fake phishing websites by
imitating PayPal and IRS. A data-driven engine for on-
line analysis of malware are proposed by Zhu et al. [24].
They survey 115 academic papers and collected more than
14000 daily records of VirusTotal. Automated IP Rep-
utation Analyzer Tool (AIPRA) based on some reliable

blacklist databases was presented by Lewis et al. [12].
The Democratic National Committee’s (DNC) operations
in the past election season was reported by Karadi [11].
Malicious cyber activities of the Lazarus Group, a.k.a.
Hidden Cobra was reported in [10]. Characterization of a
type of reputation-based blacklist is discussed in Sinha et
al. [20]. PhishFarm [15] analyzes 2,380 live phising site.
Those are classified by 10 distinct anti-phishing entities.

An empirical assessment of commercial threat intellieg-
nce service of two leading vendors is performed by Bouw-
man et al. [4]. They interviewed 14 security professionals.

Zhao et al. [23] propose HINT1, which is a CTI frame-
work for modeling the independent relationships among
heterogeneous IoCs. Asiri et al. [2] presents the study
of examining the effectiveness of the IOCs under an op-
erational technology environment. Li et al. [13] propose
a set of metrics to characterize threat intelligence data
and apply it to a broad range of public and commercial
sources.

Houser et al. [8] conduct an analysis of DNS hijacking
based on passive DNS records and apply it to the DNS hi-
jacking detection mechanism. Pearce et al. [17] present
new patterns in DNS manipulations by Iris, which is a
scalable method to measure global DNS resolutions. Liu
et al. [14] perform a large-scale analysis of on-path DNS
interception handled by recursive DNS servers. They
leverage 148,378 residential and cellular IP addresses.

Augustin et al. [3] provide a traceroute for obtaining a
more precise picture of routes, including graphs of loops,
cycles, and diamonds. Huang et al. [9] propose a new
traceroute implementation for large-scale topology discov-
ery of the entire /24 address space.

In [3], a retroactive identification without fine-grained
large-scale Internet data is propsed. They combines a
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range of longitudinal data by Internet-wide scans, passive
DNS records, and certificate transparency logs. In [21],
they combine inferred DNS activity by a sizeable dark-
net with DNS measurement data for a 17 month period.
Nawrocki et al. [21] evaluates the effectiveness of observed
DNS attacks by traceing IXP-inferred attacks. Opara et
al. [16] conducts a research of activities across the cyber
security of medium and large farms.

7 Conclusions

In this paper, we perform a geospatial analysis of DNS
servers to provide a more sophisticated IoC. We cope with
the open IoC of Grizzly Steppe of Russian malicious cyber
activity, which is released as an open-source IoC by US-
CERT. First, we designed a rapid crawling system to find
DNS servers, and we detected 30285322 DNS servers in
26 hours. Based on the list of IP addresses of DNS servers
we detect, we have calculated the shortest distance from
the IP address of IoC. As a result, we have detected the
nearest DNS servers for each IP address of IoC. For 294
DNS servers we detect, we extract three groups by the
distance. We extensively studied the characteristics of
usageType of the DNS servers. We have found that we
can classify DNS servers associated with IoC into three
categories. Particularly, there are two distinguishing fea-
tures.

1) At close range (within 400KM) where the most com-
mon usage type is FixedLineISP, DNS server is op-
erated close to the gateway ISP.

2) At the middle range (ranging from 400KM to
600KM), where the most usage type is DataCen-
ter/WebHosting/Transit , an administration of DNS
server is different from one of gateway ISP.

For the three categories classified by distance, we have
successfully found distinct characteristics by usage type.
We apply our method for further classification of Russian
malicious cyber activity called Grizzly Steppe. We believe
that our analysis will be informative in generating a more
sophisticated IoC.
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Abstract

Role-based access control (RBAC) is very popular as
it has various security-control strategies and provides
a flexible authorization mechanism. Delegation autho-
rization based on RBAC is an effective method that
decentralizes the authorization management from the
delegating subject to the delegated object. However,
delegations are arbitrary using the existing approaches,
particularly in large-scale distributed and collaborative
systems. The delegation process becomes unreliable
once the delegated object with lower trustworthiness is
selected, and the security of the system status cannot be
guaranteed. Aiming at these issues, this study proposes a
novel delegation method based on the trust relationship
and the collaborative security strategy and then presents
its delegation-authorization process. First, to reflect the
reliability of the delegation process, the trust degrees of
different candidate objects are comprehensively calcu-
lated using the trust seniority, trust experience, and trust
recommendation, and the delegated objects with higher
values are selected. Second, to ensure system security,
the collaborative division of duties is introduced, which
can be implicitly enforced by the mutually exclusive-role
constraints to determine further the most appropriate
delegated object in the secure collaborative environment.
The experimental results show that, compared to the ex-
isting studies, the proposed method effectively improves
the reliability of the delegation process and satisfies the
various security requirements of organizations.

Keywords: Collaborative Security Strategy; Mutually
Exclusive Constraint; Role-based Access Control; Trust
Relationship

1 Introduction

The role-based access control (RBAC), owing to the char-
acteristic of the convenience for authorizations as well as
its various security policies, had emerged as a very popu-
lar mechanism and had been widely adopted by the orga-
nizations of all scales over the past few decades [6, 8, 21].
As an important manifestation of the RBAC system,
the delegation-authorization technique based on RBAC
chooses an appropriate delegated object as the substi-
tute for the delegating subject or user, in order to decen-
tralize the centralized authorization management to some
ordinary object. The delegation authorization has been
proved to be flexible and useful in many practical applica-
tions [3,4,16]. With the high-speed advance and wide ap-
plication of the emerging network-information technolo-
gies, including the Internet of Things (IoT), edge com-
puting and blockchain, the security and reliability of the
information system are regarded as two increasing promi-
nent problems, which have been attracting much atten-
tion in both academia and industry in recent years.

In the computer-supported distributed and collabo-
rative working systems, multiple users are required to
cooperate and communicate with each other, in order
to jointly make the access decision to information re-
sources, while achieving the purpose of the mutual restric-
tions [1,22,24]. As an effective access-control strategy, the
trust-collaboration mechanism meets the confidentiality
and privacy requirements of information resources, and it
reduces the possibility of abusing authorities due to the
randomness of the delegation. Therefore, when some user
is temporarily absent or on leave, how to develop a reliable
and secure delegation scheme for choosing a trustworthy
substitute to participate in the collaboration is very chal-
lenging.

In light of the above-mentioned problems, this study
proposes a novel method, called RBAC-based delegation
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authorization with the trust computing and collaborative
security strategy (RDA TC&CSS), and then presents its
process in detail. The main contributions of this work are
as follows:

1) To improve the reliability of the delegation process,
we employ the trust relationship, including the trust
seniority, trust experience and trust recommendation
to comprehensively compute the trust degrees of dif-
ferent candidate objects, and then choose the objects
with higher values. We demonstrate the effectiveness
of the RDA TC&CSS using a specific simulated sys-
tem.

2) To ensure the system security, while avoiding the
abuse of authorities due to the randomness of dele-
gations, we utilize the collaborative security strategy
to further determine the most appropriate delegated
object in the specific collaborative scenario, and then
indirectly implement the strategy by constructing the
mutually-exclusive-role constraints. We demonstrate
the efficiency of the RDA TC&CSS using real-world
datasets.

The rest of the article is structured as follows. We
discuss some related work in Section 2. Section 3 intro-
duces the necessary preliminaries used for our work. Sec-
tion 4 proposes a novel delegation method and presents
its delegation-authorization process. We present the ex-
perimental analysis in Section 5 and conclude the article
and discuss future work in Section 6.

2 Related Work

Aiming at the problems of the heavy management burden
and lack of the flexibility for the centralized authoriza-
tion, Crampton et al. [7] proposed the RBAC-based dele-
gation to flexibly transfer the authorization management
to ordinary users, which alleviates the burden of the sys-
tem management and has some reference for studying the
delegation in the collaborative environment. Alsulaiman
et al. [5] proposed a threshold-based collaborative access
control model, called TBCACM, which associates the ac-
cess privileges of the resources with the threshold, trans-
fers permissions with the contribution coefficients to the
delegated users to participate in collaboration and makes
common decision for accessing resources. Yu et al. [23]
proposed a locale-based access control model (LCACM)
in the collaborative environment and presented a hierar-
chical authorization mechanism within the collaborative
group, which could meet the security and flexibility re-
quirements of the delegation. Khan et al. [9] proposed a
security delegation model by restricting the delegation of
sensitive permission as well as restriction from unautho-
rized access to resources, which could reduce the adminis-
trative burden and enable the automated delegation. Ac-
tually, the delegating subject should select competent and
trustworthy delegated objects from many candidate ob-
jects with different degrees of trust and execution. How-

ever, there exists the problem of arbitrariness in most of
the existing approaches. The delegation process becomes
unreliable once the delegated object with lower trustwor-
thiness is selected.

To realize the fine-grained, accurate and reliable del-
egation authorization, Liu et al. [13] combined conven-
tional RBAC model and trust management and proposed
a trust-based access control model (TBACM), which com-
prehensively calculated the trust degrees of different users
and evaluated their behavior ability. According to the
dynamic changes of user behavior, Zhu [25] divided the
user trust into static trust level and dynamic trust level
and proposed a user trust-based dynamic multi-level ac-
cess control model (UTDMACM), which could realize the
hierarchical access control and fine-grained dynamic au-
thorization. According to the dynamic variability of the
network environment and user status, Liu and Chang [12]
introduced the concept of trust measure and context con-
straint and proposed a novel access control model based
on the multi-dimension measurement and context, called
MMCBACM, which could realize the dynamic and real-
time control to the delegation authorization. To mitigate
the malicious actions caused by the authenticated users,
Abdul et al. [2] designed an access control mechanism
by computing the trust degree based on the user’s uncer-
tain behavior, which could accurately detect and mitigate
malicious users from the mobile cloud computing environ-
ment. These models or mechanisms can better reflect the
reliability of the delegation process. However, they cannot
meet the security requirements for a given collaborative
working environment, and there may be potential security
risks.

A key characteristic of RBAC is that it allows the speci-
fication and enforcement of various constraint policies [10,
15], such as the cardinality constraint and separation-of-
duty constraint (SOD). As a significant constraint strat-
egy discussed in this study, the SOD states that at least
k users are required to complete a special task that re-
quires n permissions, while any (k − 1) users are not
allowed to together have all these permissions needed
to complete the task [17]. It has been regarded as a
critical principle of the information-system security and
is widely used in large-scale distributed and collabora-
tive systems. Sarana et al. [18] proposed a novel role-
optimization method represented as RMP SoD when the
SOD constraints were present and developed three alter-
native approaches either during or after the role mining.
In order to satisfy SOD constraints while ensuring autho-
rization security, Sun et al. [20] proposed a role-mining
method, called role-mining optimization with separation-
of-duty constraints and security detection for authoriza-
tions (RMO SODSDA). Subsequently, Sun et al. [19] pro-
posed another novel policy-engineering method, called
policy-engineering optimization with visual representa-
tion and separation of duty constraints (PEO VR&SOD),
which utilized the method of SAT-based model counting
to reduce the constraints and constructed mutually exclu-
sive constraints, in order to implicitly enforce the given
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SOD constraints. In the above-mentioned approaches for
constructing RBAC systems with the SOD constraints,
however, an inadequately addressed key challenge is that
occurrence of the delegation cases is not taken into con-
sideration.

3 Preliminaries

Before proposing our methodology, some preliminaries are
presented, including the trust relationship and collabora-
tive security strategy.

3.1 Trust Relationship

The trust relationship between the delegating subject and
the delegated object, referring to the literature [2], lies on
three factors: the trust seniority, trust experience and
trust recommendation. Specifically, the trust seniority
indicates the inherent properties of the delegated object,
including the basic seniority of the object itself and the
affiliated seniority of the associated roles; the trust expe-
rience indicates the effect of the candidate object having
completed the task on behalf of the delegator in the past;
The trust recommendation indicates the trust evaluation
of the third party for the candidate object. For conve-
nience, both the subjects and objects represent persons
in the following.

1) Task attribute tai: Multiple users u1, u2, · · ·
must have a series of qualification conditions
ai1 , ai2 , · · · , ain required by task ti, before they are
cooperating to perform ti. The combinational set of
ai1 , ai2 , · · · , ain is regarded as the task attribute of
ti, denoted as tai = {ai1 , ai2 , · · · , ain}.

2) User attribute uaj : Collaborative user uj owns a
series of qualification conditions aj1 , aj2 , · · · , ajm ,
which are regarded as the user attribute, denoted as
uaj = {aj1 , aj2 , · · · , ajm}.

3) Basic seniority Aj→i: It is used to represent the basic
seniority of user uj with respect to task ti. Assuming
the weight values wai1 , wai2 , · · · , wain respectively
represent the importance of ai1 , ai2 , · · · , ain towards
task ti, where 0 ≤ wair ≤ 1, and

∑n
r=1 wair = 1.

Then Aj→i =
∑p

k=1 waik , where p ≤ |uaj ∩ tai—,
waik is the weight associated to aik , and aik ∈ uaj ∩
tai.

4) Affiliated seniority RAj→i: User ud needs to delegate
his authorities to another user uj through role rd,
when ud collaboratively participates in performing
task ti. If dist(rd, rj) indicates the distance between
rd and rj on the same role hierarchy RH, where 0 ≤
dist(rd, rj) ≤ 1, then dist(rd, rj) is regarded as the
affiliated seniority of uj with respect to ti, denoted
as RAj→i = dist(rd, rj). Obviously, the greater the
value of RAj→i, the closer connection between uj

and ud is. If rd and rj are not on the same role

hierarchy, then uj and ud have no connection, that
is RAj→i = 0.

5) Trust seniority Pj→i: The basic seniority Aj→i and
the affiliated one RAj→i together constitute the trust
seniority, denoted as Pj→i = wa × Aj→i + wra ×
RAj→i, where wa, and wra respectively represent the
contributions of Aj→i and RAj→i for Pj→i, 0 ≤ wa,
wra ≤ 1, and wa + wra = 1.

6) Trust experience Ej→i: As a substitute for the del-
egating user ud, the delegated user uj has partici-
pated in the process of performing task ti a few times
in the past. The total effect of uj completing the
task is regarded as the trust experience, denoted as
Ej→i =

∑
( k = 1)nwtjk × ejk , where wtjk = k/n

(1 ≤ k ≤ n) is used to represent the empirical coeffi-
cient of uj in the k-th execution of ti, and the more
recent the execution time, the greater value of wtjk
is; ejk is used to represent the effect of the k-th com-
pleting the task, 0 ≤ ejk ≤ 1, which can be stated as
follows:

ejk =


= 1 successful execution
= 0 false execution
−→ 1 performing well
−→ 0 performing poor

(1)

7) Trust recommendation Rj→i: When ud needs to del-
egate his authorities to uj through the joint recom-
mendation of m users ur1, ur2, · · · , urm, the trust
recommendation of uj with respect to the task is de-

noted as: Rj→i =
∑m

k=1 tk×rkj∑m
k=1 tk

, where tk(1 ≤ k ≤ m)

is used to represent the trust value of the system to
urk, rkj represents the recommendation value of urk
to uj , and 0 ≤ tk, rkj

≤ 1.

3.2 Collaborative Security Strategy

The collaborative security strategy, including the collab-
orative division of duties and the mutually-exclusive-role
constraints, can ensure the security and satisfiability of
the system status. Similar to the well-known SOD prin-
ciple, the collaborative division of duties is a common
security strategy in the multi-user cooperative scenarios,
which can be effectively enforced by the mechanism of
the mutually-exclusive-role constraint [20]. For the sake
of brevity, we assume that any role associates with only
one permission.

1) System status γ: It is formalized as a triple <
UA,PA,RH >, denoted as γ, where UA,PA and
RH are the basic components of the RBAC model.
Rolesγ(u), and Permsγ(u) represent the roles and
the permissions assigned to u under γ, respectively,
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which are formalized as follows:

Rolesγ(u) = {r ∈ R|∃r1 ∈ R,

(u, r1) ∈ UA ∧ (r1, r) ∈ RH};
Permsγ(u) = {p ∈ P |∃r2 ∈ R,

(p, r2) ∈ PA ∧ (Rolesγ(u), r2) ∈ RH}.

2) Collaborative division of duties k−n CDOD: It states
that at least k users are required to cooperate with
each other, in order to together execute a specific
task involving n roles and have all these roles, which
can be expressed as e = cdod < {r1, r2, · · · , rn}, k >,
where 1 < k ≤ n.

3) Static mutually-exclusive-role constraint t-m SMER:
It states that any user cannot have t or more roles
out of the given m roles, which can be expressed as
c = smer < {r1, r2, · · · , rm}, t >, where 1 < t ≤ m.
When t = m, it is also denoted as the t − t SMER,
which is more restricted than the t−m SMER.

4) Security of the system status sec(γ): Given a k − n
CDOD e = cdod < {r1, r2, · · · , rn}, k > under the
system status γ, if any (k − 1) users cannot have all
these n roles under γ, then γ is secure, denoted as
sece(γ) = 1; otherwise, γ is not secure, denoted as
sece(γ) = 0. Let the set of variants of k−n CDOD be
E = {e1, e2, · · · }, if γ is secure with respect to each
ei, then γ is secure with respect to E; otherwise, γ
is not secure with respect to E. Whether or not the
system status is secure can be formalized as follows:

∀e ∈ E,∃{u1, u2, · · · , uk−1} ⊂ U :

{r1, r2, · · · , rn} ⊈
k−1⋃
i=1

Rolesγ(ui)

⇒ sece(γ) = 1;

∃e ∈ E,∃{u1, u2, · · · , uk−1} ⊂ U :
k−1⋃
i=1

Rolesγ(ui) ⊇ {r1, r2, · · · , rn}

⇒ sece(γ) = 0.

5) Satisfiability of the system status sat(γ): Given a
t−m SMER c = smer < {r1, r2, · · · , rm}, t > under
the system status γ, if no user is allowed to have t
or more roles out of all these m roles under γ, then
γ is satisfied, denoted as satc(γ) = 1; otherwise, γ
is not satisfied, denoted as satc(γ) = 0. Let the set
of variants of t −m SMER be C = {c1, c2, · · · }, if γ
is satisfied with respect to each ci, then γ is satisfied
with respect to C; otherwise, γ is not satisfied with
respect to C. Whether or not the system status is

satisfied can be formalized as follows:

∀c ∈ C,∃u ∈ U :

|Rolesγ(u) ∩ {r1, r2, · · · , rm}| < t

⇒ satc(γ) = 1;

∃c ∈ C,∃u ∈ U :

|Rolesγ(u) ∩ {r1, r2, · · · , rm}| ≥ t

⇒ satc(γ) = 0.

4 Methodology

In this section, based on the trust relationship and collab-
orative security strategy, the framework of the proposed
RDA TC&CSS is presented as shown in Figure 1. It in-
volves two main aspects: The delegation-authorization
flows, and the connected components for the strategy de-
ployment. First, definitions for the calculation of trust
degree and the implicit enforcement of security strategy
are presented as follows.

Definition 1. Trust degree Tj→i. The trust seniority
Pj→i, experience Ej→i and recommendation Rj→i to-
gether constitute the trust degree of uj with respect to
ti, which can be calculated and expressed as Tj→i =
wp × Pj→i + we × Ej→i + wr × Rj→i, where wp, we and
wr respectively represent the contribution coefficients of
Pj→i, Ej→i and Rj→i for Tj→i, 0 ≤ wp, we, wr ≤ 1, and
wp + we + wr = 1.

For the specific trust threshold Hj→i in the system,
if Tj→i ≥ Hj→i, then the candidate uj is trustworthy;
otherwise, uj is not trustworthy.

According to Items (4) and (5) in Subsection 3.2, given
the k − n CDOD set E and t − m SMER set C under
the system status γ, the process of verifying whether or
not γ is secure is in P ; similarly, the process of verifying
whether or not γ is satisfied is also in P . These two state-
ments have been discussed in other related research, and
then the enforcement condition of the secure strategy is
presented, in order to determine the relationship between
the k − n CDOD and t−m SMER.

Definition 2. Implicit enforcement of the. k−n CDOD.
For the given collaborative strategy e and a constraint set
C under γ, e can be implicitly enforced by C, if and only
if ∀c ∈ C : satc(γ) ⇒ sece(γ).

4.1 Basic Components for the Strategy
Deployment

The deployment for the RDA TC&CSS mainly consists
of the following four connected components:

1) Policy information point (PIP) is responsible for col-
lecting and classifying the information records such
as the user attributes, role attributes, historical inter-
actions and user evaluations stored in database DB2,
and then it effectively computes the trust relation-
ship.
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Figure 1: Framework of the RDA TC&CSS

2) Policy administration point (PAP) is responsible for
collecting and classifying the information records
such as the collaborative division of duties and the
mutually exclusive constraints stored in database
DB3, and then it effectively analyzes the security and
satisfiability requirements of the system status.

3) Policy decision point (PDP) is responsible for send-
ing the query requests of the trust relationship and
system status to PIP and PAP, respectively. It also
makes the decision judgment and feeds it back to
PEP according to the results of the trust computing
and status analysis.

4) Policy enforcement point (PEP) is responsible for
receiving the delegation request instructions from
users. It also performs the delegation operation ac-
cording to the decision feedback by the PDP and
transfers the corresponding authorities of the dele-
gating users stored in database DB1 to other users.

4.2 Process of the Delegation Authoriza-
tion

To reflect the reliability of the delegation process and en-
sure the system security, the detailed procedure of the
delegation authorization is presented as follows:

Step 1. In the working environment with collaborative
execution of task ti, user ud sends a delegation re-
quest instruction to PEP.

Step 2. PEP sends the request message to PDP and
waits for PDP to make a decision response.

Step 3. PDP sends the query request of trust relation-
ship to PIP, and PIP comprehensively calculates the

trust degrees of candidate users {u1, u2, · · · } accord-
ing to the records of user attributes, role attributes,
historical interactions and user evaluations.

Step 4. Comparing the trust degree Tj→i of the candi-
date object uj with the threshold Tj→i set in advance.
If Tj→i ≥ Hj→i, then uj is inserted into the trust-
worthy object set and the procedure turns to Step
7; otherwise, uj is moved from {u1, u2, · · · } and the
procedure turns to Step 3.

Step 5. PDP sends the query request of system status to
PAP, and PAP analyzes and presents the security and
satisfiability requirements of the system status, ac-
cording to records of the collaborative division of du-
ties {e1, e2, · · · } and mutually exclusive constraints
{c1, c2, · · · }.

Step 6. Determining whether any el in {e1, e2, · · · } can
be implicitly enforced by some subset of {c1, c2, · · · }.
If ck can enforce el and it belongs to set C by
constraint-construction method, then ck is regarded
as the minimal constraint; otherwise, ck is moved
from {c1, c2, · · · } and the procedure turns to Step 5.

Step 7. The result of the trust query in Step 4 and that
of the status query in Step 6 are fed back to PDP,
respectively.

Step 8. The trustworthy candidate objects are compre-
hensively investigated by PDP, in order to choose the
most appropriate as the delegated user, such as uj .
Further, if uj meets all the constraint requirements,
then the decision result “allow delegation” is fed back
to PEP; otherwise, uj is moved from the candidates
and other objects are reviewed.
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Step 9. PEP executes the delegation-authorization op-
eration on uj .

4.3 Construction of the SMER Con-
straints

To implicitly enforce k−n CDOD, we present an approach
for constructing t−m SMER constraints from the k − n
CDOD as shown in Algorithm 1. It is observed from
Lines 2–5 of the algorithm that, the following statement
is determined first.

Algorithm 1 Construction of t−m SMER constraints

1: Input: k − n CDOD constraint cdod =<
{r1, r2, · · · , rn}, k >, where 1 < k ≤ n

2: Output: set C of t−m SMER constraints
3: Initialize C = ϕ;
4: if k = 2 then
5: C = {< {r1, r2, · · · , rn}, n >};
6: else if k = n then
7: C = {< {r1, r2, · · · , rn}, 2 >};
8: else
9: for (t = 2; ⌊n−1

k−1 ⌋+ 1; t++) do
10: m = (k − 1)× (t− 1) + 1;
11: for any subset {r1, r2, · · · , r′m} in {r1, r2, · · · , rn}

do
12: C = C ∪ {< {r1, r2, · · · , r′m}, t >};
13: end for
14: end for
15: end if

Statement 1. For the given collaborative strategy e =
cdod < {r1, r2, · · · , rn}, k > under status γ, it can be pre-
cisely enforced by the constraint formalized as c = smer <
{r1, r2, · · · , rn}, t >, if and only if t = 2 when k = n (or
t = n when k = 2).

Theorem 1. For the given collaborative strategy e =
cdod < {r1, r2, · · · , rn}, k > under status γ , the SMER
constraint set constructed by Algorithm 1 is minimal.

Proof.
According to Statement 1, {< {r1, r2, · · · , rn}, 2 >} and
{< {r1, r2, · · · , rn}, n >} is the minimal set required.
Next, we need to verify whether if holds true when
2 < k < n. The verification process considers the fol-
lowing two sides.

On one hand, Any (k − 1) users have (k − 1)× (t− 1)
roles from {r1, r2, · · · , rm} at most, since any user at most
is allowed to have (t−1) roles. Without loss of generality,
let t takes the value (⌊n−1

k−1 ⌋ + 1), the number of roles

covered by any (k − 1) users is: (k − 1) × (⌊n−1
k−1 ⌋ + 1 −

1) < n, that is satc(γ) ⇒ safee(γ) = 1. When t <
(⌊n−1

k−1 ⌋+1), it also holds true. Thus, for each c = smer <
{r1, r2, · · · , rm}, t > in the constructed C, c can enforce e.

On the other hand, the contradiction method is used.
Assuming that c is not the minimal constraint to enforce
e, and there exists another enforceable t′ −m′ SMER c′

that is less strict than c, then m′ should not be greater
than m, and t′ should be greater than t. There are two
cases:

1) When m′ = m and t′ > t, the assumption is true.
Then, it is concluded that t′ > ⌊n−1

k−1 ⌋ + 1. Without

loss of generality, let t takes the value (⌊n−1
k−1 ⌋ + 2).

For c′, there exists (k − 1) users and the number of
roles covered by these users is: (k−1)×(n−1

k−1+2−1) =
n− 1 + k − 1 > n, then sece(γ) = 0, which breaches
e. Thus, the assumption is false.

2) When m′ < m and t′ = t, the assumption is true. If
satc′(γ) = 1, then satc(γ) = 1, which indicates that
c′ that is not weaker than c. Thus, the assumption
is false and the theorem is proved.

5 Experimental Analysis

To evaluate the performance of the RDA TC&CSS, we
next conduct experiments using the simulated system and
real-world datasets, in order to demonstrate the reliability
and security of the proposal. All the experiments are
compiled and run under the Java environment.

5.1 Performance Evaluations for Reliabil-
ity of the RDA TC&CSS

5.1.1 Problem Statement

In the following simulated system, Figure 2 presents the
role-hierarchy relationship (RH) of the RBAC system
when a specified organization is purchasing a batch of
products. Table 1 and Table 2 represent the relation-
ship of the original user–role assignments (UA), and that
of the original role–permission assignments (PA) in the
multi-department collaborative working environment, re-
spectively. If the assistant manager c is on a business
trip and he needs to temporarily delegate his authorities
to another collaborator, such as the assistant manager e,
inspector g, or storing man h, in order to execute the cor-
responding tasks as the substitute of c, then the analysis
for the delegation authorization is as follows.

5.1.2 Trust Computing

If the correspondence between the task attribute
tS DM2

= {manager level, warehouse storage} and weight
is: wamanager level = 0.6, wawarehouse storage =

0.4, then the basic seniorities of e, g, and h for
tS DM2 are Ae→tS DM2

= 0.6, Ag→tS DM2
= 0.4, and

Ah→tS DM2
= 0.4, respectively. Moreover, it is seen from

Figure 2 that, S DM2, QP, and WP are on the same
branch, while S DM2 and A DM belong to different
branches. If dist(S DM2, QP ) = dist(S DM2,WP ) =
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Figure 2: RH

Table 1: UA

User Role Annotation for role

a DM Department manager
b S DM1 Assistant manager
c S DM2 Assistant manager
d S DM3 Assistant manager
e A DM Assistant manager
f OP Ordering person
g QP Inspector
h WP Store keeper
i AP Accountant
j CP Cashier
k P Common staff

Table 2: PA

Role Permission Annotation for permission

DM p1 It is responsible for gen-
eral management

S DM1 p2 It is responsible for order-
ing products

S DM2 p3 It is responsible for keep-
ing the warehouse

S DM3 p4 It is responsible for finan-
cial accounting

A DM p5 It is responsible for cash
accounting

OP p6 Order products
QP p7 Inspect the product qual-

ity
WP p8 Store products
AP p9 keep accounts
CP p10 Revenue and expenditure

cash
P p11 Collect and organize doc-

uments

0.7, dist(S DM2, A DM) = 0, then the affiliated senior-
ities of e, g, and h for tS DM2 are RAe→tS DM2

= 0,
Ag→tS DM2

= 0.7, and Ah→tS DM2
= 0.7, respectively.

If the basic seniority and affiliated seniority have the
same contribution weight, then the trust seniorities of e,
g, and h for tS DM2 are respectively calculated as:

Pe→tS DM2
= wa ×Ae→tS DM2

+ wra ×RAe→tS DM2

= 0.5× 0.6 + 0.5× 0

= 0.30

Pg→tS DM2
= wa ×Ag→tS DM2

+ wra ×RAg→tS DM2

= 0.5× 0.4 + 0.5× 0.7

= 0.55

Ph→tS DM2
= wa ×Ah→tS DM2

+ wra ×RAh→tS DM2

= 0.5× 0.4 + 0.5× 0.7

= 0.55

Taking the “year” as the measurement unit, the perfor-
mances of e, g, and h in place of c in the last 5 years
are investigated, respectively. Table 3 presents the com-
pletion effects with respect to the measurement unit and
empirical coefficient, where “\” represents unknown. Pro-
viding that e, g, and h have the same empirical coefficient
in the same unit of measurement. According to the ta-
ble, the trust experiences of e, g, and h for tS DM2

are
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respectively calculated as follows:

Ee→tS DM2
=

5∑
k=1

wtk × eek

= 0 + 0 + 0 + 0 + 1.0× 0.8

= 0.80

Eg→tS DM2
=

5∑
k=1

wtk × egk

= 0 + 0.4× 0.6 + 0 + 0.8× 0.4 + 0

= 0.56

Eh→tS DM2
=

5∑
k=1

wtk × ehk

= 0.2× 0.7 + 0 + 0.6× 0.5 + 0 + 0

= 0.44

In the existing collaboration environment, consider
that the manager a, assistant managers b and d are se-
lected as the referees of e, g, and h, respectively. Owing
to the rank of a being above b, and d, the trust value
of the system about the referee should be: ta > tb, and
ta > td. Table 4 presents the trust recommendations with
respect to different referees. According to the table, the
trust experiences of e, g, and h for tS DM2 are respectively
calculated as follows:

Re→tS DM2
=

ta × rae + tb × rbe + td × rde
ta + tb + td

=
0.6× 0.9 + 0.2× 0.5 + 0.2× 0.1

0.6 + 0.2 + 0.2
= 0.66

Rg→tS DM2
=

ta × rag + tb × rbg + td × rdg
ta + tb + td

=
0.6× 0.2 + 0.2× 0.4 + 0.2× 0.7

0.6 + 0.2 + 0.2
= 0.34

Rh→tS DM2
=

ta × rah + tb × rbh + td × rdh
ta + tb + td

=
0.6× 0.3 + 0.2× 0.5 + 0.2× 0.6

0.6 + 0.2 + 0.2
= 0.40

According to different contributions of the trust se-
niority, trust experience and trust recommendation to the
trust degree, while taking the value wp = 0.2, we = 0.7,
wr = 0.1 and wp + we + wr = 1, the trust degrees of
e, g, and h for tS DM2

are comprehensively calculated as

follows:

Te→tS DM2
= wp × Pe→tS DM2

+ we × Ee→tS DM2

+wr ×Re→tS DM2

= 0.2× 0.3 + 0.7× 0.8 + 0.1× 0.66

= 0.686

Tg→tS DM2
= wp × Pg→tS DM2

+ we × Eg→tS DM2

+wr ×Rg→tS DM2

= 0.2× 0.55 + 0.7× 0.56 + 0.1× 0.34

= 0.536

Th→tS DM2
= wp × Ph→tS DM2

+ we × Eh→tS DM2

+wr ×Rh→tS DM2

= 0.2× 0.55 + 0.7× 0.44 + 0.1× 0.4

= 0.458

For the given threshold HtS DM2
= 0.5, it can be

concluded that, Te→tS DM2
> Tg→tS DM2

> HtS DM2
>

Th→tS DM2
, which indicates that e and g are more trust-

worthy than h.

5.2 Performance Evaluations for Security
of the RDA TC&CSS

5.2.1 Performance Evaluations Using the Simu-
lated System

According to the result of the above analysis, e and
g are considered as the trustworthy delegated objects.
If γ1 and γ2 respectively represent the system sta-
tus after implementing delegation on candidates e, and
g, then for different collaborative strategy cdod <
{DM,S DM1, S DM2, S DM3, A DM}, k >, where 1 <
k ≤ 5, Table 5 shows the minimal constraint set con-
structed by Algorithm 1, as well as descriptions for the
satisfiability and security of γ1 and γ2. From the table,
the following observations are presented.

1) C1 can implicitly enforce e1. Notice that
|{Rolesγ1(e) = {A DM , S DM2}} ∩ {DM ,
S DM1, S DM2, S DM3, A DM}| = 2 < 5
and |{Rolesγ2

(g) = {QP,S DM2}}b ∩ {DM ,
S DM1, S DM2, S DM3, A DM}| = 1 < 5, which
indicates that γ1 and γ2 are satisfied to C1 and are
also secure to e1. Thus, the more trusted assistant
manager e should be selected for the delegation
authorization in such case.

2) C2, C3, and C4 can implicitly enforce
e2, e3, and e4, respectively, while notice that
|{Rolesγ1

(e) = {A DM,S DM2}} ∩ {S DM2,
S DM3, A DM}| = 2, which indicates that e
violates smer < {S DM2, S DM3, A DM}, 2 > in
C2, smer < {DM,S DM2, S DM3, A DM}, 2 >
in C3, and smer < {DM , S DM1, S DM2,
S DM3, A DM}, 2 > in C4. γ1 is unsatisfied to
C2, C3 and C4 and is also unsecure to e2, e3 and
e4. However, Rolesγ2

(g) = {QP,S DM2}, which
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Table 3: Completion effects

Measurement Empirical Completion Completion Completion
unit (k) coefficient (wtk) effect (eek) effect (egk) effect (ehk)

1 0.2 - - 0.7
2 0.4 - 0.6 -
3 0.6 - - 0.5
4 0.8 - 0.4 -
5 1.0 0.8 - -

Table 4: Trust recommendations

Referee Trust value of Recommendation Recommendation Recommendation
(urk) referee (tk) value (rke) value (rkg) value (rkh)

a 0.6 0.9 0.2 0.3
b 0.2 0.5 0.4 0.5
d 0.2 0.1 0.7 0.6

indicates that g meets any constraint requirement
from C2, C3 and C4, and then γ2 is also secure to
e2, e3 and e4. Thus, only the inspector g is selected
as the delegated object in such cases, in order to
ensure the security of the system status.

5.2.2 Performance Evaluations Using the Real-
world Datasets

To further evaluate the efficiency of the algorithm for
the construction of SMER constraints, we consider the
real-world datasets used in the work [14]. However, the
Domino, Firewall1, Firewall2, and Healthcare datasets
could not reflect the performance of the proposal, since
some users in these datasets violate the security strategies,
from which valid SMERs cannot be generated. Thus, only
five datasets are taken into consideration for the exper-
iments, including Americas-large, Americas-small, Apj,
Customer, and Emea. Further, the regular mining tool
RMiner [11] is used for mining the initial roles with no
constraints, as well as UA.

Different types of the k − n CDOD strategy are syn-
thetically generated using a simulator. In terms of the
length of constraint enforcement, we study four differ-
ent cases: 2-2 CDOD, 2-3 CDOD, 3-5 CDOD, and 5-10
CDOD, where n permissions are randomly chosen from
the set of all permissions. Meanwhile, the sizes of k − n
CDOD are fixed as 30, and 50, respectively. We con-
sider the initial mining results and the k− n CDOD con-
straints as inputs and repeatedly conduct the experiments
20 times. The average time for constructing SMERs from
different CDOD strategies, as well as the results of the
compared methods RMP SoD and RMO SODSDA, are
shown in Tables 6 ∼ 13, where Ek-n CDOD indicates
the CDOD strategy, and Ct−mSMER indicates the SMER

constraint set.

When |Ek−nCDOD| = 30, it is intuitively observed from
Tables 6 ∼ 9 that, the time needed for construction of
the t-t SMERs grows rapidly as the length of the CDOD
strategy increases. Take the Americas-large dataset as
an example, and the length of CDOD changes from 2 to
10. The time for constructing t-t SMERs is 149, 511,
2078, and 6267s, respectively. Similarly, the time needed
for construction of the t − m SMERs is 289, 567, 1315,
and 7771s, respectively, which also grows rapidly as the
length of the CDOD strategy increases. However, most
of the time taken for the latter is longer than that of the
former. This is because the t-t SMER is more restricted
than the t − m SMER, and the number of constructing
t−m SMERs should be greater than that of constructing
t-t SMERs. Thus, the time cost for the construction is
longer with the increasing number of constraints. Similar
to the above analysis for |Ek−nCDOD| = 30, the detailed
analysis of the time taken for |Ek−nCDOD| = 50, as shown
in Tables 10 ∼ 13, is omitted owing to the limited space.

A further observation from Tables 6 ∼ 13 is that,
the time taken for construction of SMERs using dif-
ferent methods are comparable. Specifically, tak-
ing the Americas-small dataset as an example, when
|E2–3CDOD| = 30, the time taken for construction of
Ct−mSMER using the three methods is 28, 29, and
28s, respectively; when |E3–5CDOD| = 30, the time for
Ct−mSMER using these methods is 91, 92, and 94, re-
spectively. Thus, RDA TC&CSS performs as well as the
RMP SoD and RMO SODSDA methods, in order to en-
sure the system security, while improving the reliability
of the delegation process.
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Table 5: Enforcement of the Security Strategy

k − n CDOD t−m SMER sat(γ1) sec(γ1) sat(γ2) sec(γ2)

e1 = cdod <
{DM , S DM1,
S DM2,
S DM3,
A DM}, 2 >

C1 = {smer < {DM , S DM1, S DM2, S DM3,
A DM}, 5 >}

satC1
(γ1)

= 1
sece1(γ1)
= 1

satC1
(γ2)

= 1
sece1(γ2)
= 1

e2 = cdod <
{DM , S DM1,
S DM2,
S DM3,
A DM}, 3 >

C2 = {smer < {DM,S DM1, S DM2}, 2 >,
smer < {DM,S DM1, S DM3}, 2 >,
smer < {DM,S DM1, A DM}, 2 >,
smer < {DM,S DM2, S DM3}, 2 >,
smer < {DM,S DM2, A DM}, 2 >,
smer < {DM,S DM3, A DM}, 2 >,
smer < {S DM1, S DM2, S DM3}, 2 >,
smer < {S DM1, S DM2, A DM}, 2 >,
smer < {S DM1, S DM3, A DM}, 2 >,
smer < {S DM2, S DM3, A DM}, 2 >, smer <
{DM,S DM1, S DM2, S DM3, A DM}, 3 >}

satC2(γ1)
= 0

see2(γ1)
= 0

satC2(γ2)
= 1

see2(γ2)
= 1

e3 = cdod <
{DM , S DM1,
S DM2,
S DM3,
A DM}, 4 >

C3 = {smer <
{DM,S DM1, S DM2, S DM3}, 2 >,
smer < {DM,S DM1, S DM2, A DM}, 2 >,
smer < {DM,S DM1, S DM3, A DM}, 2 >,
smer < {DM,S DM2, S DM3, A DM}, 2 >,
smer < {S DM1, S DM2, S DM3, A DM}, 2 >
}

satC3
(γ1)

= 0
sece3(γ1)
= 0

satC3
(γ2)

= 1
sece3(γ2)
= 1

e4 = cdod <
{DM , S DM1,
S DM2,
S DM3,
A DM}, 5 >

C4 = {smer < {DM,S DM1, S DM2, S DM3,
A DM}, 2 >}

satC4(γ1)
= 0

sece4(γ1)
= 0

satC4(γ2)
= 1

sece4(γ2)
= 1

Table 6: Performance comparison when |E2–2CDOD| = 30

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 139.7 279.5 144.7 281.5 149.5 289.5
Americas-small 10.1 17.2 10.1 18.1 13.1 20.2

Apj 0.4 0.8 0.4 0.8 0.4 0.9
Customer 0.3 0.4 0.3 0.4 0.3 0.4
Emea 0.01 0.04 0.02 0.04 0.02 0.06

Table 7: Performance comparison when |E2–3CDOD| = 30

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 505.5 552.9 509.5 552.9 511.7 567.3
Americas-small 30.5 28.3 31.8 29.3 32.2 28.7

Apj 1.4 1.2 1.4 1.2 1.4 1.5
Customer 0.3 0.3 0.3 0.3 0.3 0.3
Emea 0.07 0.06 0.07 0.06 0.07 0.06
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Table 8: Performance comparison when |E3–5CDOD| = 30

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 2022.7 1314.7 2054.3 1314.7 2078.4 1315.9
Americas-small 117.5 91.9 133.6 92.9 144.1 94.8

Apj 6.7 4.5 7.1 4.6 8.7 4.5
Customer 1.2 3.2 5.0 3.5 5.6 3.2
Emea 0.3 0.2 0.3 0.2 0.3 0.2

Table 9: Performance comparison when |E5–10CDOD| = 30

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 6164.6 7771.9 6267.3 7778.4 6267.3 7771.9
Americas-small 260.7 460.5 371.4 465.7 371.4 464.5

Apj 19.7 28.9 23.3 29.9 23.3 29.3
Customer 0.9 34.8 28.1 36.8 28.1 35.7
Emea 0.7 0.8 0.7 0.8 0.7 0.8

Table 10: Performance comparison when |E2–2CDOD| = 50

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 366.2 759.1 379.5 759.1 386.1 759.1
Americas-small 29.2 60.4 30.2 60.4 33.2 62.7

Apj 0.9 2.4 1.2 2.4 1.4 2.6
Customer 0.01 1.1 0.5 1.1 0.5 1.1
Emea 0.05 0.12 0.06 0.12 0.06 0.12

Table 11: Performance comparison when |E2–3CDOD| = 50

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 1203.9 1078.1 1212.8 1078.1 1211.9 1070.7
Americas-small 89.9 85.6 96.3 85.6 97.4 85.6

Apj 3.6 2.7 3.1 2.7 3.0 2.3
Customer 1.3 0.6 0.7 0.6 0.6 0.5
Emea 0.02 0.1 0.1 0.1 0.1 0.1

Table 12: Performance comparison when |E3–5CDOD| = 50

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 5762.9 3751.6 5861.9 3753.1 5872.2 3751.6
Americas-small 280.9 216.2 337.9 223.4 341.9 216.2

Apj 17.9 12.6 19.7 14.5 22.6 12.6
Customer 2.7 7.7 12.1 8.8 15.5 7.7
Emea 0.8 0.5 0.8 0.7 0.8 0.6
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Table 13: Performance comparison when |E5–10CDOD| = 50

Dataset
RMP SoD(s) RMO SODSDA(s) RDA TC&CSS(s)

Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER Ct−tSMER Ct−mSMER

Americas-large 14667.3 18612.1 15008.8 18876.6 15001.9 18612.1
Americas-small 5.9 1116.7 900.5 1155.1 897.1 1116.7

Apj 47.0 73.6 59.4 87.7 66.0 73.6
Customer 2.3 87.4 70.5 86.1 74.3 87.4
Emea 1.7 0.8 0.7 0.7 0.8 0.8

5.3 Discussion

From the above analysis for the reliability and security
of the delegation-authorization process, we find the main
benefits of the RDA TC&CSS as follows.

1) Most of the existing delegation approaches have the
problem of arbitrariness. The delegation process is
unreliable and untrustworthy, and there exists the
danger of abuse of privileges once the delegated ob-
ject h with lower trustworthiness is selected. To
improve the reliability of the delegation process,
the proposed method comprehensively computes the
trust degrees of different candidate objects based on
quantitative analysis for the trust seniority, trust ex-
perience and trust recommendation. It eliminates
the object h with low trust degree from the candi-
date set, and then chooses e, g as the trustworthy
objects. Thus, the delegated object chosen via the
RDA TC&CSS becomes much more reliable.

2) On the basis of ensuring the reliability of the dele-
gation process, the collaborative division strategies
e2, e3, and e4 in the simulated system are violated
using the existing delegation approaches, and the se-
curity of the system status will be compromised af-
ter delegation. To ensure the system security, the
proposed method utilizes the method of construct-
ing the minimal set of mutually-exclusive-role con-
straints, which indirectly implements the collabora-
tive security strategy, in order to further determine
the most appropriate delegated object g in the spe-
cific collaborative scenario, while satisfying various
constraint requirements of systems.

3) The proposed algorithm in the article intuitively re-
flects the satisfaction requirements of the system sta-
tus. The time complexity for construction of the t−m
SMERs depends on the double loops. The execution
number of the outer loop is (⌊n−1

k−1 ⌋− 2); in the inner
loop, for the particular m, it is necessary to combine
any m roles from n roles in the collaboration. Thus,
the total time complexity of the algorithm is O(2n).
The efficiency of the algorithm decreases obviously
as the value of n increases. In general, if m is small,
then the efficiency of the algorithm is acceptable.

Compared to the existing research approaches, features of
the proposal are presented as shown in Table 14, where a
tick V indicates that the feature is available.

Nevertheless, the RDA TC&CSS still has the limita-
tion: As shown in Table 5, for the given collaborative
division strategies e1, e2, e3 and e4 as well as the minimal
constraint sets C1, C2, C3 and C4, it is seen that e1, e4 can
be precisely enforced by C1, and C4, respectively. How-
ever, e2, e3 cannot be enforced by C2 or C3. Therefore,
the minimal constraint set constructed by the algorithm
may not be able to precisely implement the CDOD strat-
egy.

6 Conclusions

A novel delegation-authorization method based on
RBAC, called RDA TC&CSS, was proposed in this study.
First, we utilized the trust seniority, trust experience
and trust recommendation to comprehensively compute
the trust degrees of different candidate objects, and then
chose the objects with higher values. Next, we adopted
the collaborative security strategy to further determine
the most appropriate delegated object in the specific col-
laborative scenario. Further, we presented the algorithm
to indirectly implement the collaborative strategy by con-
structing the minimal set of constraints and verified the
correctness of the algorithm. The experiments using
a specific simulated system and the real-world datasets
demonstrated that, the proposed method could improve
the reliability of the delegation process, while ensuring the
system security. Our future work will focus on studying
how to implement the RDA TC&CSS in practical sce-
narios such as the IoT, blockchain, and wireless sensor
networks.
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Abstract

In the context of digitized education, campuses have been
the worst hit areas of cyber attacks, ransomware, and in-
formation leakage. Therefore, we propose a novel privacy
protection data aggregation scheme based on the Horner
rule and lightweight convolutional neural for intelligent
education. This scheme uses the Horner rule to aggre-
gate multi-user and multi-regional educational data in a
multi-dimensional way. A lightweight convolutional neu-
ral network is used to extract data features, and homo-
morphic encryption is used to ensure user data privacy.
Fine-grained access control of aggregated data is achieved
using proxy re-encryption; only a specified authorized en-
tity can read the aggregated data. The security analysis
shows that the proposed scheme can ensure user privacy
and data integrity and carry out fine-grained access con-
trol on aggregated data, which can better meet the needs
of practical applications.

Keywords: Data Aggregation; Horner Rule; Intelligent
Education; Lightweight Convolutional Neural; Privacy
Protection

1 Introduction

With the development of science and technology, people’s
life has become more information and intelligent, and the
education system has gradually changed to intelligent ed-
ucation. Intelligent education collects students’ behav-
ioral data through different sensors, and then uploads the
behavioral data to the control center, which dynamically
allocates educational resources through statistical analy-
sis of a large number of data. At the same time, intelligent
education can also provide customized learning methods
for user groups with different educational needs in differ-

ent regions based on the analysis results [9,10]. Compared
with traditional power grid, intelligent education can pro-
vide richer functions, better performance and higher re-
liability. Although intelligent education has made great
progress in recent years, it still faces security threats in
three aspects.

1) Privacy of user education data. The data in differ-
ent time periods potentially reflect users’ personal
privacy. For example, relatively low behavioral data
in a time period may mean less student behavior in
that time period. When malicious attackers get these
data, they will violate users’ personal privacy and
even provide information for some real crimes.

2) Integrity of user data. If the user data is tampered
or forged by malicious attackers in the transmission
process, it will not only affect the correct evaluation
of students’ behavior, but also affect the normal al-
location of teaching resources.

3) Control of access to aggregated data. Most of the
existing data aggregation schemes can only read the
aggregated data in a single control center, without
considering the presence of multiple data receivers.
For example, switch between the active and standby
control centers or switch between different adminis-
trators in the same control center. Different data re-
ceivers should also have limited access to aggregated
data. For example, the administrator of a region can
read only the aggregated data of the region, and the
administrator with higher permission can read the
aggregated data of all regions.

To solve the above problems, this paper proposes a
privacy protection data aggregation scheme that sup-
ports fine-grained access control in intelligent education.
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Firstly, this paper considers multi-dimensional data ag-
gregation. In addition to the aggregation of different
users’ data in any region, it also considers the aggregation
of students’ data in different regions, and uses Horner’s
rule to compress the aggregated data of different dimen-
sions to ensure that the data of each dimension can still be
recovered after aggregation. In addition, this paper uses
a lightweight neural network to extract data features, and
encrypts each user’s educational data with homomorphic
encryption technology, so as to ensure the privacy of user
data, and also requires that the data can be operated in
the encrypted state. To ensure the integrity of encrypted
data during storage and transmission, digital signatures
are used to verify data integrity, and batch authentica-
tion is used to improve the efficiency of authentication.
Finally, the proxy re-encryption technology is used to re-
encrypt the aggregated data with the public key of the
specified receiver to ensure that only the specified receiver
can decrypt the aggregated data and achieve fine-grained
access control.

This paper is divided into eight parts. Section 2 shows
the related works including homomorphic encryption and
horner rule. Section 3 introduces system model and se-
curity requirements. Section 4 proposes the new data ag-
gregation scheme. Section 5 shows the security analysis.
Security attribute comparison is stated in Section 6. Sec-
tion 7 shows the efficiency analysis. There is a conclusion
in Section 8.

2 Related Works

2.1 Homomorphic Encryption

Suppose there areK plaintextmi(i = 1, 2, · · · ,K), Encpk
means encryption using the public key pk, Decsk means
decryption using the corresponding private key sk. The
addition homomorphic property can be expressed as:

Decsk(

K∏
i=1

Encpk(mi)) =
∑
i=1

mi. (1)

Paillier encryption [21] is the most typical public-key
encryption algorithm with homomorphic property of ad-
dition. Specifically, it consists of the following four algo-
rithms.

1) Initialization. Select the safety parameter κ. p1
and q1 are two large prime numbers, and it sat-
isfies L(p1) = L(q1) = κ, calculates N = p1q1
and λ = lcm(p1 − 1, q1 − 1), where lcm represents
the solution of the least common multiple. De-
fine L(u) = (U − 1)/N , g = N + 1, and calculate
µ = (L(gλmodN2))−1.

2) Key generation. The public key is pk = (N, g), and
the private key is sk = (λ, µ).

3) Encryption. Assuming that the message to be en-
crypted is M ∈ ZN , select a random number r ∈

Z∗
N , and calculate the ciphertext C = Encpk(M) =

gMrNmodN2.

4) Decryption. Assuming that the ciphertext to be de-
crypted is C ∈ Z∗

N2 , the plaintext message M =
Decsk(C) = L(CλmodN2)µmodN can be recovered
using the private key.

2.2 Horner Rule

Horner rule is an efficient algorithm to evaluate polyno-
mials [2,12], which can transform the evaluation problem
of n degree polynomials into the evaluation of n degree
polynomials and simplify the calculation process. For ex-
ample, p(x) = anx

n + an−1x
n−1 + · · · + a1x + a0 can be

converted to p(x) = (· · · (anx+ an−1)x+ · · · )x+ a0. And
more specifically, by limiting x > maxan, an−1, · · · , a1, it
can recover n coefficients a1, a2, · · · , an of a polynomial
by n-division and n-modular operation, given x and p(x).

3 System Model and Security Re-
quirements

3.1 System Model

The symbols used in this article and their corresponding
meanings are shown in Table 1. The system model is
shown in Figure 1. The system proposed in this paper
consists of five entities, namely, user-oriented intelligent
classroom (User), region-oriented area aggregation gate-
way (RAGW), data center (DC), access control center
(ACC), and data receiver (DR).

Table 1: Symbols and their corresponding meanings

Symbol Name
RAGW1 Area aggregation gateway of area i
Userik The k − th smart classroom in area i

BAMDDi Multidimensional aggregated cipher-
text data in area i

SAMDD All multidimensional aggregated ci-
phertext data

N, g,G EDD Encryption parameter
H Hash function

R1, R2 Horner parameter
m Total area number
n Maximum number of users in each area
ni Number of actual users in area i
D The maximum value of data in a single

dimension
Cik Encrypted ciphertext of dik

1) Smart classroom. This entity is the terminal de-
vice of intelligent education, responsible for collecting
user data, and using encryption and digital signature
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Figure 1: The proposed scheme

respectively to ensure the privacy and integrity of the
data, and finally send the encrypted data to the area
aggregation gateway [6].

2) Area aggregation gateway. The entity is responsible
for managing smart classrooms in an area. After re-
ceiving ciphertext data from n smart classrooms in an
area, the entity first verifies the integrity of the data,
aggregates the student data in the area, and finally
sends the aggregation result to the data center [8].

3) Data center. This entity is responsible for re-
aggregating student data across regions. When an
authorized data receiver initiates an access request to
the aggregated data, the proxy reencryption scheme
is invoked and the public key of the recipient is used
to re-encrypt the ciphertext. The data center per-
forms some proxy re-encryption operations.

4) Access control center. The entity is responsible for
authenticating multiple data receivers and manag-
ing access rights, and performing another part of the
agent re-encryption operation. The combination of
the two parts of the operation can realize the com-
plete agent re-encryption function.

5) Data receiver. This entity is responsible for read-
ing aggregate data, analyzing and applying it accord-
ingly.

3.2 Adversary Model and Security Re-
quirements

In this scenario, it is assumed that all entities are honest
and curious, that they will perform various operations in
accordance with the agreement, but may try to obtain pri-
vate information outside of their authority [14, 19]. Also,
assume that the data center and the access control cen-
ter are not conspiring. Typically, you can outsource the
data center to one cloud computing platform and the ac-
cess control center to another competing cloud computing
platform. An external adversary A may attempt to ob-
tain the user’s electricity usage information, tamper with

the electricity usage data or obtain aggregated data out-
side the authority, assuming that the adversary has the
following capabilities.

� A can eavesdrop on all transmission channels and
obtain transmitted ciphertext information.

� A can control the access control center or the data
center, but not both at the same time. Once the
access control center or data center is controlled by A,
A will have access to all its internal state information.

A privacy protection data aggregation scheme in in-
telligent education needs to meet the following security
requirements.

1) Correctness. The solution itself needs to be correct,
that is, the protocol involved can be executed cor-
rectly.

2) Privacy. Even if an adversary has these capabilities,
individual user data information cannot be accessed,
and aggregated student data cannot be accessed by
unauthorized data recipients.

3) Integrity. After an adversary modifies or forges data,
the system can detect the malicious operation in
time. The aggregation operation can be performed
by the area aggregation gateway and data center only
after data integrity verification.

4) Fine-grained access control. Only authorized data re-
ceivers can read the corresponding aggregated data,
and authorized data receivers cannot obtain data
outside of their permissions.

4 Proposed Data Aggregation
Scheme

The scheme proposed in this paper includes seven stages:
system initialization, data feature extraction, user data
reporting, regional data aggregation, total data aggrega-
tion, data request, and data processing.
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4.1 System Initialization

1) Select security parameter κ and call Gen(κ) to gener-
ate bilinear pairing parameters (q, P,G1, G2, e). Se-
lect the security parameter κ1 and call the key gen-
eration algorithm of the HERS scheme to get the
parameters of EDD encryption (N = p1q1, g,G). Fi-
nally, select a hash function H : 0, 1∗ → G1.

2) The access control center sends registration requests
to the data center.

3) The public and private key pairs generated by the
data center are skDC = a, pkDC = ga.

4) The access control center generates the public and
private key pairs skACC = b, pkACC = gb.

5) The PK = pkskACC

DC = pkskDC

ACC = ga·bmodN2 is ob-
tained after the key negotiation between the data
center and the access control center.

6) Data center select two Horner parameters as R1 >
nD, R2 > nD.

7) The data center exposes parameter is
(q, P,G1, G2, e,N, g,G,H,R1,2.

4.2 Feature Extraction

In this paper, the basic architecture of PeleeNet is fol-
lowed [16, 18], and the above method is improved. The
two-way dense layer and the conversion layer 1× 1 stan-
dard convolution layer are replaced by 1×1 GSD-Channel-
Wise, and GSDCPeleeNet is proposed. The output di-
mensions of each layer are consistent with PeleeNe. In
ShuffleNet practical criteria for efficient network design,
it is pointed out that large packet convolution will increase
memory access cost and lead to lower model speed. Con-
sidering the influence of precision and speed, the number
of groups is set as 2 in 1× 1 GSD-Channel-Wise convolu-
tion. In this convolutional layer, the step size s in the di-
rection of the long volume kernel channel is selected as the
hyperparameter, which can be adjusted according to the
required precision and number of parameters. Four mod-
els, GSDCPeleeNe-sl, GSDCPeleeNe-s32, GSDCPeleeNe-
s64 and GSDCPeleeNe-s192, are designed in this paper,
and their step sizes in the direction of the channel are 1,
32, 64 and 192, respectively. Their total parameters range
from 1.11 M to 1.808 M, accounting for 39.6% to 64.5%
of PeleeNet(2.8 M).

The complexity of a network model is often measured
by floating-point Operations (FLOPS), which can be in-
terpreted as computational work. For the convolution
layer, the computational quantity formula is:

FLOPS = (2mK2 − 1)×H ×W × n. (2)

Where, m is the number of channels in the input fea-
ture graph, K is the size of the convolution kernel, H and
W are the size of the output feature graph, and n is the

number of output channels. For the fully connected layer,
the calculation quantity formula is:

FLOPS = (2I − 1)×O. (3)

Where I is the number of incoming neurons and O is
the number of outgoing neurons. After calculation, the
calculation amount of GSDCPeleeNet is 178.6 MFLOPs,
which is 35.1% of PeleeNet(508 MFLOPs).

4.3 User Data Reporting

1) Intelligent education User collects multi-dimensional
student information (dik1, dik2, · · · , dikl), calculate
diw = Ri

2(R
1
1dikl +R2

1dik2 + · · ·+Rl
1dikl), using PK

to encrypt data as:

Cik = EncPK(dik)

= PKr(1 + dikN), gr(modN2)
(4)

2) The intelligent education Userik signs the ciphertext,
as shown in Formula (5).

σik = xikH(Cik||ID RAGWi||ID Userik||T ). (5)

3) The intelligent education Userik constructs Dik and
sends it to the area aggregation gateway RAGWi, as
shown in Formula (6).

Dik = Cik||IDRAGWi||ID Userik||T ||σik. (6)

4.4 Area Data Aggregation

1) Area aggregation gateway RAGWi will receive ni

user data reports Dik. Seti = (Di1, Di2, · · · , Di,ni
)

is randomly divided into two sets Seti1(|Seti1| = ni

2 ),
Seti2(|Seti2| = ni

2 ).

2) Batch validation, that is, verify Formula (7) and For-
mula (8).

e(P,
∑

Dir∈Seti1

σir) =
∏

Dir∈Seti1

e(Yir, H(Cir||ID RAGWi||
ID Userir||T ))

(7)

e(P,
∑

Dir∈Seti2

σir) =
∏

Dir∈Seti2

e(Yir, H(Cir||ID RAGWi||
ID Userir||T ))

(8)

3) After the batch verification is passed, it is necessary
to establish some virtual data Ci,ni+1, Ci,ni+2, Cin,
so that the number of user reports for each region is
the same, as shown in Formula (9).

Cik = EncPK(dik). (9)
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4) The area aggregation gateway aggregates all cipher-
texts, as shown in Formula (10).

BAMDDi =

n∏
k=1

Cik(modN2). (10)

5) The area aggregation gateway signs the aggregated
ciphertext, as shown in Formula (11).

σi = xiH(BAMDDi||ID DGWi||ID RAGWi||ni||T ). (11)

6) Area aggregation gateway RAGWi constructsDi and
sends it to the data center, as shown in Formula (12).

Di = BAMDDi||ID DGW ||IDRAGWi||ni||T ||σi. (12)

4.5 Aggregate Data Aggregation

� Data centers use a similar approach to regional data
aggregation for D1, D2, · · · , Dm performing batch
verification [4, 15].

� After the batch authentication is successful, the data
center performs secondary aggregation for all cipher-
texts. For different access policies, you can select
only a few areas with the same permission level to
aggregate ciphertext for secondary aggregation, as
shown in Formula (13).

SAMDD =

m∏
i=1

BAMDDimodN2. (13)

4.6 Data Request

1) Data receiver DRj sends an access request for aggre-
gated data to the access control Center.

2) After identifying the authorized data receiver, the
access control center forwards the aggregated data
access request to the data center with the id corre-
sponding to the data receiver [5, 20].

3) After receiving SAMDD+, the access control cen-
ter calls SPRE to convert the ciphertext and sends
SAMDDpkj

to the specified data receiver.

4) The data receiver DRj Calls DPRE for decryption
and gets the aggregated data M .

4.7 Data Processing

For Horner rule, the process is shown in Algorithm 1.

5 Security Analysis

Theorem 1. The scheme proposed in this paper is cor-
rect. The proof is as follows.

Algorithm 1 Horner recovery

1: Input: PM , R.
2: Output: The recovered sequence of values

(a1, a2, · · · , al)X0 ← PM
R .

3: The plaintext M obtained by the data receiver satis-
fies Formula (14).

M = R1
2

l∑
j=1

Rj
1

n∑
k=1

d1kj+

· · ·+Rm
2

l∑
j=1

Rj
1

n∑
k=1

dmkj

(14)

4: Marking AMij =
∑n

k=1 dikj , AMi =
∑l

j=1 R
j
1AMij ,

AM =
∑m

i=1 R
i
2AMi.

5: Take AMi and R2 as parameters, call algorithm 1, it
can get AM1, AM2, · · · , AMm.

6: After m + 1 calls, all the results are available. The
data receiver can then perform statistical analysis.

1) The encrypted data [11,13,17] and signature gener-
ated by user intelligent education Userk can satisfy For-
mula (7) and Formula (9) in the batch verification algo-
rithm. The verification process is shown in Formula (15).

e(P,
∑

Dir∈Seti1

) =
∏

Dir∈Seti1

e(P, σir). (15)

Therefore, RAGWi is able to batch verify the authen-
ticity and integrity of data Dik from smart meters in the
region.

2) The aggregated ciphertext and signature generated
by RAGWi can be successfully checked, as shown in For-
mula (16).

e(P,
∑

Dr∈Set1

) =
∏

Dr∈Set1

e(P, σr). (16)

Therefore, the data center can batch verify the authentic-
ity and integrity of data Di from different regions.

6 Security Attribute Comparison

This section makes a detailed comparison between the
proposed scheme and ES-PPDA [1], FGPP [7] and
CSDA [3] from the perspective of security attributes. In
the previous scheme, users directly use the public key of
the control center to encrypt, so the control center has
the ability to decrypt user ciphertext directly. In this
scheme, the joint key of data center and access control
center is used for encryption, which avoids the direct de-
cryption ability of a single entity in the system to obtain
ciphertext. At the same time, this paper also uses proxy
re-encryption technology to extend the control center to
meet the demand of multi-data receiver scenario to access
the aggregated ciphertext. In addition, for a specific legit-
imate data request, only the specified data receiver can
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get the final aggregated data. Other entities, including
the data center and the access control center participat-
ing in the proxy reencryption, can not get any information
about the aggregated data, thus achieving fine-grained
access control. The specific security attribute pairs are
shown in Table 2.

Table 2: Security attribute comparison

Method Privacy Integrity FG access control
Proposed Yes Yes Yes
ES-PPDA Yes Yes No
FGPP Yes Yes No
CSDA Yes Yes No

7 Efficiency Analysis

7.1 Computational Overhead

In this section, the proposed scheme is compared in detail
with ES-PPDA, FGPP and CSDA in terms of calculation
cost. Because multiplication in Z∗

N2 is relatively inex-
pensive compared to exponentials or bilinear pairings in
Z∗
N2 , it can be ignored in comparison. Define Ce to repre-

sent the computational overhead required to perform an
exponential operation in Z∗

N2 . Cm represents the com-
putational overhead required to perform a multiplication
in G1. Cp represents the computational cost of a bilinear
pairing operation. Assume that each user has l-dimension
student information, each area has ni users, and each area
has a maximum of n users, there are m areas. Table 3
shows the computational cost of the proposed scheme and
the related data aggregation scheme in each stage. As can
be seen from Table 3, the proposed scheme has a good
performance in terms of computational efficiency. And
the number of exponential operations added to extend ac-
cess control capabilities is constant, so the computational
overhead of these additional operations is still low.

7.2 Communication Overhead

This section makes a detailed comparison between the
proposed scheme and Scheme ES-PPDA, FGPP and
CSDA in terms of communication cost. In the process of
data transmission, the main data consists of three parts:
user data ciphertext, other information (such as identity
ID, time stamp, etc.) and signature.

1) Suppose |N | = 1024-bit, then Paillier cipher length
is 2048-bit, and EDD cipher text is divided into two
parts, each of 2048-bit, so the EDD ciphertext a total
length of 4096-bit.

2) Assumption |G1| = 160-bit, then the length of the
BLS short signature for 160-bit.

Figure 2: Comparison of the communication cost of users
sent to the area aggregation gateway

3) Assume that the length of other information is the
same in these scenarios, for example, the length of
information is 100-bit.

4) Assume that i region has ni users, each region has
a maximum of n users, and there are m regions.
The specific communication cost pairs are shown in
Table 4. In order to more intuitively compare the
communication cost differences between the proposed
scheme and other relevant schemes, this paper as-
sumes that each area has a maximum of 5000 users.
The region number is the abscissa coordinate, the
communication cost is the ordinate coordinate, and
the communication efficiency of each scheme is com-
pared. The comparison of the communication cost
of users to the area aggregation gateway is shown in
Figure 2. Figure 3 shows the communication cost
comparison between the area aggregation gateway
and the data center. The comparison of communi-
cation overhead from the access Control center to
the data receiver is shown in Figure 4. As can be
seen from FIG. 2 to FIG. 4, due to the use of EDD
encryption system with long ciphertext length, the
communication overhead of the proposed scheme in-
creases by about one time. However, compared with
the extension of fine-grained access control in func-
tion, the increase in communication overhead is still
reasonable.

8 Conclusions

Previous data aggregation schemes cannot simultaneously
meet the three security attributes of intelligent educa-
tion, namely, privacy of user and student data, integrity
of student data and fine-grained access control. This pa-
per proposes for the first time a data aggregation scheme
for privacy protection that can satisfy the three security
attributes simultaneously. First of all, this paper uses
the joint key to encrypt the user’s student data, so that
the data center and the access control center each have
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Table 3: Computation cost comparison

Method Proposed ES-PPDA FGPP CSDA
User 2Ce + Cm 2Ce + Cm (l + 1)Ce + Cm 2Ce + Cm

RAGW
(ni + 2)Cp (ni + 2)Cp (n+ 1)Cp + Cm 3nCp + Cm+(n− ni)Ce + Cm +(n− ni)Ce + Cm

DGM (m+ 2)Cp + Cm (m+ 2)Cp + Cm — —
Date center 3Ce — — —

Access control center 3Ce — — —
Data receiver 4Ce 2Cp 2Cp 3mCp

Table 4: Communication overhead comparison/bit

Method Proposed ES-PPDA FGPP CSDA
User → RAGW 4356mn 2307mn 2307mn 2467mn
RAGW → DGW 4356mn 2307mn — —
DCC → ACC 4096 — — —
DGW → CC 4096 2308 2308 2467m

Figure 3: Comparison of the communication cost between
the area aggregation gateway and the data center

Figure 4: Comparison of communication overhead from
access control Center to data receiver

part of the key, to ensure the privacy of the user’s stu-
dent data. Secondly, lightweight neural network is used to
verify the integrity of data transmitted between entities.
Finally, this paper introduces the proxy re-encryption
scheme HERS, which co-works with the data center and
the access control center to re-encrypt the aggregated ci-
phertext with the public key of the specified receiver, so
as to achieve fine-grained access control. The next step is
to explore a joint key processing approach that supports
more key share holders, thereby providing greater resis-
tance to colluded attacks between key share holders. At
the same time, the parallelization of agent re-encryption
stage will also be the key to improve the efficiency of
scheme execution.

Acknowledgments

The authors gratefully acknowledge the anonymous re-
viewers for their valuable comments.

References

[1] Q. Chen, L. Wu, C. Jiang, ”ES-PPDA: an effi-
cient and secure privacy-protected data aggregation
scheme in the IoT with an edge-based XaaS archi-
tecture,” Journal of Cloud Computing, vol. 11, no. 1,
pp. 1-12, 2022.

[2] J. Fan, B. Qin, F. Gu, Z. Wang, X. Liu, Q. Zhu,
J. Yang, ”Automatic Detection of Horner Syndrome
by Using Facial Images,” Journal of Healthcare En-
gineering, vol. 2022, 2022.

[3] W. Fang, X. Wen, J. Xu, J. Zhu, ”CSDA: a novel
cluster-based secure data aggregation scheme for



International Journal of Network Security, Vol.25, No.4, PP.680-687, July 2023 (DOI: 10.6633/IJNS.202307 25(4).15) 687

WSNs,” Cluster Computing, vol. 22, pp. 5233-5244,
2019.

[4] P. Hu, Y. Wang, B. Gong, Y. Wang, Y. Li, R. Zhao,
H. Li, B. Li, ”A secure and lightweight privacy-
preserving data aggregation scheme for internet of
vehicles,” Peer-to-Peer Networking and Applications,
vol. 13, pp. 1002-1013, 2020.

[5] P. P. Jati, M. Reisen, E. Flikkenschild, F. Oladipo, B.
Meerman, R. Plug, S. Nodehi, ”Data access, control,
and privacy protection in the VODAN-Africa archi-
tecture,” Data Intelligence, vol. 4, no. 4, pp. 938-954,
2022.

[6] M. Kwet, P. Prinsloo, ”The ’smart’ classroom: a new
frontier in the age of the smart university,” Teaching
in Higher Education, vol. 25, no. 4, pp. 510-526, 2020.

[7] H. Li, X. Li, Q. Cheng, ”A fine-grained privacy
protection data aggregation scheme for outsourcing
smart grid,” Frontiers of Computer Science, vol. 17,
no. 3, pp. 173806, 2023.

[8] Y. Liu, W. Guo, C. Fan, L. Chang, C. Cheng,
”A practical privacy-preserving data aggregation
(3PDA) scheme for smart grid,” IEEE Transactions
on Industrial Informatics, vol. 15, no. 3, pp. 1767-
1774, 2018.

[9] X. Lv, M. Li, ”Application and research of the intelli-
gent management system based on internet of things
technology in the era of big data,” Mobile Informa-
tion Systems, vol. 2021, pp. 1-6, 2021.

[10] T. Rasa, A. Laherto, ”Young people’s technological
images of the future: implications for science and
technology education,” European Journal of Futures
Research, vol. 10, no. 1, pp. 1-15, 2022.

[11] S. Ravikumar, D. Kavitha, ”IoT based home mon-
itoring system with secure data storage by Keccak-
Chaotic sequence in cloud server,” Journal of Ambi-
ent Intelligence and Humanized Computing, vol. 12,
no. 7475-7487, 2021.

[12] Z. Sari, D. Chandranegara, R. Khasanah, H. Wi-
bowo, W. Suharso, ”Analysis of the Combination
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Abstract

In the data storage process, privacy data leakage will
occur. Generative Adversarial Networks (GANs) are a
deep learning model. Through the confrontation with
the discriminating model, the gradually perfect generat-
ing model is obtained to produce the data, which is hard
to distinguish between true and false. A new research di-
rection is to realize encryption algorithms by generating
a countermeasure network. This paper proposes an anti-
leakage encryption method based on GANs and symmet-
ric encryption. This model can realize secure encrypted
communication. Furthermore, the neural network models
of communication partners and adversaries are improved
by adding a complete connection layer, modifying acti-
vation function, and normalizing data batch. Through
countermeasure training, the improved neural network
model can realize secure communication of below 8 bits
and key information leakage. Finally, experiment results
show that the proposed encryption method has higher en-
cryption effectiveness.

Keywords: Privacy data leakage; GANs; Anti-leakage en-
cryption; Symmetric encryption

1 Introduction

The anti-leak cryptographic is developed with the side
channel attack technique, and its main concern is how
to design the safe password scheme that can resist the
various side channel attacks, which can be used to elim-
inate the impact of secret information on the safety of
the other people [8, 17, 22]. In 2016, Bhuiyan proposed
a computational leak model against leak cryptography
with ground-breaking significance [4]. The weak key leak

model proposed by Zhao reduced the difficulty of con-
structing secure cryptographic schemes against weak key
leak attacks [28]. Zhou et al. [29] proposed to select plain-
text secure public key encryption scheme in the weak key
leakage model, so that anti-leakage cryptography could be
extended to more application scenarios. In recent years,
domestic researchers have also focused on the security of
cryptographic system in the case of continuous key leak-
age.

Generative Adversarial Networks (GANs) is composed
of a generative model and a discrimination model [5, 10,
26]. Its core idea is to allow generative model and dis-
crimination model to learn from each other, so that the
generative model and discrimination model can be contin-
uously enhanced in the process of confrontation. Finally,
it can obtain the generative model with mixing the false
with the genuine data. GANs has been widely used and
achieved good results, it has the best application effect
in the field of computer vision including image genera-
tion and segmentation, image style migration and so on.
In addition, remarkable achievements have been made in
information retrieval, text generation and other fields.

In 2016, Abadi in the Google Brain team conducted
research on secure communication by using the GANs [1].
The encrypted communication model consisted of two
neural networks (Alice and Bob) that communicated with
each other and an eavesdropper neural network (Eve).
When Alice was conducting encryption communication
with Bob, it tried to restrict Eve from eavesdropping on
the communication between Alice and Bob. In the pro-
cess of training, Alice and Bob are trying to improve the
complexity of encryption and decryption, while Eve tries
to make his decryption results similar to the plaintext,
improving the accuracy of decryption. Through combat
training, an encrypted communication model that ensures
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normal communication and resistance to eavespenetra-
tion.

This paper studies the problem of secure encryption
communication in the case of part key leakage by using
GANs. Therefore, our main contributions are as follows.

1) Firstly, the basic structure of the anti-leakage cryp-
tography based on the GANs is proposed.

2) Then, using Alice and Eve in the 16-bit key sym-
metric encryption scheme, the model is able to im-
plement secure encrypted communication when the
1 bit key is leaked. In the 16-bit symmetric encryp-
tion scheme, when Alice, Bob and Eve leak 1-bit key,
the proposed model can basically achieve secure en-
crypted communication.

3) Furthermore, the neural network model of the com-
munication parties and the enemy is improved in
terms of adding full connection layer, modifying ac-
tivation function and data batch normalization, etc.
The improved neural network model can realize se-
cure communication below 8 bits of key information
leakage through combat training.

This paper is organized as follows: Section 2, we re-
view the related works. Section 3, we present the GANs
and encryption communication. Section 4, we describe
the anti-leak encryption communication based on GANs.
Section 5, we present the enhanced anti-leak encryption
model based on GANs and experiments analysis. Sec-
tion 6, we conclude this paper.

2 Related Works

Modern cryptography assumes that the user key is com-
pletely hidden from possible attack. However, in practice,
some information about the key can be obtained from
the secret key or the encryption system by side channel
attack, such as time attack, power loss, cold start at-
tack and spectrum analysis. Akavia et al. [2] introduced
the concept of key leakage. Even if an attacker obtained
part of the information from the key, but the encryption
scheme was still semantically safe, it was called the safe
of leak-resilient attack. To simulate a leak, assuming an
attacker can access the leaky Oracle and gain output of
any function about the key. Many researchers proposed
targeted proposals. In [21], to solve the data sharing and
key leakage challenges, attribute-based encryption (ABE)
was used to achieve data sharing combined with search-
able encryption (SE). Most of the existing attribute-based
searchable encryption (SE) schemes were inefficient and
not suitable for IoT devices because of the large amount
of attributes and keys. The key-leakage problem was se-
rious in practice which very little literature focused on it.
In order to address both problems, it proposed a key ag-
gregation searchable encryption (KASE) scheme based on
the blockchain with auxiliary input (AI), which was ca-
pable of achieving secure data sharing on the encrypted

data. To maintain the security of the blockchain system,
the machine learning technique, which could detect smart
Ponzi schemes automatically had recently received exten-
sive attention. However, the existing method had po-
tential target leakage and prediction shift problems when
dealing with category features and calculating gradient
estimates. Besides, they also ignored the imbalance and
repeatability of smart contracts, which often caused the
model to over-fit. So, Fan et al. [12] introduced a novel
method for detecting smart Ponzi schemes in blockchain.
Specifically, it first expanded the dataset of smart Ponzi
schemes and eliminate the unbalanced dataset via data
enhancement. Then, it leveraged ordered target statis-
tics (TS) to handle the category features of smart con-
tract without target leakage. Finally, it proposed an anti-
leakage smart Ponzi schemes detection (Al-SPSD) model
based on the idea of ordered boosting. Most of the works
are based on users’ check-in history and social network
data to model users’ personalized preferences for inter-
est points, and recommend interest points through col-
laborative filtering and other recommendation technolo-
gies. However, in the check-in history, the multi-source
heterogeneous information (including the position, cate-
gory, popularity, social, reviews) describes user activity
from different aspects which hides people’s life style and
personal preference. However, the above methods do not
fully consider these factors’ combined action. Considering
the data privacy, it is difficult for individuals to share data
with others with similar preferences. Liu et al., [20] pro-
posed a privacy protection point of interest recommenda-
tion algorithm based on multi-exploring locality sensitive
hashing (LSH). This algorithm studied the POI recom-
mendation problem under distributed system. This pa-
per introduced a multi-exploring method to improve the
LSH algorithm. On the one hand, it reduced the number
of hash tables to decrease the memory overhead; On the
other hand, the retrieval range on each hash table was in-
creased to reduce the time retrieval overhead. Meanwhile,
the retrieval quality was similar to the original algorithm.
Data owners store the local private data with plaintext
form in the cloud server. It is difficult to guarantee the
data privacy and security. So data owners usually encrypt
the local private data and upload it into cloud server.
The traditional multi-keyword ciphertext retrieval meth-
ods cannot take both accuracy and security into consid-
eration. Therefore, Wang et al. [23] proposed a modified
homomorphic encryption method for multiple keywords
retrieval. It could effectively solve the privacy leakage of
search keywords problem. Faiz et al. [11] used particle
swarm optimization technique to improve the encryption
key. Particle swarm optimization algorithms (PSO) got
their inspiration from the social behaviour of birds and
were well known population-dependent meta-heuristic al-
gorithms. But these methods aim at specific problems,
the effect is better.

In the realistic environment, the adversary could gain
partial information about decryption private key through
various types of side channel attacks, Li et al. [18] for-
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Figure 1: Alice, Bob and Eve in secure encrypted com-
munications

malized a continuous leakage-resilient security model of
certificate-based encryption. In the model, the adversary
continuously obtained partial information about the se-
cret states through the continuous leakage attacks. Fur-
thermore, it constructed a continuous leakage-resilient
certificate-based encryption scheme which was resilient
to continuous leakage, and it was secure against adap-
tive chosen ciphertext attacks under the bilinear Diffie-
Hellman inversion (BDHI) hardness assumption. Huang
et al. [15] presented two generic constructions of contin-
ual leakage-resilient HPKE in the standard model by us-
ing a continual leakage-resilient all-but-one lossy trapdoor
function. Xu et al. [25] proposed an efficient encryption
scheme which was semantic secure in standard setting
(i.e., without leakage) and could tolerate strong continu-
ous leakage. It managed to construct such a secure scheme
under strong leakage setting, by hiding partial ciphertext
as secure as it hided the secret key using a small amount
of more secure hardware resource, so that it was almost
equally difficult for any adversary to steal information re-
garding this well-protected partial ciphertext or the secret
key. It remarked that the size of such well-protected small
portion of ciphertext was chosen to be much larger than
the leakage threshold. It provided concrete and practi-
cal examples of such more secure hardware resource for
data communication and data storage. Guo et al. [14] pre-
sented a certificate-based encryption resilient to continual
leakage in the standard model. However, the above meth-
ods are not secure with a side-channel attack, attackers
can obtain partial secret values of the schemes. So this
paper proposes an anti-leakage encryption method based
on GANs and symmetric encryption.

3 GANs and Encryption Commu-
nication

Coutinho et al. [9] designed both Alice and Bob and en-
emy Eve in the symmetric encryption system as neural
network models, and realized secure encryption commu-
nication in the case of enemy monitoring through GANs.
Its work begins with a classic cryptography scenario, as
shown in Figure 1.

Alice conducts encryption communication with Bob.
Alice uses the Key K to encrypt plaintext P and generate
ciphertext C. Both Bob and Eve can obtain ciphertext C
completely. Bob decrypts the ciphertext C through the

Figure 2: The neural network structure of Alice, Bob and
Eve

key K, and gets the message PBob after decryption. Eve
decrypts ciphertext C without any key to get the message
PEve. The encrypted communication model composed by
Alice and Bob and Eve’s adversary model are constantly
optimized in the process of confrontation training, so that
the message PBob and plaintext P are exactly equal, while
the difference between PEve and P is as large as possible.

Figure 2 shows the neural network model in which Al-
ice and Bob models are the same, and Eve’s neural net-
work model adds a full connection layer to simulate the
process of key generation. Alice inputs P and K and out-
puts encryption C. The inputs for Bob are C and K,
and the decryption output is PBob. Eve as an adversary
eavesdrops the information with input C and decryption
output PEve. Alice and Bob jointly improve the encryp-
tion and decryption ability through training to ensure the
decryption result PBob = P . Enemy Eve is trained to im-
prove decryption and aiming at PEve = P . In practice,
the loss rate of PEve is reduced to make PEve as close to
P as possible. The antagonism between the communica-
tor and the opponent is reflected in the mutual feedback
during the training. Eve’s training results are used for the
next round of Alice and Bob’s encryption and decryption
training, and Alice and Bob’s training results are used for
Eve’s next round of decryption training, so as to improve
the security of encrypted communication scheme.

The experiment is carried out under the conditions
of 16-bit plaintext and 16-bit symmetric encryption key.
Through confrontation training, both communication
parties can communicate normally, that is, PBob = P .
The difference between Eve decryption results and plain-
text remains 7-8 bits, that is, the decryption results are
similar to the randomly generated results, and no more
useful information is obtained.

In order to calculate the gap between the decryption re-
sults of Alice, Bob, Eve and the plaintext, the distance be-
tween the plaintext and the decrypted plaintext is given.
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Figure 3: Anti-leak encryption communication scenario

Let N be the length of plaintext P and decrypted plain-
text P0, then the distance between P and P0 is defined
as:

d(P, P0) =
1

N

N∑
i=1

|Pi − P0i|. (1)

In Formula (1), since the per bit of plaintext randomly
is as 1 or -1, |Pi − P0i| is 0 or 2, d is the average value of
the difference bits between P and P0. When P is exactly
equal to P0, d = 0, and when P is not exactly equal to
P0, d = 2. Given that P and P0 only have -1 and 1,
the difference between them has the greatest value when
the N/2 bits are the same, and d = 1. Therefore, Eve’s
information loss is defined as the distance between PEve

and plaintext P , as shown in Formula (2). Information
loss LEve = 1 means Eve cannot decrypt the ciphertext
and is in the state of random guessing.

LEve = d(P, PEve). (2)

Because Bob and Alice need to resist Eve’s decryp-
tion, the loss needs to involve Eve’s loss LEve [27]. The
information loss of the communicating party is denoted
as LBob, and its calculation formula is defined as For-
mula (3).

LBob = d(P, PBob) + (LEve − 1)2. (3)

4 Anti-leak Encryption Commu-
nication Based on GANs

For the convenience of description, this paper first
presents the anti-leak encryption communication system
structure based on the GANs, as shown in Figure 3.

In Figure 3, Alice and Bob are the communicators. Al-
ice uses the key K to encrypt the information P to gener-
ate ciphertext C. Bob accepts ciphertext C and decrypts
data with key K to obtain plaintext PBob (regardless of
symmetric encryption or asymmetric encryption, because
the encryption and decryption keys are known). Eve is an
enemy. He gets the ciphertext C and part of the leaked
key LK, and uses them to decrypt the plaintext PEve.
Alice, Bob and Eve are neural networks with the same
computing power, because the communicators Alice and
Bob have complete keys, so there is no doubt that normal
communication can be achieved through neural network
training. Eve steals ciphertext C and part of the key LK,
and obtains many information through training. The goal
of anti-leak encryption communication is to realize nor-
mal communication between Alice and Bob through neu-
ral network design and confrontation training, but Eve

Figure 4: Preliminary anti-leak encryption communica-
tion model for Alice, Bob and Eve

cannot get better decryption results than random guess-
ing. In extreme cases, even if Eve gets 15 bits of the 16-bit
key, the plaintext P cannot be decrypted and Alice, Bob
still have normal communication.

This paper first uses the neural network model of Alice
and Bob as shown in Figure 2. The connection layer 1 of
Eve model in Figure 2 is used to speculate the key, but
in this paper it has obtained a key leaking i bit in anti-
leak encryption communication. Meanwhile, it is assumed
that A,B,C have the same computing power. Therefore,
it is assumed that Eve’s neural network model is the same
as Alice and Bob, and adding a new input for it, namely
LK. The three-party neural network model is shown in
Figure 4.

In this paper, the two sides of communication and the
adversary are trained in the case of the key leakage of 1
bit and 2 bits. In their experiment, Alice, Bob and Eve all
optimize their models using an Adam optimizer. Counter
training is done in wheels. The learning rate of the model
is set as 0.0008. Alice’s input consists of plaintext P and
key K. Bob’s input consists of ciphertext C and key K.
Eve’s input consists of ciphertext C and part of the key
LK. Where P , K, LK and C are represented by arrays
with length N . Each bit in P and K is randomly assigned
to -1 or 1. The n bits in the key K are randomly selected
to generate part of the leaking key LK. n represents the
number of bits with the same key, and the remaining bits
are generated by random numbers. The following is the
pseudo-code of the proposed model.

Alice network construction:

� Horizontal splicing of plaintext and keyK as the
input of Alice (supposing the length of plaintext
and key is N).

� Alice inputs the 2N × 2N fully connection neu-
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ral network and outputs the activation function
sigmnoid.

� The filter size of convolutional layer 1 is 4 × 1,
the output network depth after scanning is 2,
the step length is 1, and the activation function
is Relu function.

� The size of the convolutional layer 2 filter is 2×2,
the output network depth after scanning is 4,
the step length is 2, and the activation function
is Relu function.

� The size of the convolutional layer 3 filter is 1×4,
the output network depth after scanning is 4,
the step length is 1, and the activation function
is Relu function.

� The size of the convolutional layer 4 filter is 1×4,
the output network depth after scanning is 1,
the step length is 1, and the activation function
is tanh function.

� The output result is ciphertext C.

Bob network construction:

� Concatenating ciphertext C and key K as Bob’s
input (supposing the length of ciphertext and
key is N).

� Bob inputs the 2N × 2N fully connection neu-
ral network and outputs activation function sig-
moid.

� The convolution network structure is exactly
the same as that of Alice.

Eve network setup:

� The random bit in the key K is assigned to the
leaked key K ′ as the leaking information. It
generates other numbers by the random number
and gets the leakage key K ′.

� Ciphertext C and the leaked key K ′are spliced
as Eve’s input.

� Eve inputs the 2N × 2N fully connection neu-
ral network and outputs activation function sig-
moid.

� The convolution network structure is exactly
the same as that of Alice.

First, Alice and Bob are trained for encryption and
decryption with 2000 times. After stabilization, Eve is
trained for decryption by using the training results. The
same training can achieve stabilization with 2000 times.

The next round uses Eve’s decryption results to con-
duct encryption and decryption training for Alice and
Bob, and then adopts the training results to conduct de-
cryption training for Eve. A total of 10 rounds of training
are conducted, and the training results are shown in Fig-
ure 5. The X-lable denotes the the number of Epoch, Y
label denotes the loss percentage.

Figure 5: The anti-leak training results of the model

In Figure 5, when the 1-bit key is leaked, Alice and Bob
can reach stability state after 5 rounds of training, and
the information loss rate is close to 0. After 10 rounds of
training, Eve’s loss rate remains between 0.80 and 0.85,
which is close to the best value. According to Equation
(2), the correct bit number of Eve decryption accounts
for about 40%-50% of the plaintext length, which is close
to the correct bit of the random guess. This situation
is compared with the original encrypted communication
scheme without key leakage, Eve gets a little more in-
formation, but it still can not decrypt the information.
When the two-bit key is disclosed, Alice and Bob can
achieve stability after two rounds of training, which is
faster than the one-bit key disclosure training. Eve can
achieve stability after 10 rounds of training, but its in-
formation loss is stable between 0.6-0.7, that is, the cor-
rect decryption bit number accounts for about 30%-35%.
Since the value of plaintext is only 1 and -1, this situation
is equivalent to the proportion of correct decryption bit
with 65%-70%. At this time, the leaked information is
slightly bigger, which is no longer an acceptable anti-leak
encryption communication scheme.

5 Enhanced Anti-leak Encryption
Model Based on GANs and Ex-
periments Analysis

The key of anti-leak encryption communication lies in par-
tial key leakage, which not only guarantees the normal
communication of Alice and Bob, but also guarantees that
it cannot be correctly decrypted if Eve gets part of the
key. As can be seen from the above experiment, the neural
network model given by Abadi can barely be used when
the 1-bit key is disclosed, but cannot be used when 2-bit
or more are disclosed. Therefore, it cannot be directly
used to solve the problem of anti-leak encrypted commu-
nication. In this paper, the model is improved from three
aspects: improved activation function, enhanced neural
network function and batch normalization.
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Figure 6: Relu and Leaky Relu activation function

5.1 Modified Activation Function in
GANs

When the number of leaked keys increases, the loss of
neural network model of Eve in Figure 4 decreases signifi-
cantly, indicating that Eve is getting easier to decrypt the
ciphertext. The using of Relu activation function in the
model is likely to cause the death of neurons. Accord-
ing to the statistics of the dead neurons number in the
model, the proportion of dead neurons in Alice and Bob
is about 34%, and the proportion of dead neurons in Eve
is 50%. The causes of death neurons have been pointed
out in literature [7].

The specific reasons for modifying the activation func-
tion are given below. Figure 6 shows the Relu and Leaky
Relu [7,19]. It can be seen from the figure that when the
input of Relu function is negative, the output result is al-
ways 0, so the derivative of Relu function at the negative
axis is also always 0. Because the weight update of neural
network is realized through back propagation. The back
propagation updates the weight by calculating the par-
tial derivative of the loss E with respect to the weight w.
When the output of the neuron is negative, the derivative
of Relu must be 0, so the weight w will not be updated.
For this reason, when multi-layer Relu neural network is
used, many neurons tend to die, that is, most of the neu-
rons no longer renew their weight, which represents the
learning process stagnation of the neural network. This
paper adopts the Leaky Relu function. Since the deriva-
tive of this function is not constant at the negative axis, it
can effectively ensure that the partial derivative of E with
respect to weight w is not always 0 when the input falls at
the negative axis, and the weight can still be updated to
avoid the stagnation of the learning process caused by the
death of neurons. Therefore, all the convolutional neural
networks in the model use Leaky Relu function, and the
structure of the rest remains unchanged.

5.2 Enhancing the Complexity of the
Model

Through the operation in the above section, the key leak-
age of secure communication is increased to 2 bits, the
secure communication cannot be carried out. That is,
neither Bob nor Eve can properly decrypt the ciphertext
sent by Alice. This shows that the receiving network and
the enemy network are confused by the encrypted infor-
mation, the network decryption capacity reached the limit
level. If the network model of Bob and Eve is enhanced,
the decryption capability can be improved. But since Eve
only has part of the key, its decryption capability is less
than that of Bob. To verify this idea, the decryption ca-
pability of Bob and Eve is increased synchronously by
adding a full connection layer to ensure the same decryp-
tion capability between Bob and Eve.

Model modification: Adding full connection layer 2 to
the neural network model of Bob and Eve based on Fig-
ure 4. The activation function takes tanh function. The
input and output remain unchanged. The input and out-
put of Alice remain the same. At the same time, the
activation function of the convolutional layer is modified
to leaky Relu function.

Specific reasons for using tanh are given below. Fig-
ure 7 shows the derivative diagram of sigmoid and Tanh
function. As can be seen from the figure, the range of the
sigmoid derivative function is [0,0.25], while the range of
the tanh derivative function is [0,1]. Since the derivative
of sigmoid is at most 0.25, it is necessary to multiply a
value less than or equal to 0.25 in the process of updating
the weight and calculating the partial derivative. So the
partial derivative is going to be smaller. As the layer num-
ber of sigmoid increasing, more numbers will be multi-
plied, which will become more and more serious and even-
tually lead to little weight updating. That is, the amount
of back propagated information is greatly reduced, al-
most without any updating. Then there are many dead
neurons, and the learning process will be stopped. The
derivative of tanh used in this paper is greater than that
of sigmoid [6,16]. Therefore, compared with sigmoid, the
value of weight updating will not be compressed too small,
and when the layer number of neural network increasing,
the updating value will not be greatly affected.

Therefore, tanh can effectively slow down the phe-
nomenon of dead neurons, thus avoiding the problem of
stalled neural network learning process. Therefore, the
activation function of full connection layer 2 takes tanh
function instead of sigmoid.

5.3 Data Normalization Processing

Further analysis of the experimental results in section 4.2
shows that the stability of the model is improved after
adding the full connection layer, but it is likely to fall
into the local optimal position. Therefore, normalization
processing is considered to reduce the influence of data
difference factors on model optimization and improve the
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Figure 7: The derivative of sigmoid and tanh

Figure 8: Results of 1-9 bit key leak

ability of neural network to find the optimal solution.
Data scale normalization is to map the value range of
data to a specific range in order to eliminate the influence
of numerical attributes on the fairness of distance-based
classification results due to their different size ranges. In
this paper, input data of Bob and Eve model are pro-
cessed by normalizing with mean value of 0 and variance
of 1.

After data normalization processing, we conduct model
training for 1-9 bit key leakage, the results are shown in
Figure 8.

It can be seen from Figure 8 that the overall decryption
ability of Bob and Eve has been greatly improved after
the data normalization. Data normalization can further
increase the stability of the model and avoid falling into
local optimality. Bob’s decryption ability can reach sta-
bility after 1-3 rounds of training, and the information
loss is close to 0. Eve converges quickly in the case of 1 7
bit key leakage, and reaches a stable state after 9 rounds
of training, the information loss can reach to 0.8. When
the key leakage reaches to 8 bits, the convergence becomes
slower, but the information loss is still around 0.8. How-
ever, when the key leakage reaches to 9 bits, the conver-
gence is slow, and the stability is basically reached after 19

rounds of training, while the information loss is around
0.6. If the key leakage number continues to increase, a
secure anti-leak encryption communication model cannot
be obtained.

5.4 Time Analysis

We conduct eight encryption experiments. The average
execution time of the algorithm is taken as shown in Ta-
ble 1. We make comparison with LR-NIKE [13], LR-
CKE [24], B-DKER [3].

Table 1: Time comparison

Method Encryption time/s
LR-NIKE 0.712
LRCKE 0.687
B-DKER 0.667
Proposed 0.596

Through the time analysis, we can know that the pro-
posed anti-leakage encryption method can obtain better
results, the average time is 0.596s which is lower that that
of other methods.

6 Conclusions

In this paper, the problem of anti-leak encryption commu-
nication is solved by using neural network and GANs, and
the scheme of anti-leak encryption communication based
on GANs is given. Based on Abadi’s secure encryption
communication model, through a series of experimental
improvements, in the 16-bit symmetric encrypted com-
munication environment, when the key leakage reaches
to 8 bits, the secure anti-leak encryption communication
model can be guaranteed. Our aims are to provide a
new solution for anti-leak encryption communication, and
prove the feasibility of the solution through experiments.
However, the improvement of the neural network in this
paper is only carried out from the aspects of increasing the
complexity of the neural network, activation function and
data normalization. The main method used is to improve
the overall decryption ability and stability of the model.
To counter leakage encryption communication problems,
we can also start with more elaborate and targeted neu-
ral network structure, stronger encryption and decryption
ability to increase the storage capacity of neural network
model. It is expected that the ultimate goal of secure com-
munication can be achieved by experiments in extreme
cases where only rest 1 bit of key is not leaked.
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Abstract

A data lake is the most commonly used data-sharing
method for economic big data applications. However, the
privacy problem brought by data sharing is still the miss-
ing part in the design of the data lake, mainly when ap-
plied to economic data confidentiality requirements are
higher. The existing data lake design considers the data’s
characteristics to make the data-sharing platform more
scalable and flexible. However, since the entire original
data set is exchanged between peers who are not fully
trusted, users using the data for analysis may redistribute
the data shared by the data provider for profit without the
prior consent of the data provider. To promote the cir-
culation of valuable data, it is necessary to complete the
missing data privacy of the existing data lake to share the
data more securely across domains. To solve this prob-
lem, a data access and sharing model is proposed, and
the Swarm model is optimized. The experimental results
show that the purpose of data access control and security
sharing can be realized by storing the hash value of data
in the blockchain and using the trusted execution envi-
ronment to store the original encrypted data in the data
lake.

Keywords: Data Lake; Economic Big Data; Privacy Pro-
tection; Swarm Model

1 Introduction

With the continuous development of computer informa-
tion technology, the performance of database system is be-
coming more and more powerful, the cost of data storage
is decreasing, and people can get all kinds of information
from more and more ways. Data mining is a key way to
obtain useful knowledge from a large amount of informa-
tion [11, 21]. However, in the process of mining valuable
data, personal privacy data may be damaged. Data pub-

lishing is an important application direction of data min-
ing. In real life, there are many places that need to publish
data regularly. For example, some companies regularly
publish quarterly financial statements, and hospitals re-
lease medical statistics. With the increasing amount of
data released, attackers can lock individual privacy infor-
mation through multiple data tables, leading to privacy
leakage. Therefore, privacy protection has become an im-
portant issue [25].

At present, the traditional anonymous privacy protec-
tion model has been widely studied. The k-anonymous
model [13] can make every record in the data table not
be distinguished from other k − 1 records, so that the
attacker cannot identify the individual to which the pri-
vate information belongs, thus protecting the privacy of
individuals. The l-diversity model ensures that the prob-
ability of an attacker identifying a private record is less
than 1/l. However, such privacy protection models do
not have a measure of the level of privacy and need to
be constantly improved to defend against new attacks,
such as background knowledge attacks and composite at-
tacks [10]. In order to solve the above problems, Zhao
et al. [27] proposed the differential privacy model, which
caused a research boom. Differential privacy protection
technology protects data by adding Laplacian noise so
that the privacy leakage risk of data sets protected by dif-
ferential privacy is controlled within an acceptable range.

In recent years, some research groups and scholars have
carried out a lot of relevant research works on data pri-
vacy protection technology and achieved certain research
results. In 2010, Ciriani et al. [3] proposed to combine
data fragmentation with encryption, using fragmentation
as a method to break sensitive associations between at-
tributes to enhance the privacy of data collection. In 2020,
Shah et al. [16] suggested using blockchain to decentral-
ize data storage. However, this paper provides a complete
implementation that uses the Swarm model to control ac-
cess to data to defeat malicious attackers. In 2019, Liu et
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Figure 1: Economic data sharing mechanism in data lake

al. [14] suggested using blockchain to manage the Inter-
net of Things by providing a lightweight blockchain con-
sensus system where devices with low processing power
could run the blockchain independently. In 2019, Chaaya
et al. [2] proposed to build a privacy knowledge base that
utilized the capabilities of the Semantic Web to deter-
mine how data consumers combined raw metadata to in-
fer privacy-sensitive information and the privacy risks as-
sociated with disclosure of inferred information. In 2021,
Zhang et al. [26] proposed a data security sharing method
based on CP-ABE and blockchain to achieve fine-grained
data sharing.

With the continuous construction and deepening of the
application of economic informatization, various depart-
ments and businesses have been preliminarily integrated
with informatization. The number and type of business
data in the information system are increasing gradually,
and the need for data sharing is urgent [1,4]. At present,
in our country’s economic industry, there are few typi-
cal cases in which data chain, data governance and data
services have formed landing platforms and provided ser-
vices for enterprises. Although the economy has carried
out informatization construction for many years, the loca-
tion and magnitude of data storage are not clear. Struc-
tured data, unstructured data, real-time data, stream
data and other data have not been effectively integrated,
there are many independent applications among various
departments, and the platform is not connected enough,
which affects the development of data sharing and busi-
ness integration. Secondly, the current data transmission
protocol is not unified, how to carry out data storage by
database and table, to achieve data center integration and
transparent access has not been realized. Thirdly, it is ur-
gent to analyze the storage value and application value of
data, so as to establish the whole process inspection mech-
anism of data quality [17,19]. The essence of data lake is
a data management idea, which uses low-cost technology
to capture, refine and explore the methods and technolo-
gies of large-scale and long-term original data storage.
The data lake can store any kind of data, store data with
high quality and efficiency, and process data faster and
cheaper. The data sharing mechanism of the database is
shown in Figure 1.

Smart contracts are autonomous applications that run
within a blockchain. This paper constructs a data lake
access management model through smart contracts, in
which the rules of the interaction between data providers
and data users are implemented independently in the
blockchain network without centralized trust. Smart con-
tracts provide users with the ability to control how data is
accessed and used because smart contracts provide them
with the same data management rights. By running these
smart contracts using isolated virtual machines, users
cannot modify the application results. Smart contracts
and blockchains enable access control of data to track data
usage between interested parties, thus enabling proper
data access responsibility.

In this regard, this paper proposes a blockchain-based
data access and control model and on this basis optimizes
the swarm model in the blockchain, that is, it stores the
hash value of data in the blockchain and uses the trusted
execution environment to store the encrypted original
data in the data lake. It not only solves the problems
of difficult control of access rights within economic enter-
prises and difficult sharing of data between enterprises,
but also ensures the security and privacy of sensitive data.

2 Related Works

2.1 Emergent Computation

Emergent Computation is a kind of innovative thinking
logic that multi-agent systems show when dealing with
complex problems. It is a system that uses multiple sim-
ple modules to communicate and collaborate with each
other to spontaneously discover more complex behaviors.
They occur in various fields of nature and society, such as
fish, birds and ant colonies in nature, urban traffic flow,
applause synchronization and complex network behavior
in social fields [24].

2.2 Swarm Model

Swarm model is a model built on the basis of nature’s
swarm behavior to study the emergent behavior of sys-
tems. It is based on Reynolds’ ”Boids” theory. Each in-
dividual determines the next step according to the three
basic rules of alignment, aggregation and separation. Fi-
nally, the individual will form a variety of different ar-
rangements on the whole, that is, emergence behavior.
The Swarm model simplifies the study of emergent pat-
terns in complex systems. Gunji et al. [5] proposed a
specific calculation method for relevant behaviors. Each
Agent decides the direction and speed of the next mo-
ment according to the surrounding environment and be-
havioral parameters. Hansen et al. [7] applied a purely
data-driven method to learn local interactions of homo-
geneous swarms through observation data and to generate
similar swarming behaviour using the learned model. Yin
et al. [23] used the two-row orbital elements density in-
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Figure 2: Data access and sharing model architecture
based on blockchain

version to verify the atmospheric density accuracy results
of the Swarm-C satellite accelerometer.

3 Data Access and Sharing Model

Data has become an important asset of enterprises. How
to effectively control the access permission of data within
enterprises and share data securely between enterprises
and users is always a challenge. This paper proposes a
data access and sharing model based on blockchain, which
uses attribute-based encryption to control and share data
access, so as to achieve the purpose of fine-grained access
control and secure sharing. The characteristics of this
model are as follows:

1) Use blockchain platform to provide decentralized
data access management.

2) Use swarm model to provide the same data ac-
cess management rights between users and data
providers.

3) Use swarm model to provide complete system imple-
mentation on a real blockchain platform.

From the bottom to up, this model can be divided
into storage layer, blockchain service layer, interface layer,
swarm model layer, application layer, etc. Its architecture
is shown in Figure 2.

1) Storage layer. The Trusted Execution Environment
(TEE) is set up in the data lake to store original
data. In addition, the Intel SGX architecture is used
to implement trusted computing. The original data
is encrypted and stored in the data lake for enterprise
maintenance. Only the Hash address of the hashed
data is stored in the blockchain.

2) Blockchain service layer. It is used to realize data
consistency service and data synchronization service,
and record the data interaction and sharing between
enterprises and users.

3) Interface layer. It mainly includes data interface and
swarm model interface.

4) The Swarm layer provides smart contract services.
The main function is to provide data access control,

that is, to authenticate the user who requests data,
to confirm whether they have permission to access.

5) Application layer. It includes a variety of applica-
tions, such as data management system, data acqui-
sition system, etc.

This model is mainly divided into two parts: data shar-
ing within the enterprise and data interaction between
the enterprise and the user. It is a parallel blockchain
structure. Data sharing within the enterprise is mainly
responsible for the storage and protection of data of var-
ious departments. In order to enhance the security and
reliability of data within the enterprise, data is centrally
managed and access permissions are limited [6]. The en-
crypted data is stored in a secure storage area, and only
the hashed address of the data is stored on the chain.
The storage structure is mainly divided into block header
and block body. The input time stamp of the data, block
length and Hash value of the previous block are taken as
the block header. According to the access control tree, the
data hash address, access control policy and data Merkle
root are encrypted and packaged into blocks, stored in the
block body, and then uploaded to the block chain.

The data interaction between enterprises and users will
centrally process the collected user data for convenient
sharing, and supervise the use of enterprise data. An
access control tree generally adopts an attribute based
encryption policy tree, and only specific departments in
specific enterprises can decrypt it. When a data requester
makes a data request, it is required to publish the re-
quested data together with a token containing its own
attributes to the corresponding blockchain.

During data storage, for a large number of underly-
ing data and basic service data, asymmetric encryption
will lead to confusion in key management. Therefore, at-
tribute based encryption (ABE) is used to encrypt under-
lying data [12]. However, for sensitive data, due to the
slow processing speed of blockchain, it is not suitable to
store all data directly on the chain, so off-link storage is
used. By creating a distributed hash table, the blockchain
stores the hash address of the data. Data is encrypted
when stored and data access is controlled through smart
contracts. Table 1 compares this model with traditional
blockchain in terms of data security and data storage.

4 Swarm Model Definition

In the Swarm model, agents interact with other individu-
als based on their own judgment in an environment where
the group has no control center, thus affecting the whole.
Similar to the agent in the Swarm model, any user in an
economic enterprise can participate in functions such as
publishing data, following interactions, commenting and
liking, etc. Meanwhile, interactions between users also
affect individual behaviors. According to the similarities
between user interaction in economic topics and agent
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Table 1: Comparison between proposed model and traditional blockchain

Compared type Item Advantages of proposed model Traditional blockchain
Data security Enterprise internal access

control
ABE for fine-grained access con-
trol

not meet requirements

Data security Hacking and data leakage All the underlying data is en-
crypted

All data can be seen

Data storage Data abuse data requests are not feasible Lack of effective access con-
trol

Data storage Storage space utilization Need to confirm request All data is recorded on the
chain

communication in the Swarm model, the key to integrat-
ing the swarm model into the user influence evaluation
algorithm of economic topics is that the agent should flex-
ibly combine users’ behaviors such as releasing economic
data, forwarding, commenting and liking in the process
of movement.

Based on the calculation method in reference [18], the
physical meaning of Swarm model is redefined here ac-
cording to the research content of this paper. Before you
give a definition, understand the following two concepts:

In the economic topic, user ui neighbors the user node
at time t. It refers to the set of users who have a great
influence on user ui, which is the set of users who forward
user ui microblog. The neighborhood users of user ui are
different at different times, which can be obtained accord-
ing to the statistics of the user’s forwarding network at
the moment of microblog topic t.

In the microblog topic, user ui is around the user node
at the moment i. It refers to the set of users who have an
influence on user ui but not very much. It refers to the
set of users who comment and like user ui’s microblog.
Users around ui are different at different times.

Swarm model for economic data topics

1) On behalf of an agent in Swarm model, V1 points to
the mean vector of all agents far from its own range d.
In economic data, user ui’s neighborhood user node
is used for calculation. The calculation formula is as
follows:

V1t =
∑
v∈U

It−1(v)×W1t(vui). (1)

W1t(vui) =
R1t(vui)

S1t(vui)
(2)

Where, U is the set of users participating in mi-
croblog topics. It−1(v) is the influence of user v at
one time. W1t(vui) is user ui’s contribution to user
v’s data forwarding at time t. Rt(vui) is the number
of microblog forwarding times between user v and
user ui at time t. S1t(vui) represents the total num-
ber of microblogs forwarded by all users at the time
t when user v pairs the topic.

2) V2 is a vector pointing to the center of the simulated
world in the Swarm model, which is represented by
the average influence of the top 20% of users in the
last iteration in the microblog user influence evalua-
tion. The calculation formula is as follows:

V2t =

∑
v∈Top It−1(v)

n
(3)

Top is the top 20% of users at the last moment. n
indicates the number of Top users.

3) V3 is the average velocity vector of all agents around
an agent. Among microblog users, the average influ-
ence of user nodes around user ui on users can be
expressed. The calculation formula is as follows:

V3t =
∑
v∈U

It−1(v)×W2t(vui). (4)

W2t(vui) =
Dt(vui)

S2t(vui)
(5)

Where, W2t(vui) is user ui’s contribution to user v’s
data forwarding at time t. Dt(vui) is the number of
microblog forwarding times between user v and user
ui at time t. S2t(vui) represents the total number of
microblogs forwarded by all users at the time t when
user v pairs the topic.

4) V4 is the vector that an agent points to the center
formed by all agents around it. The calculation for-
mula given in this paper is as follows:

V4t =

∑
v∈U It−1(v)

N
(6)

N is the number of users in the topic.

5) V5 is a random unit length vector, which is not taken
into account in the calculation of Weibo users’ be-
havioral influence.

The influence formula of user ui at time t can be
expressed as:

It(ui) = c1 × V1t + c2 × V2t + c3 × V3t + c4 × V4t. (7)
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The development of an economic topic needs to go
through the evolution cycle of germination, brewing, acti-
vation, climax and subside, which is similar to the emer-
gent behavior of fish, birds and other groups in a com-
plex system. Combining with the emergent computing
model, this paper proposes a Swarm Model-user Rank
(SMRank) algorithm based on the emergent computing
swarm model. The algorithm first needs to calculate the
initial value of user influence. Then calculate the influence
of users at different times by iterating. Finally, it sums
up the influence of users at different times to get the to-
tal influence value of users. The SMRank algorithm is
described as shown in Algorithm 1.

Algorithm 1 SMRank algorithm

Input: Economic topic user participation network G, it-
eration number T ;

Output: Total user influence I(ui);
1: Step 1. For user ui, the initial value I0(ui) of user

influence is calculated according to Formula (??);
2: Step 2. For user ui, it calculates user behavior influ-

ence It(ui) at time t according to Formula (7);
3: Step 3. t = t + 1; If t is less than T , go to step 2,

otherwise go to step 4;
4: Step 4. For all users in the event, it uses the formula

I(ui) = I1(ui) + I2(ui) + · · ·+ IT (ui);
5: Step 5. Calculate the final user responsibility index

I(ui), sort and output the result. The algorithm is
complete.

5 Algorithm Design Descriptions

1) User registration. This module utilizes the user regis-
tration system on the Ethereum network. Each user
joins the Ethereum network by generating a public
private key pair that uniquely identifies the user and
can then use the private key to interact with smart
contracts to perform functions such as device regis-
tration and data access.

2) Register the device. Each authenticated data
provider can be registered by providing an identifier
for the data acquisition device. In smart contracts,
this paper provides a Hash map to map the devices
owned by the data provider to the owner address
on the blockchain, such as mapping (address=list of
owners device IDs).

3) Data write access policy. For a device writing data
to the blockchain, the device will provide the owner
address and device ID along with the data to be writ-
ten. By using the combination of owner address and
device ID as keys in the Hash map, you can uniquely
store all data that corresponds to all devices, such as
((owner address, device id)=list of device data). The
value of a Hash map is the Hash list of data writ-
ten by the device. Before the smart contract allows

data to be written to the contract, the smart con-
tract checks that the owner address corresponds to
the device ID to ensure that only the device owner
can perform the write.

4) Device data read access policy. During data access,
a user who needs to access device data needs to send
a request permission to read data. The requesting
user will provide the address and device ID of the
device owner, including the Hash mapping of the de-
vice owner and address as well as the device ID as
the user’s key. For example, (owner address,device
id,user address)=bool access). Finally, before grant-
ing access to the data, the hash map is checked to see
if the requesting user can access the data by ensuring
that only registered users can.

6 Experimental Analysis

6.1 Experimental Environment Configu-
ration

A Trusted Execution environment (TEE) is built in the
data Lake to store the raw data, and trusted computing is
implemented using the Intel SGX architecture introduced
in the new Intel Skylake processors [15]. By providing
new instruction sets that extend the X86 and X86 64 ar-
chitecture, user-level applications can provide confiden-
tiality and integrity without the trust of the underlying
operating system. At the same time, this experiment uses
five different intelligent sensing devices to collect data and
simulate the enterprise data acquisition device to write
blockchain data to evaluate this algorithm. Experimen-
tal hardware is CPU 2.3 GHz Intel Core i5 16 GB 2133
MHz LPDDR3, GPU Intel Iris Plus Graphics 655 1536
MB. Experimental software is Python3.6 tensorflow1.13
pycharm [20].

6.2 Data Flow Analysis

Figure 3 shows a detailed data flow diagram of the ex-
periment. For a device to write or read data, the device
first registers itself using the blockchain while performing
remote authentication services that enable users to trust
the SGX platform. When performing a data write op-
eration, the data provider should first retrieve the smart
contract address, then encrypt and Hash the data, after
hashing. The encrypted data is written to the blockchain
via the WriteData() function in the smart contract and
the original encrypted data is written to the SGX plat-
form in the data lake. The integrity checking module then
calculates the hashed based message authentication code
(HMAC) of the data and writes the HMAC to the secure
store along with the data.

For read operations, the user must register with the
smart contract using the AllowAccess () method. To re-
voke access, the user can choose to execute the revokeAc-
cess() function. The user can provide their address to
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Figure 3: Data flowchart

communicate with the smart contract, which checks if the
user has access to the data and, if granted, returns a hash
value for the data and can be used to access the data from
the SGX storage platform. The SGX application then
rechecks the smart contract using the READDATAAPI
to determine if the user can access the data hash iden-
tifier. If access is allowed, the SGX application retrieves
the data from the secure store. Note that the overhead
of the blockchain read operation is irrelevant and will be
shown later in the evaluation section of Table 2. Then it
needs to decrypt the data and perform integrity checks
to ensure the authenticity and integrity of the data. Fi-
nally, it needs to recalculate the HMAC of the data and
compare it with the stored HMAC. If the HMAC has not
changed, the data is read and returned to the user.

In addition, the attributes of the data set collected by
the front-end intelligent sensor in this experiment can be
roughly classified as shown in Table 2.

6.3 Experimental Results and Discussion

This experiment uses the Ethereum blockchain to imple-
ment the smart contract component, which mainly in-
cludes the reliability programming language. The code
needs to be as concise as possible to limit the amount
of Ethereum gas, or ”gas”, that fuels the Ethereum net-
work world, needed to run smart contract transactions.
It determines the normal operation of the Ethereum net-
work ecosystem. When each write operation is executed
on the chain, it needs to pay a certain fee. It is counted
in the unit of gas, and each command that can be exe-
cuted on the chain sets a gas value. At the same time, to
limit the storage space needed to store the data, only the
hash value of the data is stored in the blockchain. The
experiment is evaluated by running smart contracts on
the RinkebyEthereum test network. In this experiment,
registerDevice, allowAccess, writeData, readData and re-
vokeAccess are implemented so that the data acquisition
device can interact with the smart contract. At the same
time, this experiment uses the usage of Gas and through-
put of blocks as evaluation indexes to conduct compara-
tive analysis on whether to use Hash.

Table 3 shows the evaluation results of miners complet-

Figure 4: Gas usage for smart contract write operations

ing each smart contract operation. The data payload size
of device 1 is 30B, device 2 is 50B, device 3 is 130 B, device
4 and 5 are 127B and 256 bit respectively. As shown in
Table 3, registerDevice uses 47543 gas to complete its op-
eration, allowAccess requires 29517 gas, writeData 51049
gas, revokeAccess 14792 gas, readData does not use any
gas because the smart contract reading is done on the
local blockchain, no mining is required.

In Figure 4, the amount of gas used by a miner to
complete a write operation in the blockchain is compared.
There are two scenarios, one is to write all encrypted data
to the blockchain, and the other is to write only the Hash
value of the data. Figure 4 shows that the data written
by device 2 after hashing uses 59846 gas and 92926 gas
for the original write, there is a 35% reduction. Device
3 uses 53454 gas to write the hashed data, compared to
159234 gas to write the original data, a 67% reduction.
Devices 4 and 5 write hashed data using 58974 gas, while
140255 gas is required to write raw data, there is a 57%
reduction.

Figure 5 shows the impact of increasing the write work-
load on the blockchain. Transaction throughput per sec-
ond on the blockchain can be measured by increasing the
write workload from 500 to 2000 write requests. Without
hashing, the write transaction throughput is 10.56 writes
per second for a 500 write workload. For 1500, it is 9.26,
and for 2000 writes, the write throughput is 8.6 writes per
second. With hashing, the write transaction throughput
is 8.8 writes per second for a 500 write workload. For
1500, it is 7.9, and for 2000 writes, the write throughput
is 7.2 writes per second. Write throughput decreases as
the amount of write work increases, and decreases with
the use of hashes. As can seen from Figure 4, gas usage
with Hash is constant because the hash function generates
256 bits of data to be stored on the blockchain; Figure 5
shows that hashing before writing data to the blockchain
can reduce write throughput.

The experimental results show that running smart con-
tracts on the Ethereum test network for evaluation and
only storing data hashes on the chain can reduce the gas
usage of write operations and the throughput of the sys-
tem on the basis of achieving access control.
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Table 2: Data set attribute classification

Category Corresponded attribute
Display identifier name, ID, address
Standard identifier age, workclass, race, sex, native country

Sensitive information relationship, occupation

Table 3: Application efficiency of smart contracts based on Gas consumption

Intelligent contract interface parameter Gas consumption
registerDevice Device ID 47543
allowAccess Device ID, ThirdParty address 29517
writeData Device ID, DataHash 51049
readData Device ID, ThirdParty address —
revokeAccess Device ID, ThirdParty address 14792

Figure 5: Increased throughput based on write effort

In this section, we compare encryption protection times
with other methods including reference [9], reference [8],
reference [22]. The results are shown in Table 4.

Table 4: Time consumption/s

State [15] [20] [9] Proposed
No hash 15.6 13.8 10.4 6.9
With hash 13.1 10.7 9.8 5.5

As can be seen from Table 4, the method in this paper
has the shortest running time no matter in which state.
Among them, with hash condition, the running time of
the method in this paper reaches 5.5s, which has a great
guarantee for data security.

7 Conclusion

With the continuous progress of information construction,
the perfect data sharing and access control mechanism,

data transmission transparency and data privacy are be-
coming more and more important. Based on the latest
progress of blockchain technology, this paper proposes a
data access and control model based on blockchain, and
on this basis, the Swarm module of blockchain is opti-
mized. Manage user access to data in a decentralized
manner by utilizing blockchain, and ensure that all data
processing and storage is done in a secure area. Storing
original encrypted data in the data lake improves data se-
curity and integrity. The method proposed in this paper
is helpful to realize the cross-business integration of en-
terprise data and provides a new technical solution to the
major technical problems concerned by the construction
of unified data center for economic enterprises.
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Abstract

The Internet of Vehicles (IOV) is a new generation
of information and communication technology that
enables all-round network connectivity referring to the
realization of vehicles, pedestrians, and people (V2P),
vehicles to vehicles (V2V), and Vehicle to infrastructure
(V2I), Vehicle to network (V2N). IOV can improve the
intelligence level of vehicles and autonomous driving
ability, reduce the accident rate, improve traffic efficiency,
improve car driving experience, build a new business
form of automobile and traffic services, and provide users
with intelligent, comfortable, safe, energy-saving, and
efficient comprehensive services. In the networking of
vehicles, the effect of big data encryption is not good
because of the dynamic change of network topology.
Therefore, we propose an efficient homomorphic deep
neural network for the big data encryption transmission
model in IOV. Considering the complex environment
of the Internet of Vehicles, we mix homomorphic deep
neural networks with encryption algorithms. A safe
nonlinear calculation method is studied to avoid the
multi-round iteration of ciphertext polynomial generated
during the encryption model’s construction and improve
the nonlinear calculation’s accuracy. This way, the
corresponding nonlinear operator is implemented for
the confused plaintext message, adding a random mask.
Finally, the designed protocol’s security, correctness, and
efficiency are analyzed theoretically, and the effectiveness
and superiority of the proposed model are verified
experimentally.

Keywords: Big Data Encryption; Complex Environment;
Homomorphic Deep Neural Network; Internet of Vehi-
cles; Nonlinear Calculation

1 Introduction

The Internet of Vehicles can collect information such as
the location and speed of vehicles and transmit the in-
formation to a central control center through the net-
work. Through the intelligent department, the automatic
management of vehicles can be realized, so that the data
of the Internet of things can be widely used in automo-
bile maintenance, automobile entertainment, finance and
other fields [4, 24].

As the Internet of vehicles continues to expand, more
and more data is generated. Traditional data transmis-
sion is based on a smaller and more centralized scale. For
example, the big data transmission model of the Internet
of Vehicles based on cloud edge fusion in reference [23]
was based on the data fusion of the cloud edge grid. It
used the decision engine to carry out big data analysis on
the automobile network, and completed the safe trans-
mission of big data according to the calculation results
of similarity in an unified way. The big data transmis-
sion model of Internet of Vehicles based on blockchain
protection proposed in reference [10] stored the big data
of Internet of vehicles in a publicly distributed hash table
and realized the safe transmission of big data according to
the blockchain transaction signature and authentication
process.

To solve the privacy leakage problem of data and neural
network model assisted by cloud server, researchers have
carried out a lot of research work by combining differen-
tial privacy, secure multi-party computing [1–3, 21], Ho-
momorphic Encryption (HE) [12] and other technologies.
This paper focuses on the research of neural networks
for privacy protection based on homomorphic encryption.
In terms of neural network-based privacy protection pre-
diction, Ou et al. [16] theoretically analyzed the feasi-
bility of approximate expression of nonlinear functions
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by low-order polynomials, and proposed a dense neu-
ral network model based on Fully Homomorphic Encryp-
tion (FHE). The privacy protection prediction of neural
network is realized. Malik et al. [14] used Taylor poly-
nomial approximation to calculate nonlinear functions
in neural networks, and introduced a Single Instruction
Multiple Data (SIMD) mechanism to process encrypted
data in parallel, which improved the efficiency of pri-
vacy protection prediction. In order to realize the pri-
vacy protection prediction of deep neural networks, Suma
et al. [18] constructed a secure batch normalization layer
based on BGV(Brakerski-Gentry-Vaikuntanathan)-FHE,
and implemented a Rectified Linear Unit (ReLU) func-
tion by polynomial approximation. The proposed scheme
was suitable for more complex image classification tasks.
Al Kim et al. [11] improved a Brakerski-Fan-Vercauteren
(BFV)-FHE scheme compatible with Graphics Processing
Unit (GPU) settings. It provided theoretical conditions
for the privacy protection neural network model to be ap-
plied in practice. Joye et al. [9] used TFHE (Torus Fully
Homomorphic Encryption)-FHE and ”self-start” technol-
ogy to propose a privacy protection training scheme for
binary neural networks under single server setting. In
addition, Ye et al. [27] further realized the conversion be-
tween BFV ciphertext and TFHE ciphertext, used BFV
ciphertext to calculate linear matrix multiplication and
TFHE ciphertext to calculate nonlinear functions, con-
structed corresponding circuit modules, and completed
the privacy protection training of neural network in hard-
ware.

Xu et al. [22] proposed a blockchain-based sensitive
data privacy-protection scheme for vehicles connected to
the Internet. First, association rules were used to mine
Big Data in the Internet of Vehicles. Then, a data se-
curity aggregation protocol was established. Finally, an
end-to-end encryption mechanism was created. The pri-
vacy protection of Big Data in the Internet of Vehicles was
achieved through static and dynamic strategies. Huang
et al. [8] formalized a secure scheme for duplicated data
that could prevent unnecessary storage and traffic on the
cloud. This method ensured that an authorized intelligent
connected vehicle (ICV) could logically outsource and re-
trieve data regardless of duplication. Wang et al. [20] pro-
posed a Blockchain based Privacy-preserving Federated
Learning scheme, which used blockchain as the underly-
ing distributed framework of Federated Learning. He et
al. [6] was to solve the problems in the communication
security of intelligent transportation system (ITS) and
improve the vulnerability of traditional distributed archi-
tecture. Although the above methods can independently
complete the privacy protection model training on a single
server, the scheme requires additional self-starting opera-
tions, and the non-linear function calculation depends on
complex circuits, so the operation efficiency is still low.

Because there is a certain distance between the cloud
server and the terminal device of the Internet of vehicles,
although the above two methods can fully transmit data,
they still face the security problems of information opac-

Figure 1: IOV big data encryption transmission module

ity and data leakage, which may lead to data loss or abuse
by unauthorized users and cause infringement. Therefore,
a big data encryption transmission model based on homo-
morphic deep neural network is proposed in this paper.

2 Proposed Big Data Encryption
Transmission Model for IOV

2.1 Constructing Big Data Encryption
Transmission Model

Considering the complex environment of the Internet of
vehicles, association rules and encryption algorithm are
mixed to encrypt a large number of Internet of vehicles
data, and then big data encrypted transmission model
of Internet of vehicles big data based on homomorphic
deep neural network (HDNN) is established, as shown in
Figure 1.

As shown in Figure 1, key exchange and ID confirma-
tion are needed for the encrypted transmission of big data
on the Internet of Vehicles. The key exchange is the most
important, which facilitates the transmission of big data
on the Internet of vehicles. During data transmission, a
virtual channel needs to be set up between the sender and
the receiver to ensure data security [25,26]. Big data en-
cryption process of Internet of Vehicles, detailed process
is as follows:

Step 1. The sender splits the data and adds it to a spe-
cial protocol header wrapper. In order to achieve the
purpose of data transmission protection, the security
protocol data unit is designed in combination with
HDNN, as shown in Figure 2.

Figure 2 shows that the security protocol data unit
mainly consists of four parts: protocol plaintext
header, protection header, user data, and integrity
check threshold. The plaintext header consists of two
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Figure 2: A protocol data unit based on HDNN

parts: the Internet protocol number and the initial-
ization vector, which preserves the plain text during
data transfer; The protection head encapsulates the
source and target address of the communication sys-
tem so as to achieve the purpose of information iden-
tification. The integrity check threshold, also known
as the packet summary, is generally calculated us-
ing a hash function, then added to a valid data and
wrapped [15].

Step 2. The sender encrypts data using the DES key and
sends the data to the receiver. After receiving the
key, the receiver performs packet processing and en-
crypts the data using the DES key to obtain plaintext
information.

Big data that needs to be encrypted is counted. As-
sume that the i− th measurement big data is gi, and
digital signature is performed on the data of Internet
of vehicles:

Ki = f(Ci|Ti)
skIDi . (1)

Where, f represents the encryption hash function. C
indicates ciphertext. sk indicates the output of the
user private key. Ti represents the timestamp.

After the ciphertext, signature, and time stamp are
sent to the gateway, the gateway needs to be authen-
ticated. After receiving the ciphertext and signature
pair sent by the Internet of Vehicles, Verify the iden-
tity of the Internet of vehicles through authentica-
tion. If the signature verification is correct, the gate-
way receives the ciphertext and signature uploaded
to the Internet of Vehicles. Otherwise, the gateway
refuses to receive the ciphertext and signature up-
loaded to the Internet of Vehicles.

After receiving the ciphertext and signature sent by
the gateway, the bilinear group parameters are veri-
fied to be the same, so as to verify the identity of the
gateway. The verification process is as follows:

λ(g,K) = λ(pkIDλ
, Hλ(Cλ||Tλ)). (2)

Where g stands for generator. If the signature sent
by the gateway is correct, the car receives the cipher-
text and signature stored on the gateway. Otherwise,
the car rejects the ciphertext and signature. In this
way, the big data used by the Internet of vehicles is
obtained.

Step 3. The exchange of conventional data between ve-
hicles is a common information, which is mainly ac-
complished by the communication between vehicles
in the local area. To this end, encrypted big data is
used for encrypted transmission.

In case of emergency, the emergency can be trans-
mitted to vehicles in other areas through the traffic
communication system, that is, the boundary node
can directly transmit the emergency to the adjacent
traffic node, and the emergency can be transmit-
ted to the cloud server. The cloud server collabo-
rates with a large amount of data to find the bound-
ary nodes of other relevant areas, and transmits the
emergency data to adjacent vehicle nodes through
the edge nodes.

Step 4. The receiver receives the reply message and re-
peats Steps 1 to 3 until the complete data transmis-
sion is completed.

2.2 Homomorphic Deep Neural Network

The deep neural network is composed of input layer, hid-
den layer and output layer. Each layer contains several
neurons, and each neuron is composed of five parts: input,
weight, bias term, activation function and output. With-
out considering the activation function of neurons, the
expression of neurons is reduced to linear regression equa-
tion. At this point, the whole network is only composed
of multiple linear regressions, which can only solve the
problem of linear separability. In order to solve the prob-
lem of linear indivisibility, activation functions, such as
ReLU function and Softmax function [19], must be intro-
duced. In general, the training process of fully connected
neural networks can be divided into forward propagation
and back propagation.

Forward propagation. The input data sequence passes
through a number of fully connected layers and acti-
vation layers to obtain normalized classification prob-
ability output. The operation at layer l of the net-
work can be described as al = W lxl−1, xl = f(al).
Where al represents the neuron vector of layer l. W l

represents the weight matrix between the l and l− 1
layers. xl−1 represents the output at layer l − 1. bl

represents the l layer bias vector and f represents the
activation function.

Back propagation. Back propagation calculates the
derivative of target loss function with respect to
model parameters according to the chain rule and
completes the update of model parameters. If the
cross entropy loss function E = −

∑
j(labelj , lnyj) is

used as the target loss function of the neural net-
work, y represents the output of the neural net-
work, label represents the real label of the train-
ing sample. Back propagation first computes er-
ror δl−1 = (W l)T δlf ′(al), and then updates model
weight ∂W l = xl−1(δl−1)T and offset ∂bl = δl.
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Where δl represents the error of layer l. ∂W l and
∂bl represent the gradient of weight and bias respec-
tively. The update of gradient can be expressed as
W = W − ∂W l · θ, b = b − ∂bl · θ. θ represents the
learning rate.

2.3 BGV Homomorphic Encryption

BGV is a full-homomorphic encryption scheme based on
Ring Fault-tolerant learning (RLWE) [17], which can sup-
port addition and multiplication homomorphism opera-
tions at the same time. The BGV encryption scheme
includes the parameter setting algorithm Setup, the pri-
vate key generation algorithm SecretKeyGen, the public
key generation algorithm PublicKeyGen, the encryption
algorithm Enc, and the decryption algorithm Dec.

1) Setup(1λ, uλ). Based on the RLWE difficulty prob-
lem, the u bit cipher-text mode q and the plain-
text mode p are selected, and the random param-
eters d = d(λ, u), n = n(λ, u), N = N(λ, u) and
χ = χ(λ, u) are generated to satisfy the 2λ bit safety.
Output setup parameter params = (q, p, d,N, n, χ).

2) SecretKeyGen(params). Let t ← χN , output pri-
vate key sk ← (1, t[1], t[2], · · · , t[n]) ∈ Rn+1

q , where

Rq = Zq[x]/(x
d+1) denotes polynomial quotient ring

of module q.

3) PublicKeyGen(params, sk). It uniformly generates
the matrix B ← RN×n

q and the vector e← χn, where
sk[0] = 1, t ∈ Rn+1

q . Let b← Bt+ pe, public key pk
consists of column b and matrix B.

4) Enc(params, pk,m). Given the plaintext message
m ∈ Rp, letm = (m, 0, · · · , 0) ∈ Rn+1

q , take r ← RN
p ,

the encrypted message is c = m+AT r ∈ Rn+1
p .

5) Dec(params, sk, c). Known ciphertext message r ∈
Rn+1

p , the encrypted plaintext message is m = [[<
c, s >]q]p.

The BGV encryption scheme supports two Multipli-
cation operations [28]: Plaintext-Cipher Multiplication
(PCM) and Cipher-Cipher multiplication (CCM). The
specific definition is as follows. In BGV scheme, the ci-
phertext is represented by a polynomial of order n, the
ciphertext module is p, the computational complexity of
PCM is O(pn), and that of CCM is O(p2n2).

Definition 1. Given plaintext message m1, and m2, c2
represents the ciphertext message of m2. If homomorphic
operation ⊙ satisfies c2⊙m1 = Enc(m1 ·m2), homomor-
phic operation ⊙ is called PCM operation.

Definition 2. Given plaintext message m1, and m2, c1
and c2 represent the ciphertext messages of m1, and m2

respectively, if the homomorphic operation ⊗ satisfies c2⊙
c1 = Enc(m1·m2), the homomorphic operation ⊗ is called
CCM.

3 Experiment and Analysis

Automotive networks include mobile on-board terminals
such as communications equipment, roadside infrastruc-
ture, certification centers, etc. TA is a trusted and au-
thoritative automotive network security center.

In this paper, the deep neural network is taken as an
example. The normalized classification probability is ob-
tained by inputting k-dimensional data through two layers
of FC, one layer of ReLU and one layer of Softmax, i.e.,
k → (FC1+ReLU)→ m→ (FC2)→ t→ (Softmax)→
t. HDNN can be divided into safe forward propagation
and safe back propagation processes. Suppose Add rep-
resents a homomorphic addition/subtraction operation,
CMult represents a CCM operation, PMult represents a
PCM operation, Enc represents a encryption operation,
and Dec represents a decryption operation. The compu-
tational complexity of the security forward propagation
process is shown in Table 1. The secure FC layer uses
SFMP protocol to convert CMult operation into PMult
operation of low complexity, and the Add operation is
used to complete the addition operation between neuron
features. The secure ReLU layer and the secure Softmax
layer require server S, which AIDS decryption and encryp-
tion and requires a small number of Ene and Dec opera-
tions to be performed. In addition, because the number of
ciphertext multiplication in the nonlinear layer is small,
CMult operation is chosen to be performed directly.

Table 1: Computational complexity of secure forward
propagation

Layer PMult CMult Add Enc Dec
FC1 km 0 (k + 1)m 0 0
ReLU 0 3m m m m
FC2 mt 0 (m+ 1)t 0 0

Softmax 0 3t 2t 5t 2t

Assuming n represents the small batch size of the
HDNN training, the computational complexity of the se-
cure back-propagation process is shown in Table 2. For
the back propagation of the secure Softmax layer, a small
amount of Add is required to complete the subtraction
operations of normalized features and sample labels. For
the secure FC layer, PMult is required to complete some
multiplication operations. For the secure ReLU layer, no
additional operations are required if the output symbol
ciphertext is recorded during forward propagation.

Since HDNN scheme is built based on SFMP, SRP,
SREP and SEP protocols, this paper mainly analyzes the
communication rounds and communication overhead of
these basic security protocols. Assuming that the unit
plaintext size in the plaintext space is ||P || and the unit
ciphertext size in the ciphertext space is ||C||, the com-
munication complexity of secure computing protocols is
shown in Table 3. In the SFMP protocol, S1 needs one
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Table 2: Computational complexity of secure back prop-
agation

Layer PMult CMult Add Enc Dec
FC1 t(m+ n) m mt 0 0
FC2 mn 0 0 0 0

Softmax 0 0 t 0 0

round of communication to share a random mask k with
S2, and the encrypted confused message temp after the
mask is added needs to be passed to S3. S3 can decrypt
the obfuscated plaintext message and send the two en-
cryption copies tw1 and tw2 to S1 and S2. The protocol
requires four rounds of communication and the commu-
nication overhead is 3||P ||+ ||C||. Similar to SFMP pro-
tocol, SRP, SREP and SEP protocol also includes three
stages: S1 and S2 share random mask, S1 and S2 send
encrypted confused messages to S3, and S3 sends back
encrypted share.

Table 3: Computational complexity of secure back prop-
agation

Protocol S1+S2 S1+S3 S3+S2 Message size
SFMP 1 2 1 3||P ||+ ||C||
SRP 1 2 2 ||P ||+ 5||C||
SREP 1 2 2 ||P ||+ 4||C||
SEP 1 2 2 ||P ||+ 4||C||

The security of HDNN scheme depends on the encryp-
tion security strength of BGV homomorphic encryption
scheme, which is related to the bit length of the secu-
rity parameter. N3 network is selected. Table 4 shows
the training time results of HNN schemes for single batch
with different bit lengths. With the increase of bit length,
the increase of calculation module will lead to the increase
of training running time. On the other hand, because the
increase of ciphertext space will reduce the probability of
random ciphertext recognition, the privacy protection in-
tensity of HNN scheme will also be enhanced. Therefore,
it is necessary to consider the security strength and effi-
ciency of homomorphic encryption in the design of HDNN
scheme.

Table 4: Comparison of HDNN training time with differ-
ent bit lengths

Bit length Running time/s
80 148
128 220
176 431

The FC layer involves a large number of homomorphic
ciphertext multiplication operations. The SFMP proto-
col proposed in this paper converts CCM operations into
PCM operations of low complexity. Table 5 shows the
calculation cost comparison of CCM and PCM opera-
tions under different multiplication depths. The calcu-
lation cost of CCM and PCM increases with the increase
of multiplication depth, which represents the number of
times that BGV encryption schemes perform continuous
multiplication without causing calculation errors, and is
positively correlated with the modulus length of cipher-
text space, which also means that each ciphertext mes-
sage occupies longer bits, and the calculation cost of sin-
gle multiplication is larger. Under the same multiplica-
tion depth, the computational cost of PCM is only about
10% of that of CCM, indicating that SFMP protocol can
greatly improve the computational efficiency of privacy
protection neural networks.

The privacy protection neural network training scheme
ensures the privacy and security of data and models, but
inevitably reduces the training efficiency. Three neural
network models, N1, N2 and N3, were adopted for the ex-
periment, and privacy protection training was performed
on a group of small batch samples. The calculation cost of
HDNN scheme and related schemes is shown in Table 6.

The PPML scheme based on dual server architecture
uses CCM arithmetic to perform homomorphic cipher-
text multiplication of features and parameters in FC layer,
while the HDNN scheme in this paper uses SFMP pro-
tocol to convert CCM arithmetic into PCM arithmetic,
which improves the computational efficiency of FC layer
and saves 94.7% of training time. FHESGD and Glyph
schemes not only use CCM operation to perform homo-
morphic ciphertext multiplication, but also use a single
server to complete the neural network training process.
Additional ”self-starting” operation is required to com-
press and encrypt the multiplication noise, so as to ensure
the correctness of homomorphic calculation. In contrast,
the HDNN scheme sacrifices a small amount of communi-
cation overhead and makes the server S3 execute the cor-
responding nonlinear operator for the obfuscated plain-
text message, which can not only achieve accurate non-
linear computation, but also greatly reduce the computa-
tion overhead of single server ciphertext. In N2 network,
the calculation cost of training 192 samples in batches
by HDNN scheme is much lower than that of FHESGD
scheme. Similarly, in N3 network, the computing cost of
training single sample in HDNN scheme is only 2% of that
in Glyph scheme.

4 Conclusions

Faced with the security problem of data transmission in
Internet of vehicles, this paper proposes a big data en-
cryption transmission model based on HDNN. This model
combines a dynamic Byzantine protocol to achieve fault-
tolerant consistency and secure encrypted transmission
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Table 5: Comparison of computing cost between CCM and PCM

Depth of multiplication PCM/ms CCM/ms Multiple
3 3.61 41.2 11.5
5 11.02 98.9 9.1
7 12.11 123.9 10.3
9 13.81 150.2 10.9

Table 6: The calculation cost comparison of different schemes

Network Scheme Batch size Batch sample time/103s Single sample time/s
N1 PPML [7] 192 10.471 54.56
N1 HDNN 192 0.551 2.89
N2 FHESGD [5] 60 118.001 1966.01
N2 HDNN 192 0.119 0.62
N3 Glyph [13] 60 2.901 48.34
N3 HDNN 192 0.221 1.142

of big data. The experiment and analysis show that the
proposed model not only has a good delay control ability,
but also has a good improvement in throughput capacity.
The model can adapt to engineering practice well in effi-
ciency, function, safety and other aspects, and has a good
application prospect.
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Abstract

In recent years, with the vigorous development of the
Internet and information technology, massive data can
provide researchers with many practical information re-
sources. Mining and analysis for these massive data can
obtain precious information, among which cluster analy-
sis is one of the effective means. Still, there is also the
risk of privacy disclosure in the clustering process. How-
ever, there is also the problem of low efficiency of data
use. This paper proposes a novel differential privacy pro-
tection model based on a spectral clustering algorithm
to improve data availability and protect data privacy.
Firstly, a spectral clustering algorithm is used to clus-
ter data. Then, the cumulative distribution function is
used to generate random noise satisfying the Laplace dis-
tribution. The noise is added to the function of sample
similarity calculated by the spectral clustering algorithm,
which interferes with the weight value between sample
individuals and realizes information hiding between sam-
ple individuals. Finally, we evaluate the new approach’s
performance, data availability, and privacy performance
on real data sets. The experimental results show that
the privacy protection method in this paper can not only
implement differential privacy protection but also signif-
icantly improve the efficiency of differential privacy data
release.

Keywords: Cumulative Distribution Function; Data Secu-
rity; Differential Privacy Protection; Spectral Clustering

1 Introduction

With the continuous development of Internet technology,
people’s clothes, food, housing and transportation are
gradually digitized. But at the same time, the privacy
leakage problem brought by big data has seriously affected
people’s life and work, ”big data kill mature”, ”spam

text message” and other phenomena are common [6, 28].
In real life, whether to realize ”vigorous development of
data” or ”ensure data security” has become a serious
problem in the development course of digital economy.
How to protect privacy security under the background of
big data is the focus of social attention and also an im-
portant research direction in the current academic circle.

At present, researchers have done a lot of work on pri-
vacy security protection. From the existing privacy pro-
tection technology: k-anonymity [13] and its extended
protection model technologies have been widely used.
This method conceals one data record by storing at
least k records to achieve the purpose of privacy pro-
tection. However, if the attacker has the specific back-
ground knowledge, it may not be able to resist the con-
sistent attack. In order to overcome this shortcoming, re-
searchers keep trying to make improvements and emerge
privacy protection technologies such as l-diversity [3], t-
adjacent [19], (a, k)-anonymity [26], generalization and
randomization [21] etc.

Nowadays, more and more applications of cluster anal-
ysis are applied in privacy protection. And clustering,
as one of the main technologies of data mining and ma-
chine learning, has been studied by most scholars. The
privacy protection techniques commonly used in cluster
analysis include numerical perturbation, numerical rota-
tion, numerical anonymity, etc. Hong et al. [9] proposed a
new spatial data transformation method (Rotation-based
Transformation, RT). The basis of this method was to
hide information based on geometric rotation changes,
and to ensure that the properties before and after ro-
tation were still valid. Its disadvantage was that it could
only transform low-dimensional data. When the dimen-
sion was high, the real information of the data would be
lost, and the calculation amount would be large. More-
over, it was difficult to avoid the privacy leakage caused
by consistency attack. Mukherjee et al. [18] proposed
a new data perturbation method using Fourier trans-
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form. The advantage of this method was that it could
hide sensitive information while maintaining the valid-
ity of data values, and ensure the high accuracy of dis-
tance in Euclidean centralized and distributed scenarios.
The current research on the combination of differential
privacy technology on the basis of clustering is not ma-
ture enough. This idea was first proposed by Yuan et
al., [29] which combined differential privacy and k-means
algorithm and used the administrator’s identity to intro-
duce noise into the query response to maintain the privacy
of a single database entry. Subsequently, in 2018, Zhang
et al. [31] further analyzed and improved the k-means al-
gorithm based on differential privacy and proposed an al-
gorithm that could calculate the sensitivity of query func-
tion and query sequence. Ge et al. [7] proposed IDP ε-
means method under ε-difference privacy protection. This
method could deal with the attack where the attacker had
any background knowledge, and improved the availabil-
ity of data clustering. However, this method could not
solve the privacy leakage security problem in distributed
environment. Therefore, Luo et al. [15] put forward the
k-means algorithm satisfying ε-difference privacy in the
distributed environment, and solved the problem that the
traditional privacy protection model could not cope with
the attack of arbitrary background knowledge in the dis-
tributed environment. Al-mamory et al. [2] proposed the
DP-DBScan algorithm satisfying ε-difference privacy pro-
tection, which was developed in response to the privacy
leakage problem existing in the traditional DBScan clus-
tering algorithm. The experimental results showed that
compared with the traditional DBScan clustering algo-
rithm, the DP-DBScan algorithm with Laplacian noise
could maintain the data validity and realize the privacy
protection. Binjubeir et al. [4] adopted the anonymiza-
tion technology based on clustering and used the differ-
ential privacy protection model to protect published data.
This method realized anonymization through clustering,
and added random noise to the anonymized differenti-
ated data to disturb the real value of the data so as to
achieve privacy protection and improve data availability.
At present, there are few researches on the combination
of clustering methods and differential privacy. This paper
mainly focuses on the spectral clustering algorithm and
carries out the research on spectral clustering algorithm
based on differential privacy protection.

In order to solve the privacy leakage problem of clus-
tering algorithm, this paper uses spectral clustering al-
gorithm to cluster all kinds of private data together. In
order to prevent such privacy data leakage, the Laplacian
random noise of differential privacy is added to the weight
calculation of similarity function to achieve privacy pro-
tection.

The organizational structure of this paper is as follows.
In section 2, the related works are given. Proposed dif-
ferential privacy protection model is shown in section 3.
Experimental analysis is displayed in section 4. There is
a conclusion in section 5.

2 Related Works

The main problems of traditional anonymous method are
as follows: (1) it cannot resist background attacks, such
as Netflix privacy leakage incident; (2) It is difficult to in-
tegrate with deep learning. This kind of method modifies
the records in the original data set to achieve general-
ization or suppression of user sensitive attributes, while
deep learning requires direct extraction and training of
data features, which makes it difficult to combine the two
theoretically [27]. In the existing studies, when the dif-
ferential privacy technology is applied to deep neural net-
works, the noise addition location includes input, mem-
ber parameters, such as gradient and weight parameters,
objective function and output. Differential privacy tech-
nology provides reliable privacy protection, ensuring that
even if an adversary has all the information except the
target object, it cannot infer whether a particular record
is contained in the database. For example, Wei et al. [25]
proposed a DP-SGD algorithm to compute the gradient of
a random subset of a training sample, trim each gradient
according to the L2-norm, and add noise to the cumula-
tive gradient of each batch. Liu et al. [14] added global
gradient noise to generate adversarial network gradient,
and used some public data sets to calculate the gradient
mean as the optimal initial gradient clipping threshold to
participate in deep differential privacy training. Liu et
al. [12] used the non-uniform Gaussian mechanism to cal-
culate noise and added heterogeneous noise into the batch
cumulative gradient to effectively improve the robustness
of the algorithm. Rathore et al. [20] developed a data
encryption method for Internet of Vehicles communica-
tion and verification using distinct symmetric encryption
for vehicle communication. Lyu et al. [16] highlighted
the intuitions, key techniques, and fundamental assump-
tions adopted by various attacks and defenses. Song et
al. [22] designed an efficient privacy-preserving data ag-
gregation mechanism for federated learning to resist the
reverse attack. Ma et al. [17] proposed an improved ver-
sion of the MK-CKKS multi-key homomorphic encryp-
tion protocol to design a novel privacy-preserving fed-
erated learning scheme. Hamian et al. [8] introduced a
blockchain-based user re-enrollment for biometric-based
authentication schemes using a secure multi-party sum
protocol. Blockchain technology had dismissed the need
for a trusted server. Adil et al. [1] presented a robust
channel categorization scheme to fix data privacy and
preservation problems in an Industrial Healthcare Inter-
net of Things (IHC-IoT) network. The proposed model
categorized the transmission bandwidth into four inde-
pendent channels for each device by defining triggering
rules with respect to time for reception and transmission
of data. These studies can well resist member inference
attacks, but the cost is to reduce the availability of data.
How to improve the training accuracy under the same
privacy budget is a major difficulty in these method.

Differential privacy can usually be used in non-
interactive scenarios [11], which can provide a strong pri-
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vacy guarantee. No matter whether the data set contains
records of the individual information, the response results
returned for any query operation are similar. That is, in-
serting or deleting a record from a dataset has no effect
on the output of the query. The basic definitions of dif-
ferential privacy and spectral clustering are given below.

2.1 Spectral Clustering Algorithm

At present, spectral clustering (SC) algorithm [23] has
been widely applied and researched, and the most com-
monly applied fields include machine learning, big data
mining, image segmentation, text mining, etc. The pro-
cess of SC is simple, and it is more applicable than the
traditional k-means and expectation maximization (EM)
algorithm. SC can achieve the best clustering effect in
any data sample space. The main idea of SC is the seg-
mentation technique based on graph theory. SC treats
sample data as one vertex in undirected weighted graph.
Then the similarity function is used to calculate the value
between each vertex, and the weight value represents the
similarity between each vertex. The data is segmented
and clustered by the segmentation criterion of the graph.

The similarity function of general spectral clustering
algorithm adopts cosine function and Gaussian function,
which are specifically defined as follows:

sim(X,Y ) = cosθ =
X · Y

||X|| · ||Y ||
. (1)

Wij = exp(−d(si, sj)

2σ2
). (2)

The main criteria of graph segmentation algorithm are
as follows:

1) Graph segmentation minimum segmentation method
criteria:

Cut(A,B) =
∑

u∈A,v∈B

w(u, v)

2) Normalized segmentation criteria:

NormalizedCut(A,B) =
Cut(A,B)

sum(A, V )
+

Cut(A,B)

sum(B, V )

3) Min-Max segmentation criterion:

Mcut(A,B) =
Cut(A,B)

sum(A,A)
+

Cut(A,B)

sum(B,B)

4) Proportional segmentation criteria:

Rcut(A,B) =
Cut(A,B)

min(|A|, |B|)

The main algorithm flow of spectral clustering algo-
rithm is shown in Algorithm 1.

Algorithm 1 SC algorithm

1: Input: Data point set n, clustering number k.
2: Output: k cluster partition.
3: Calculate the similarity matrix by the distance for-

mula of Gaussian kernel function;
4: Construct the adjacency matrix N and degree matrix

G using the similar matrix;
5: Laplacian matrix L = G1/2NG1/2 is obtained from

the obtained adjacency matrix and degree matrix;
6: After obtaining the Laplacian matrix, select the eigen-

vectors corresponding to the first k maximum eigen-
values;

7: Standardize the feature vectors, and then map the
sample data points to one or more defined dimension-
ality reduction Spaces;

8: Based on the new data point space, each row of the
feature matrix is regarded as a sample point and ag-
gregated into class k by k-means.

2.2 Differential Privacy

Differential privacy protection model has a strict mathe-
matical theoretical basis, and the basic idea of this model
is to add noise to data to achieve the purpose of privacy
protection [10]. This protection method does not need
to care about the attacker’s computing power and any
background knowledge. Even if an attacker has all the
data records except one, it can guarantee that sensitive
information about that record will not be disclosed. This
mechanism can protect individual sensitive information
in sample data without changing data distribution. The
specific definition of differential privacy is as follows:

Definition 1. Assume that data sets D and D′ are ad-
jacent data sets and that the two data sets are identical
or differ by at most one data record. Given a random
algorithm S, Range(S) is the value range of algorithm
S, RM is the output result on the data set, Pr[X] is the
disclosure risk of event X, then algorithm S satisfies the
definition of ε-difference privacy protection model:

Pr[S(D) = RM ] ≤ exp(ε)Pr[S(D′) = RM ]. (3)

The value of privacy disclosure risk is controlled by the
random algorithm S, and the security degree of privacy
protection is controlled by limiting the size of ε. The
smaller ε is, the greater the random noise is introduced
and the higher the privacy protection security is. The
larger ε is, the smaller random noise is introduced and
the lower the security of privacy protection.

Definition 2. The sensitivity of the function F : D → Rd

is defined as follows:

∆F = max
D,D′

||F (D0− F (D′)||1. (4)

Where || · ||1 is the first-order norm. F is the query func-
tion. d is the attribute dimension of recorded data. D and
D′ are data sets that differ by at most one data record. R
is the space of real numbers.
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Definition 1 shows that the selection of random func-
tion has nothing to do with the background knowledge of
the attacker, so the addition or deletion of any record will
not affect the output of the query result. This definition
meets the requirement of differential privacy on privacy
disclosure risk theoretically, but the concrete realization
depends on adding noise mechanism.

3 Proposed Differential Privacy
Protection Model

3.1 Comparison Between Spectral Clus-
tering and Other Cluster Methods

According to different classification criteria, there are
many clustering methods. Classical clustering meth-
ods include K-means algorithm and DBSCAN algorithm
based on density division. K-means algorithm has the
characteristics of fast speed and simple algorithm imple-
mentation. However, the traditional k-means algorithm
for differential privacy protection is sensitive to the se-
lection of initial point, and the selection of clustering
number k value is blind and arbitrary. In other words,
different initial points and the selection of k value can
lead to different clustering results. For example, Zhang
et al. [30] proposed an improved differential privacy K-
means algorithm, which improved the convergence and
availability of clustering. However, because the K value
of k-means needs to be specified artificially, it has its own
limitations, which brings uncertainty to the subsequent
privacy protection. Compared with K-means, DBSCAN
algorithm can find clusters of any shape without speci-
fying the number of clusters formed in advance. At the
same time, the algorithm can identify noise points well
and has good robustness to outliers. However, when the
dimension of the data set is large, it cannot reflect the
density of data change well. For example, although the
MDAV clustering method described in literature [5] had
been greatly improved in the clustering effect and opera-
tion mode, it still had some problems such as high com-
plexity and inapplicability to non-numerical attributes.
Considering the advantages and limitations of the classi-
cal algorithm, this paper focuses on improving the short-
comings of the classical algorithm, and uses spectral clus-
tering to realize the micro-aggregation step. First of all,
spectral clustering does not need to set the number of clus-
ters in advance, which makes the clustering results more
reasonable and normative. Moreover, it adds the adja-
cency relation to the center of mass of the cluster, that
is, the sample sets between neighbors are more correlated
than those between non-neighbors, resulting in higher ho-
mogeneity within the cluster. Moreover, the model has
self-stability, can adapt the weight, and can learn in real
time, which greatly facilitates the search for the optimal
solution. At the same time, it has strong anti-noise abil-
ity, which makes the clustering sensitivity of the final ob-
tained low.

3.2 MDAV Data Protection Method

The original data set can not be protected by clustering
operation only. In order to prevent sensitive information
from being leaked, it is necessary to implement differential
privacy protection for data sets. However, the realization
of differential privacy requires the addition of large noise
to the data set, which results in large data distortion.
The Algorithm 2 of MDAV data protection method is as
follows.

Algorithm 2 MDAV Data Protection

Input: data set D, degree of anonymity k.
2: Output: D′.

while |D| ≥ 3k do
4: Calculate the mean r0 of all records in D.

With r0 as the center, find the record r farthest
from the center, and then find the record s farthest
from r.

6: With r as the center, k − 1 records closest to r are
selected to form a cluster.
With s as the center, k − 1 records closest to s are
selected to form another cluster.

8: Periodically refresh the observations storage
end while

10: if |D| ≥ 2k then
Recalculate the data center according to Step 2 and
repeat the preceding process until the number of
remaining records is less than 2k.

12: end if
Group the remaining records together.

14: Noise obeying Y Lap(∆f/ε) is added to each of the
above clusters.
return D′.

To some extent, this algorithm still uses the idea of
first processing the original data and then adding noise.
In terms of clustering mode, K-means makes further im-
provement on the selection of initial points, and also re-
duces the noise required for differential privacy to a cer-
tain extent, but it still cannot avoid the defects of ordi-
nary clustering mode (initial point selection). The pro-
cessing results of data sets with different data structures
will be quite different, so the clustering effect cannot be
guaranteed. Therefore, the algorithm integrating machine
learning with differential privacy can protect data privacy,
improve data utility, and reduce the influence of human
factors on clustering effect.

3.3 Differential Privacy Based on SC

In order to solve the limitations of the above algorithms
and improve the data utility, a new DPSC (Differential
Privacy Based on SC) algorithm is proposed. The specific
approach is to first carry out micro-aggregation operation
on the original data set, train an SC model using the ma-
chine learning training mode, and then map the original
data set into the corresponding clustering. Adding noise
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to each divided cluster is far less than the total amount
needed to add it to each record. Moreover, SC clustering
has the advantage of being insensitive to noise, that is, the
data set will be less affected by noise. Finally, the noise
satisfying differential privacy is added to the processed
clustering, which makes the data utility of the data set to
be published significantly improved. Algorithm 3 shows
the specific process of differential privacy protection.

Algorithm 3 DPSC process

Input: Data set D = x1, x2, · · · , xn with n records,
learning rate η ∈ (0, 1).
Output: Data set D(ε) satisfying ε-differential pri-
vacy.

3: Initializing weight wij ∈ [0, 1], wij is a different ran-
dom value and determines the neighborhood size δ.

Sampling, taking n dimensional vector x from the
data set space with a certain probability to represent
the activation mode applied to the grid.
while —D—¿0 do

6: Calculate space distance dj ; dj is the distance
between all input node xi at time t and output
node, using Euclidean distance dj =

∑n
i=1(xi(t) −

wij(t))
2.

Select the winning neuron i(x), so that it satisfies
i(x) = minj(dj).
Adjust the connection weight vector between the
output node and its neighborhood node, wij(t +
1) = wij(t) + η(t)hj,i(x)(x(t)− wij(t)). hj,i(x)(t) is
the domain function around the winning neuron.

9: end while
The trained model φ is obtained.
Apply data set D to φ and map to m clusters
C1, C2, · · · , Cm, and the center of mass of each cluster
is denoted as ai0.

12: For C1, C2, · · · , Cm adds Laplacian noise.
The probability density function satisfies the ε-
difference privacy definition.
return D(ε).

The DPSC model is based on neural network mapping
to obtain several clusters of different sizes. The sensitiv-
ities vary for the centroid of different clusters. Since the
sensitivity depends on the base of clustering, as long as
the sensitivity ∆fi of the centroid is calculated, the dif-
ference privacy can be satisfied by adding Laplasian noise
with mean 0 and scale ∆fi/ε. According to the differen-
tial privacy parallel combination theorem, adding noise to
each cluster makes it satisfy the differential privacy, then
the whole data set can satisfy the differential privacy def-
inition. The proof is shown below.

Suppose data set D is mapped by DPSC model to ob-
tain several clusters of similar scale, then D = C1 ∪ C2 ∪
C3 ∪ · · · ∪ Cn, D

′ = C ′
1 ∪ C ′

2 ∪ C ′
3 ∪ · · · ∪ C ′

n. According
to Equations (3) and (4):

P (M(C1) ∈ S) =
ε1
∆f1

exp(− ε1
∆f1

)|f(C1)|. (5)

P (M(C ′
1) ∈ S) =

ε1
∆f1

exp(− ε1
∆f1

)|f(C ′
1)|. (6)

It can be obtained by dividing Equation (5) by Equa-
tion (6).

P (M(C1) ∈ S)

P (M(C ′
1) ∈ S)

= exp(
ε1
∆f1

×A) ≤ exp(ε1) + δ. (7)

Here, A = |f(C1) − f(C ′
1)|. It only needs |f(C1) −

f(C ′
1)| ≤ max

C1,C′
1

|f(C1)−f(C ′
1)| = ∆f1, let ∆f1 = |f(C1)−

f(C ′
1)|, it can satisfy ε1, δ-differential privacy.

3.4 Algorithm Complexity Analysis

The time complexity of the algorithm reflects the compu-
tational workload required to implement the algorithm.
The complexity can be analyzed according to the above
algorithm. SC is a typical hierarchical clustering algo-
rithm, and DPSC algorithm is its differential privacy im-
plementation. Assume that there are n records in the
data set, while loop is to construct m clusters, the num-
ber of loops does not exceed n/m, and this operation is
completed in O(n) time. The closest distance of record
traversal should be selected for each cluster within the
cycle. The number of iterations within the cluster is t,
and the time complexity of SC clustering algorithm is
m× t×O(n). According to the above analysis, the time
complexity of DPSC algorithm is O(n2).

4 Experimental Analysis

Data sets with different attributes and sizes in
UCI(http://archive.ics.uci.edu/ml) database are adopted
as shown in Table 1.

4.1 Experimental Evaluation Criteria

The quality of data mining for privacy protection depends
on the degree of privacy information protection and the
accuracy of mining results. The privacy protection level
of clustering is evaluated by ε. ε is negatively correlated
with the effect of privacy protection, that is, the larger ε
is, the smaller the noise added, and the worse the effect
of privacy protection is.

The effectiveness of clustering is evaluated by Calinski-
Harbasez index (CH) [24]. Suppose CN is the num-
ber of subsets that a hard partition clustering algo-
rithm divides the data set into different parts, then D =
(x1, x2, · · · , xn) = (C1, C2, · · · , CCN ). Where 1 ≤ i ≤
CN . Subset Ci is a subcluster of data set D. Ni is the
number of objects in subcluster Ci. c represents the cen-
ter point of dataset D. ci represents the center point of
subcluster Ci. d(x, y) is the distance between x and y.

The expression formula of CH clustering effectiveness
evaluation index is as follows.

CH(CN) =
1

CN−1 ×
∑CN

i=1 Ni × d2(ci, c)

1
n−CN ×

∑CN
i=1

∑
x∈Ci

×d2(x, c)
(8)
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Table 1: Data set

Set Alias Type Attribute record number
Wine D1 Real 13 178

Haberman D2 Real 4 306
Waveform Database D3 Real 40 50000

MAGIC D4 Real 11 19020

Figure 1: CH value on D1

As can be seen from the above formula, CH index mea-
sures the tightness of a cluster by calculating the sum of
the squares of the distance between each point in the class
and the cluster center, and measures the separation of the
data set by calculating the sum of the squares of the dis-
tance between each center point of the cluster and the
center point of the data set. CH is the ratio of the two
values. Therefore, the larger CH value denotes the more
discrete between the clusters, and better clustering effi-
ciency.

4.2 Experimental Results and Analysis

Due to the randomness of adding noise, SC clustering
algorithm is invoked for multiple clustering analysis on
each data set. It takes the average value of CH and plots
the CH ratios of the two algorithms (SC and DPSC) on
data sets D1, D2, D3 and D4, respectively. The closer the
CH ratio is to 1, the clustering effectiveness of the two
clustering algorithms is closer. The experimental results
are shown in Figures 1 ∼ 4.

Experimental results show that DPSC clustering algo-
rithm has the following characteristics:

1) By comparing Figures 1,2,3,4, it can be seen that
DPSC clustering algorithm for differential privacy
protection satisfies ε-differential privacy protection,
eliminates hidden dangers of privacy disclosure in
the clustering process under a strictly defined attack
model, and can effectively protect personal privacy.

2) As shown in Figures 1,2,3,4, DPSC clustering algo-
rithm for differential privacy protection can achieve

Figure 2: CH value on D2

Figure 3: CH value on D3

Figure 4: CH value on D4
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better privacy protection effect by adding a small
amount of noise, and also ensure the clustering ef-
fectiveness similar to the traditional SC clustering
algorithm. The privacy protection level depends on
the value of ε. It can control the privacy protection
level based on the value of ε. The smaller ε denotes
the higher privacy protection level.

3) By comparing Figures 1,2,3,4, it can be seen that, un-
der the same privacy protection level, the DPSC clus-
tering algorithm for differential privacy protection
has a higher clustering effectiveness for small data
sets than for large data sets, and a higher clustering
effectiveness for low-dimensional data sets than for
high-dimensional data sets.

5 Conclusions

In order to balance the utility of differential privacy data
and privacy protection, a differential privacy algorithm
based on spectral clustering is proposed. Firstly, the ad-
vantages and disadvantages of differential privacy and SC
clustering are analyzed, and then the theoretical analysis
results show that DPSC algorithm is better than similar
algorithms. Finally, experimental tests are carried out on
real data sets, and it is proved that DPSC can satisfy dif-
ferential privacy and reduce data information loss at the
same time, that is, under the premise of privacy protec-
tion, greatly improve the availability of data release. In
the future work, the author plans to conduct in-depth ex-
ploration of algorithms for large complex data sets, and
further consider the utility and privacy protection of data
release of mixed data sets on the basis of machine learn-
ing.
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Abstract

As internationalization becomes more and more intense,
the security of English data is also paid more and more
attention. Aiming at the problems of traditional data pri-
vacy protection algorithms, such as long execution time,
high concealment rate, and poor adaptability, this paper
proposes a federated learning-based association domain
adaptive scheme for English data privacy protection. In
traditional federated learning, these model parameters re-
veal sensitive information and rely on trusted third-party
servers. The new association domain adaptive federal
learning privacy protection scheme proposed in this paper
can resist server attacks, user attacks, and joint attacks on
servers. This new scheme comprises three protocols: key
exchange, association domain adaptive, and disconnection
processing. Experiments show that the privacy protec-
tion model proposed in this paper achieves the trade-off
between privacy and practical accuracy with superior per-
formance on data sets MNIST and SVHN.

Keywords: Association Domain Adaptive; Data Privacy
Protection; Disconnection Processing; Federated Learn-
ing

1 Introduction

Deep learning technology is increasingly widely used in
all walks of life. However, the model accuracy of deep
learning is directly proportional to the quantity, and en-
terprises with a small amount of data may make wrong
judgment results, resulting in the emergence of the mode
of concentrated learning [11,20].

The establishment of these laws and regulations in dif-
ferent degrees put forward new challenges to the central-
ized learning mode, making the data training back to the

”data island” state. Each enterprise has local limitations
and small amounts of data, so accurate model predictions
cannot be obtained. In 2016, a new solution – federated
learning (FL) [15] was proposed. With the advent of fed-
erated learning, cross-enterprise model training ensures
model accuracy and data security. In federated learning,
users train machine learning models locally based on their
own private data, and then share model parameters with
servers to improve model performance.

The federated learning process can be summarized as:

1) The server delivers the initialization model to all
users of federated learning.

2) Each user trains a common model on local privacy
data, and then sends model parameters to the server.

3) The server aggregates model parameters sent by all
users, obtains a global parameter, and sends the
global parameter to each user.

4) Repeat the first three processes until the model con-
verges.

It not only ensures data security, but also collabora-
tively trains a more accurate global model. All users par-
ticipating in federated learning are beneficiaries of the
model [26].

Although federated learning can solve the problem of
privacy data exposure in traditional centralized learning
mode, it still faces new privacy theft attacks such as mem-
ber inference and attribute inference. A lot of research has
been done on the privacy protection of federal learning.
Aiming at the shortcomings of existing studies, this paper
proposes a new association domain adaptive federal learn-
ing privacy protection scheme, which can effectively pre-
vent users and servers from inferring privacy information
through model parameters. Experimental results show
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that the proposed scheme can achieve an effective balance
between privacy protection and model performance.

In this paper, we organize this paper as follows. Re-
lated works are introduced in Section 2. We detailed de-
sign the proposed scheme in Section 3. Rich experiments
are shown in Section 4. There is a conclusion in Section 5.

2 Related Works

2.1 Federated Learning

In the federated learning model, multiple users and
servers can achieve model training only by sharing local
parameters and aggregate parameters without collecting
the original privacy data of users. However, existing stud-
ies [2,21] show that attackers can indirectly obtain sensi-
tive information based on shared model parameters. The
sharing model is updated based on this private data, and
its patterns are encoded into the model parameters. If the
corresponding decoder can be constructed, the sensitive
information in the user data can be inferred according to
the model parameters of the user, and even the privacy
data of the user can be deduced backwards.

Reference [16] had made a comprehensive analysis and
summary of the privacy issues faced by federal learning.
The attack types of federation learning mainly included
member inference attack and attribute inference attack.
Member inference attacks were based on a given record
could determine whether in the training data. Attribu-
tive reasoning attacks were used to obtain data attribute
information such as gender distribution, age distribution,
income distribution and prevalence rate. Chamikara et
al. [5] proposed a federated deep learning attack method
for servers. For a specific user, a generative adversarial
network (GAN) [14] was trained based on the updated pa-
rameters and the shared parameters of the server during
each iteration, and the specific privacy data of the user
was recovered. Jebreel et al. [12] proposed a federated
learning attack. The server could train a binary classi-
fier to judge data attributes by using the updated gradi-
ent value as input according to the update model of each
stage. Wang et al. [23] proposed an asynchronous feder-
ated learning system based on permissioned blockchains,
using permissioned blockchains as the federated learning
server, which was composed of a main-blockchain and
multiple sub-blockchains, with each sub-blockchain re-
sponsible for partial model parameter updates and the
main-blockchain responsible for global model parameter
updates. Tang et al. [22] proposed a network intrusion de-
tection method based on federated learning. This method
allowed multiple ISPs or other institutions to conduct
joint deep learning training on the premise of retaining
local data. It not only improved the detection accuracy
of the model but also protected privacy in network traffic.
In reference [7], to ensure the confidentiality and integrity
of the information stored, encryption and auditing proce-
dures were frequently used. Access control mechanisms
were mostly used during the data sharing stage to regu-

late the objects that had access to the data. Huang et
al. [10] proposed a 5G-V2X-oriented asynchronous feder-
ated learning privacy-preserving computing model. They
used an adaptive differential privacy mechanism to reduce
noise while protecting data privacy.

At present, most researchers defend against attacks on
federated learning model from the perspective of parame-
ter security aggregation. In federated learning parameter
security aggregation, each user trains a model on local pri-
vate data and sends the model parameters to the server in
a secure manner [1]. The server is only responsible for ag-
gregation. Among them, the methods of parameter secu-
rity aggregation mainly include homomorphic encryption
and secure multi-party computation.

Homomorphic encryption is a way to process data
without accessing the data itself. Joye et al. [13] proposed
to use two homomorphic encryption algorithms, LWE and
Paillier, to hide model parameters when uploading pa-
rameters. After the server updates parameters, users de-
crypt model parameters for iterative training. Based on
the Paillier method, Kwabena et al. [17] conducted a ho-
momorphic encryption and aggregation for the forward
and backpropagation parameters of each layer of the neu-
ral network. Ma et al. [18] proposed a multi-party deep
learning privacy protection scheme based on the ElGamal
method. Babenko et al. [4] proposed a homomorphic en-
cryption scheme based on the Chinese residual theorem.
Although homomorphic encryption could realize the safe
aggregation of federated learning, it was inefficient and
had heavy computation. Also, when one user collabo-
rated with the server, it was easy for the server to obtain
model parameters for all users.

2.2 Network Data Privacy Protection
Based on Density Clustering

According to the characteristics of the network in the big
data environment, the arbitrary shape of the cluster is
generated. Finally, for the successfully generated clusters,
it calculates the number of real nodes that should gener-
ate network privacy data in each cluster [6]. By adding
edge and other technical means, it completes the protec-
tion of network data information privacy. The process is
described as follows:

Definition 1. Network privacy data quantifies the
amount of information loss. It is assumed that Clt is
a cluster in the network, and the quasi-identifier is ex-
pressed as:

Q = (n1, n2, · · · , ns, c1, c2, · · · , ct). (1)

Then, the network privacy data information loss gen-
erated by the generalization quasi identifier is:

QL(Clt) = |Clt| × [
∑ s

Range(ni)

sub
i=1

(c)
]. (2)

Where, |Clt| is the number of nodes in network clus-
ters. ni indicates the node degree of the network privacy
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data cluster. If the number of generated clusters is m, the
total information loss of network privacy data is:

TQL(G) =

m∑
i=1

(QL(Clk)). (3)

Definition 2. The amount of information lost in net-
work privacy data structure. Assume that the network
G = (V,E), V = v1, v2, · · · , vn in the big data environ-
ment. The node set of a cluster Clk in the network is
V = v1, v2, · · · , vn, then the degree of node vi in the net-
work cluster is k(vi), and the expression formula of the
maximum number of edges that can be formed by other
network nodes connected with node vi is:

T (vi) = k(vi)× (k(vi)− 1)/2. (4)

Where, k represents the privacy parameter of network
data. In the big data environment, the actual number of
edges formed by other network nodes connected to network
node vi is E(vi), then the network aggregation coefficient
of network node vi is calculated as:

C(vi) = E(vi)/T (vi). (5)

Therefore, the sum of aggregation coefficients of net-
work G in the big data environment is:

FQL =

n∑
i=1

C(vi). (6)

According to Equation (6), the aggregation coefficient
of network cluster Clt is calculated as:

EQL =

m∑
i=1

(

|CL|∑
i=1

C(vi)). (7)

Where, |CL| represents the limiting threshold of net-
work privacy data. The formula for calculating the total
structure information loss of network privacy data is as
follows:

NTQL = FQT − EQL. (8)

Assuming that the total number of real nodes in the
generating network is N and the number of generation
clusters is m, then the number of real network users gen-
erated in each cluster is Ni.

Ni = (
ni

n1 + n2 + · · ·+ nm
)×N. (9)

Where, ni represents the number of nodes in the i− th
cluster of the network, and 1 ≤ i ≤ m. Finally, on the
premise of not changing the connection of other network
nodes, the network node with the least degree is selected
to connect with the newly generated real network node
respectively. In this way, network data privacy protection
can be realized in the big data environment.

3 Scheme Design

Aiming at the problems existing in the federal learning
privacy protection scheme, this paper proposes a new
federal learning association domain adaptive (FLADA)
privacy protection scheme. The scheme mainly includes
three protocols: key exchange protocol, association do-
main adaptive (ADA) protocol and dropped-line process-
ing protocol.

In the key exchange protocol, a common key value is
negotiated between two users. The Diffie-Hellman key
negotiation [25] method is used to implement the key ex-
change protocol. Based on the difficulty of the discrete
logarithm, this method can ensure that other users can-
not obtain the key value.

In the ADA protocol, the double masking method [9]
has the problem of relying on the trusted server, which
can obtain the aggregated model parameters. This paper
proposes a new ADA scheme to ensure the safety of users
and aggregated model parameters. At the same time, if a
user uploads model parameters after the server executes
the off-line processing protocol, the model parameters of
the delayed user will not be exposed.

In the drop-out processing protocol, each user shares
the private key in the key exchange protocol with other
users based on Shamir key sharing [24] technology. Once
a user drops out, the server can perform secret recovery
to eliminate the hidden value of the dropped user.
Security assumption:

1) Assume that all user ID are in order.

2) Assume that all users use secure channels to commu-
nicate with the server, such as TLS/SSL.

3) All users and servers are honest and curious [3]. Hon-
est and curious is defined as follows: Honest and cu-
rious users and servers will follow the protocol, but
they will also try to infer other users’ private data.

4) At least m(m ≥ 3) users participate in the federated
learning process.

In this article, some parameter symbols are described
as follows, as shown in Table 1.

Table 1: Symbol description

Parameter Description
m Number of users
d Number of dropped users
q Prime number in key exchange protocol
α Additional additional mask value
w Model parameter
ŵj Model parameters masked in this article
g Key generator
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3.1 Key Exchange Protocol

The goal of the key exchange protocol is to generate a se-
curity key through negotiation by all users for parameter
masking protocol. The protocol flow is as follows:

1) Initialization.

A trusted third-party authority TA generates initial-
ization parameters (g, q, α) for each Pj . g and q are
used for key generation in the Diffie-Hellman key ne-
gotiation phase.

2) Key agreement.

For any Pi and Pj , we take SKi, SKj , and com-
pute PKi = gSKimodq, PKj = gSKjmodq, broad-

cast PKi, PKj . Pi can get Si,j = PKSKi
j based on

the received PKj . Pj can get Sj,i = PK
SKj

i based
on the received PKi. So any two users have a com-

mon key Sj,i = PK
SKj

i = gSKjSKi = PK
SKj

i = Sj,i.
If any attacker gets Sj,i, PKi, PKj , g, but given the
difficulty of calculating discrete logarithms, SKi and
SKj cannot be solved.

This protocol is based on the difficulty of the discrete
logarithm, so the negotiation keys of users cannot be in-
ferred.

3.2 Association Domain Adaptive
Scheme

Assume that there are two domains of data xs
i ∈ Ds,

xt
i ∈ Dt, and a L-layer neural network embedding map

∅ : RN0 → RNL−1 , Ai = ∅(xs
i ), Bj = ∅(xt

j) represent
the embedding of source domain and target domain. The
similarity of two samples from different domains can be
expressed as the inner product Mij =< Ai, Bj > of Ai

and Bj . The conversion probability from embedding Ai

to embedding Bj is formalized as:

P ab
ij = P (Bj |Ai) =

exp(Mij)∑
j exp(Mij)

. (10)

The two-step round trip probability of Ai virtual ran-
dom walk that starts from tagged source domain embed-
ding Aj through an un-tagged target domain embedding
B and returns to another source domain embedding Aj is
expressed as:

P aba
ij = (P abP ba)ij . (11)

Kurnia et al. [3] argued that high-order round-tripping
would not improve performance. The two-step probabil-
ity compulsion requires an approximately uniform distri-
bution on class labels, which can be achieved by a cross
entropy loss called Walker loss, i.e.,

Lwalker = H(T, P aba). (12)

Where Tij =
1

|Ai| , if calss(Ai) = class(Aj).

This means that all association loops in the same class
are forced to have equal probabilities. Walker loss can be
minimized by only accessing easily related target samples
and skipping more complex target samples, which results
in poor generalization of the target domain. Each target
sample can be accessed with the same probability by ad-
justing Lvisit. Visit loss is defined by the cross entropy
between the uniform distribution of the target sample and
the probability of access from any source sample point to
the target sample point as follows:

Lvisit = H(V, P visit). (13)

Where P visit
j =

∑
xi∈Ds

P ab
ij , Vj =

1
|B| .

In the return mapping, the correlation is further
strengthened and the coverage is increased. Cover loss
is defined by the cross entropy between the probability of
access from any target sample to the source sample and
the uniform distribution of the source sample:

Lcover = H(P cover, V ). (14)

Where P cover
j =

∑
xj∈Dt

P ba
ji , Vi = 1

|A| . Algorithm 1

shows correlation domain adaptive (ADA) process.

3.3 Dropped Call Handling Protocol

If Pd fails to submit ŵd on time due to channel failure, the
wd mask cannot be cancelled in ŵglobal, so the goal of the
dropped line handling protocol is to eliminate the mask
of the dropped user. The protocol process is as follows:

Secret sharing. The Shamir key sharing protocol is ex-
ecuted to divide SKj into m parts and distribute
them to m users. In the reconstruction, only the
secret share of t individual is needed to reconstruct
SKj . Where t is the threshold value, t < m, and t−1
users cannot get any information about SKj .

Key recovery. When Pd is off-line, the server requires
any t users to upload the secret share of Pd. The
server performs key recovery of Pd to get SKd. The
server restores the Sd,j = PKSKd

j of Pd and Pj ac-
cording to SKd, and calculates the cover-up value∑

j∈P,j<d PRG(Sd,j)−
∑

j∈P,j>d PRG(Sd,j) to elim-
inate the cover-up of the dropped users in the results
of the aggregation model.

In conclusion, this paper proposes a new parameter
masking federal learning privacy protection scheme. If
there are no dropped users during the iteration, only two
rounds of communication between the user and the server
are needed to complete one iteration. More importantly,
the server does not get the aggregated model parameters.

4 Experiment and Analysis

The deep learning model selected for experimental eval-
uation of the scheme in this paper is the convolutional
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Algorithm 1 ADA scheme

1: Input: Source data xs
i and target data xt

i, L-layer
neural network embed mapping ∅, weight factor β1,
β2, β3.

2: Output: Total neural network loss L.
3: From Formula (11), the two-step round-trip probabil-

ity from source embedding A to target embedding B
and back to embedding A is obtained.

4: Formula (12) is used to calculate Walker loss.
5: Formula (13) is used to calculate Visit loss.
6: Formula (14) is used to calculate the reverse random

walk Cover loss.
7: LADA of similar embeddings between source domain

and target domain is calculated according to Formulas
(5,6,7) as shown in Formula (15).

LADA = β1Lwalker + β2Lvisit + β3Lcover. (15)

Where, βi is the weight factor. Equation (14) as-
sumes that the class distribution of source and target
domains is the same. If this is not the case, for Lcover,
Lvisit, using low weights may yield better results. At
the same time, the network is trained, and the classi-
fication prediction error of the source data domain is
minimized through Softmax cross entropy loss term,
which is denoted as Lclassification.

8: The classification prediction error Lclassification of
source dataxs

i is calculated.
9: According to Equation (15), the total neural network

loss L is obtained.

L = Lclassification + LADA. (16)

ADA’s association loss strengthens the similar em-
bedding assimilation of the source and target sam-
ples, and classification loss minimizes the prediction
error of the source data domain. Without LADA, neu-
ral networks can only be traditionally trained on the
source data domain. The addition of LADA during
training allows the merging of unlabeled data from
different fields, thus improving the effectiveness of
classification embedding. The addition of LADA can
enable any neural network to conduct domain adap-
tation training, and such neural network learning al-
gorithm can simulate the distribution migration be-
tween source and target domains. If the LADA is min-
imized, the association embeddings from the source
and target domains become more similar in their dot
products.

neural network implemented by Pytorch, and the train-
ing task is handwritten digit recognition based on MNIST
data set. The experimental running environment is a PC
with 8-core Intel Xeon CPU and TITAN XP GPU, and
the memory is 256GB. Each user runs the same model,
using SGD as the optimizer. The data is randomly sam-
pled and divided. Each user holds 60 pieces of data. In

Figure 1: Accuracy evaluation of MNIST

the experiment, q = 5, g = 3 and learning rate η = 0.01
are set.

4.1 Model Accuracy Analysis

The batch size used in the training process is 10 and the
number of local training is 10. Generally, the accuracy of
the model is proportional to the number of users involved
in the training. In order to analyze this relationship, this
paper recorded the variation of classification accuracy of
test data with the number of iterations under different
users, as shown in Figure 1. Where, one iteration means
one parameter update. We only consider the case where
no user drops the line.

As can be seen from Figure 1, on the one hand, the
classification accuracy of the model gradually increases
with the increase of the number of iterations, and tends
to converge after 10 iterations of training. On the other
hand, when m=3, m=10, m=50 and M=100, the accuracy
rate is 81.2%, 91.8%, 95.9% and 96.5%, respectively. This
shows that the increase of the number of users in the
system is beneficial to improve the classification accuracy
of the model.

4.2 Computational Cost Evaluation

User calculation cost. The calculation cost of each
user can be divided into three parts:

1) Perform m key negotiations, and the calculation
cost is O(m);

2) The calculation cost is O(m2) for the secret
sharing of the private key;

3) To extend PRG seeds and generate model cover-
up, the calculation cost is O(zm). In short, the
computing cost per user is O(m2 + zm).

Server computing cost. The computational cost of
the server can be divided into two parts:

1) Reconstruct m secret shared values. The com-
putational cost is O(m2) for each reconstruction
and O(m3) for m reconstructions.
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Figure 2: Additional server running time

2) Eliminate the parameter cover of the dropped
user, the calculation cost is O(zm). In sum-
mary, the computing cost of the server is
O(m2 + zm).

4.3 Analysis of User Disconnection

Off-call evaluation mainly evaluates the impact of user
off-call on the extra running time of the server. In the
case of 50, 100, 150, 200, 250, 300, 350, 400 users, this
article records the additional running time required for
the server to perform 25 iterations with no dropouts and
10%, 20%, and 30% dropouts. The results are shown in
Figure 2.

As can be seen from the results in Figure 2:

1) When the number of users is fixed, the key recov-
ery time of the server increases with the increase
of the proportion of off-line. This is because, for
each dropped user, the server needs to run additional
key recovery time to remove the model mask of the
dropped user from the aggregated model parameters.

2) When the proportion of dropped calls is fixed, the
extra running time of the server increases with the
increase of the number of users. This is because as
more users participate, more people drop calls and it
takes longer to recover secretly. In addition, a further
analysis of the data in Figure 2 shows that when the
number of users is 100 and the number of dropped
users is 30%, the additional server run time is around
2s, which is acceptable. In summary, based on the
experimental results, it shows that the scheme in this
paper can well support user disconnection.

As can be seen from Figure 3 and Table 2, after mul-
tiple iterations, the algorithm in reference [19] and the
algorithm in reference [8] shows a geometric growth of
the network data concealment rate, which cannot meet
the requirement of network data privacy protection on
the concealment rate (less than 0.6) after five iterations.
The algorithm proposed in this paper increases the con-
cealment rate of network data, but the effect is not obvi-

Figure 3: Comparison of hidden rate

ous, and the concealment rate of network data is always
within the required range, indicating that the algorithm
proposed in this paper has a strong effect and good adapt-
ability on the protection of network data privacy under
the condition of multiple iterative updates.

Table 2: Comparison of hidden rate iteration times
change with different methods

Method 1 3 5 7
Reference [25] 12.3 18.6 22.5 29.8
Reference [9] 20.1 29.6 32.4 41.5

FLADA 22.8 42.3 65.6 79.7

5 Conclusions

In order to solve the problems of parameter leakage and
dependence on a trusted third party in federated learn-
ing, a new privacy protection scheme based on federated
learning-association domain adaptive algorithm is pro-
posed in this paper, which ensures that the server can
only obtain the masked parameter aggregation results and
can tolerate user drop-off. The security analysis proves
that the scheme in this paper can effectively resist attacks
from servers and users under an honest and curious secu-
rity setting. Experimental results show that this scheme
can guarantee the accuracy of the learning model and has
lower communication cost than the existing schemes.
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