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Abstract

In the context of digitized education, campuses have been
the worst hit areas of cyber attacks, ransomware, and in-
formation leakage. Therefore, we propose a novel privacy
protection data aggregation scheme based on the Horner
rule and lightweight convolutional neural for intelligent
education. This scheme uses the Horner rule to aggre-
gate multi-user and multi-regional educational data in a
multi-dimensional way. A lightweight convolutional neu-
ral network is used to extract data features, and homo-
morphic encryption is used to ensure user data privacy.
Fine-grained access control of aggregated data is achieved
using proxy re-encryption; only a specified authorized en-
tity can read the aggregated data. The security analysis
shows that the proposed scheme can ensure user privacy
and data integrity and carry out fine-grained access con-
trol on aggregated data, which can better meet the needs
of practical applications.

Keywords: Data Aggregation; Horner Rule; Intelligent
Education; Lightweight Convolutional Neural; Privacy
Protection

1 Introduction

With the development of science and technology, people’s
life has become more information and intelligent, and the
education system has gradually changed to intelligent ed-
ucation. Intelligent education collects students’ behav-
ioral data through different sensors, and then uploads the
behavioral data to the control center, which dynamically
allocates educational resources through statistical analy-
sis of a large number of data. At the same time, intelligent
education can also provide customized learning methods
for user groups with different educational needs in differ-

ent regions based on the analysis results [9,10]. Compared
with traditional power grid, intelligent education can pro-
vide richer functions, better performance and higher re-
liability. Although intelligent education has made great
progress in recent years, it still faces security threats in
three aspects.

1) Privacy of user education data. The data in differ-
ent time periods potentially reflect users’ personal
privacy. For example, relatively low behavioral data
in a time period may mean less student behavior in
that time period. When malicious attackers get these
data, they will violate users’ personal privacy and
even provide information for some real crimes.

2) Integrity of user data. If the user data is tampered
or forged by malicious attackers in the transmission
process, it will not only affect the correct evaluation
of students’ behavior, but also affect the normal al-
location of teaching resources.

3) Control of access to aggregated data. Most of the
existing data aggregation schemes can only read the
aggregated data in a single control center, without
considering the presence of multiple data receivers.
For example, switch between the active and standby
control centers or switch between different adminis-
trators in the same control center. Different data re-
ceivers should also have limited access to aggregated
data. For example, the administrator of a region can
read only the aggregated data of the region, and the
administrator with higher permission can read the
aggregated data of all regions.

To solve the above problems, this paper proposes a
privacy protection data aggregation scheme that sup-
ports fine-grained access control in intelligent education.
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Firstly, this paper considers multi-dimensional data ag-
gregation. In addition to the aggregation of different
users’ data in any region, it also considers the aggregation
of students’ data in different regions, and uses Horner’s
rule to compress the aggregated data of different dimen-
sions to ensure that the data of each dimension can still be
recovered after aggregation. In addition, this paper uses
a lightweight neural network to extract data features, and
encrypts each user’s educational data with homomorphic
encryption technology, so as to ensure the privacy of user
data, and also requires that the data can be operated in
the encrypted state. To ensure the integrity of encrypted
data during storage and transmission, digital signatures
are used to verify data integrity, and batch authentica-
tion is used to improve the efficiency of authentication.
Finally, the proxy re-encryption technology is used to re-
encrypt the aggregated data with the public key of the
specified receiver to ensure that only the specified receiver
can decrypt the aggregated data and achieve fine-grained
access control.

This paper is divided into eight parts. Section 2 shows
the related works including homomorphic encryption and
horner rule. Section 3 introduces system model and se-
curity requirements. Section 4 proposes the new data ag-
gregation scheme. Section 5 shows the security analysis.
Security attribute comparison is stated in Section 6. Sec-
tion 7 shows the efficiency analysis. There is a conclusion
in Section 8.

2 Related Works

2.1 Homomorphic Encryption

Suppose there areK plaintextmi(i = 1, 2, · · · ,K), Encpk
means encryption using the public key pk, Decsk means
decryption using the corresponding private key sk. The
addition homomorphic property can be expressed as:

Decsk(

K∏
i=1

Encpk(mi)) =
∑
i=1

mi. (1)

Paillier encryption [21] is the most typical public-key
encryption algorithm with homomorphic property of ad-
dition. Specifically, it consists of the following four algo-
rithms.

1) Initialization. Select the safety parameter κ. p1
and q1 are two large prime numbers, and it sat-
isfies L(p1) = L(q1) = κ, calculates N = p1q1
and λ = lcm(p1 − 1, q1 − 1), where lcm represents
the solution of the least common multiple. De-
fine L(u) = (U − 1)/N , g = N + 1, and calculate
µ = (L(gλmodN2))−1.

2) Key generation. The public key is pk = (N, g), and
the private key is sk = (λ, µ).

3) Encryption. Assuming that the message to be en-
crypted is M ∈ ZN , select a random number r ∈

Z∗
N , and calculate the ciphertext C = Encpk(M) =

gMrNmodN2.

4) Decryption. Assuming that the ciphertext to be de-
crypted is C ∈ Z∗

N2 , the plaintext message M =
Decsk(C) = L(CλmodN2)µmodN can be recovered
using the private key.

2.2 Horner Rule

Horner rule is an efficient algorithm to evaluate polyno-
mials [2,12], which can transform the evaluation problem
of n degree polynomials into the evaluation of n degree
polynomials and simplify the calculation process. For ex-
ample, p(x) = anx

n + an−1x
n−1 + · · · + a1x + a0 can be

converted to p(x) = (· · · (anx+ an−1)x+ · · · )x+ a0. And
more specifically, by limiting x > maxan, an−1, · · · , a1, it
can recover n coefficients a1, a2, · · · , an of a polynomial
by n-division and n-modular operation, given x and p(x).

3 System Model and Security Re-
quirements

3.1 System Model

The symbols used in this article and their corresponding
meanings are shown in Table 1. The system model is
shown in Figure 1. The system proposed in this paper
consists of five entities, namely, user-oriented intelligent
classroom (User), region-oriented area aggregation gate-
way (RAGW), data center (DC), access control center
(ACC), and data receiver (DR).

Table 1: Symbols and their corresponding meanings

Symbol Name
RAGW1 Area aggregation gateway of area i
Userik The k − th smart classroom in area i

BAMDDi Multidimensional aggregated cipher-
text data in area i

SAMDD All multidimensional aggregated ci-
phertext data

N, g,G EDD Encryption parameter
H Hash function

R1, R2 Horner parameter
m Total area number
n Maximum number of users in each area
ni Number of actual users in area i
D The maximum value of data in a single

dimension
Cik Encrypted ciphertext of dik

1) Smart classroom. This entity is the terminal de-
vice of intelligent education, responsible for collecting
user data, and using encryption and digital signature
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Figure 1: The proposed scheme

respectively to ensure the privacy and integrity of the
data, and finally send the encrypted data to the area
aggregation gateway [6].

2) Area aggregation gateway. The entity is responsible
for managing smart classrooms in an area. After re-
ceiving ciphertext data from n smart classrooms in an
area, the entity first verifies the integrity of the data,
aggregates the student data in the area, and finally
sends the aggregation result to the data center [8].

3) Data center. This entity is responsible for re-
aggregating student data across regions. When an
authorized data receiver initiates an access request to
the aggregated data, the proxy reencryption scheme
is invoked and the public key of the recipient is used
to re-encrypt the ciphertext. The data center per-
forms some proxy re-encryption operations.

4) Access control center. The entity is responsible for
authenticating multiple data receivers and manag-
ing access rights, and performing another part of the
agent re-encryption operation. The combination of
the two parts of the operation can realize the com-
plete agent re-encryption function.

5) Data receiver. This entity is responsible for read-
ing aggregate data, analyzing and applying it accord-
ingly.

3.2 Adversary Model and Security Re-
quirements

In this scenario, it is assumed that all entities are honest
and curious, that they will perform various operations in
accordance with the agreement, but may try to obtain pri-
vate information outside of their authority [14, 19]. Also,
assume that the data center and the access control cen-
ter are not conspiring. Typically, you can outsource the
data center to one cloud computing platform and the ac-
cess control center to another competing cloud computing
platform. An external adversary A may attempt to ob-
tain the user’s electricity usage information, tamper with

the electricity usage data or obtain aggregated data out-
side the authority, assuming that the adversary has the
following capabilities.

� A can eavesdrop on all transmission channels and
obtain transmitted ciphertext information.

� A can control the access control center or the data
center, but not both at the same time. Once the
access control center or data center is controlled by A,
A will have access to all its internal state information.

A privacy protection data aggregation scheme in in-
telligent education needs to meet the following security
requirements.

1) Correctness. The solution itself needs to be correct,
that is, the protocol involved can be executed cor-
rectly.

2) Privacy. Even if an adversary has these capabilities,
individual user data information cannot be accessed,
and aggregated student data cannot be accessed by
unauthorized data recipients.

3) Integrity. After an adversary modifies or forges data,
the system can detect the malicious operation in
time. The aggregation operation can be performed
by the area aggregation gateway and data center only
after data integrity verification.

4) Fine-grained access control. Only authorized data re-
ceivers can read the corresponding aggregated data,
and authorized data receivers cannot obtain data
outside of their permissions.

4 Proposed Data Aggregation
Scheme

The scheme proposed in this paper includes seven stages:
system initialization, data feature extraction, user data
reporting, regional data aggregation, total data aggrega-
tion, data request, and data processing.
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4.1 System Initialization

1) Select security parameter κ and call Gen(κ) to gener-
ate bilinear pairing parameters (q, P,G1, G2, e). Se-
lect the security parameter κ1 and call the key gen-
eration algorithm of the HERS scheme to get the
parameters of EDD encryption (N = p1q1, g,G). Fi-
nally, select a hash function H : 0, 1∗ → G1.

2) The access control center sends registration requests
to the data center.

3) The public and private key pairs generated by the
data center are skDC = a, pkDC = ga.

4) The access control center generates the public and
private key pairs skACC = b, pkACC = gb.

5) The PK = pkskACC

DC = pkskDC

ACC = ga·bmodN2 is ob-
tained after the key negotiation between the data
center and the access control center.

6) Data center select two Horner parameters as R1 >
nD, R2 > nD.

7) The data center exposes parameter is
(q, P,G1, G2, e,N, g,G,H,R1,2.

4.2 Feature Extraction

In this paper, the basic architecture of PeleeNet is fol-
lowed [16, 18], and the above method is improved. The
two-way dense layer and the conversion layer 1× 1 stan-
dard convolution layer are replaced by 1×1 GSD-Channel-
Wise, and GSDCPeleeNet is proposed. The output di-
mensions of each layer are consistent with PeleeNe. In
ShuffleNet practical criteria for efficient network design,
it is pointed out that large packet convolution will increase
memory access cost and lead to lower model speed. Con-
sidering the influence of precision and speed, the number
of groups is set as 2 in 1× 1 GSD-Channel-Wise convolu-
tion. In this convolutional layer, the step size s in the di-
rection of the long volume kernel channel is selected as the
hyperparameter, which can be adjusted according to the
required precision and number of parameters. Four mod-
els, GSDCPeleeNe-sl, GSDCPeleeNe-s32, GSDCPeleeNe-
s64 and GSDCPeleeNe-s192, are designed in this paper,
and their step sizes in the direction of the channel are 1,
32, 64 and 192, respectively. Their total parameters range
from 1.11 M to 1.808 M, accounting for 39.6% to 64.5%
of PeleeNet(2.8 M).

The complexity of a network model is often measured
by floating-point Operations (FLOPS), which can be in-
terpreted as computational work. For the convolution
layer, the computational quantity formula is:

FLOPS = (2mK2 − 1)×H ×W × n. (2)

Where, m is the number of channels in the input fea-
ture graph, K is the size of the convolution kernel, H and
W are the size of the output feature graph, and n is the

number of output channels. For the fully connected layer,
the calculation quantity formula is:

FLOPS = (2I − 1)×O. (3)

Where I is the number of incoming neurons and O is
the number of outgoing neurons. After calculation, the
calculation amount of GSDCPeleeNet is 178.6 MFLOPs,
which is 35.1% of PeleeNet(508 MFLOPs).

4.3 User Data Reporting

1) Intelligent education User collects multi-dimensional
student information (dik1, dik2, · · · , dikl), calculate
diw = Ri

2(R
1
1dikl +R2

1dik2 + · · ·+Rl
1dikl), using PK

to encrypt data as:

Cik = EncPK(dik)

= PKr(1 + dikN), gr(modN2)
(4)

2) The intelligent education Userik signs the ciphertext,
as shown in Formula (5).

σik = xikH(Cik||ID RAGWi||ID Userik||T ). (5)

3) The intelligent education Userik constructs Dik and
sends it to the area aggregation gateway RAGWi, as
shown in Formula (6).

Dik = Cik||IDRAGWi||ID Userik||T ||σik. (6)

4.4 Area Data Aggregation

1) Area aggregation gateway RAGWi will receive ni

user data reports Dik. Seti = (Di1, Di2, · · · , Di,ni
)

is randomly divided into two sets Seti1(|Seti1| = ni

2 ),
Seti2(|Seti2| = ni

2 ).

2) Batch validation, that is, verify Formula (7) and For-
mula (8).

e(P,
∑

Dir∈Seti1

σir) =
∏

Dir∈Seti1

e(Yir, H(Cir||ID RAGWi||
ID Userir||T ))

(7)

e(P,
∑

Dir∈Seti2

σir) =
∏

Dir∈Seti2

e(Yir, H(Cir||ID RAGWi||
ID Userir||T ))

(8)

3) After the batch verification is passed, it is necessary
to establish some virtual data Ci,ni+1, Ci,ni+2, Cin,
so that the number of user reports for each region is
the same, as shown in Formula (9).

Cik = EncPK(dik). (9)
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4) The area aggregation gateway aggregates all cipher-
texts, as shown in Formula (10).

BAMDDi =

n∏
k=1

Cik(modN2). (10)

5) The area aggregation gateway signs the aggregated
ciphertext, as shown in Formula (11).

σi = xiH(BAMDDi||ID DGWi||ID RAGWi||ni||T ). (11)

6) Area aggregation gateway RAGWi constructsDi and
sends it to the data center, as shown in Formula (12).

Di = BAMDDi||ID DGW ||IDRAGWi||ni||T ||σi. (12)

4.5 Aggregate Data Aggregation

� Data centers use a similar approach to regional data
aggregation for D1, D2, · · · , Dm performing batch
verification [4, 15].

� After the batch authentication is successful, the data
center performs secondary aggregation for all cipher-
texts. For different access policies, you can select
only a few areas with the same permission level to
aggregate ciphertext for secondary aggregation, as
shown in Formula (13).

SAMDD =

m∏
i=1

BAMDDimodN2. (13)

4.6 Data Request

1) Data receiver DRj sends an access request for aggre-
gated data to the access control Center.

2) After identifying the authorized data receiver, the
access control center forwards the aggregated data
access request to the data center with the id corre-
sponding to the data receiver [5, 20].

3) After receiving SAMDD+, the access control cen-
ter calls SPRE to convert the ciphertext and sends
SAMDDpkj

to the specified data receiver.

4) The data receiver DRj Calls DPRE for decryption
and gets the aggregated data M .

4.7 Data Processing

For Horner rule, the process is shown in Algorithm 1.

5 Security Analysis

Theorem 1. The scheme proposed in this paper is cor-
rect. The proof is as follows.

Algorithm 1 Horner recovery

1: Input: PM , R.
2: Output: The recovered sequence of values

(a1, a2, · · · , al)X0 ← PM
R .

3: The plaintext M obtained by the data receiver satis-
fies Formula (14).

M = R1
2

l∑
j=1

Rj
1

n∑
k=1

d1kj+

· · ·+Rm
2

l∑
j=1

Rj
1

n∑
k=1

dmkj

(14)

4: Marking AMij =
∑n

k=1 dikj , AMi =
∑l

j=1 R
j
1AMij ,

AM =
∑m

i=1 R
i
2AMi.

5: Take AMi and R2 as parameters, call algorithm 1, it
can get AM1, AM2, · · · , AMm.

6: After m + 1 calls, all the results are available. The
data receiver can then perform statistical analysis.

1) The encrypted data [11,13,17] and signature gener-
ated by user intelligent education Userk can satisfy For-
mula (7) and Formula (9) in the batch verification algo-
rithm. The verification process is shown in Formula (15).

e(P,
∑

Dir∈Seti1

) =
∏

Dir∈Seti1

e(P, σir). (15)

Therefore, RAGWi is able to batch verify the authen-
ticity and integrity of data Dik from smart meters in the
region.

2) The aggregated ciphertext and signature generated
by RAGWi can be successfully checked, as shown in For-
mula (16).

e(P,
∑

Dr∈Set1

) =
∏

Dr∈Set1

e(P, σr). (16)

Therefore, the data center can batch verify the authentic-
ity and integrity of data Di from different regions.

6 Security Attribute Comparison

This section makes a detailed comparison between the
proposed scheme and ES-PPDA [1], FGPP [7] and
CSDA [3] from the perspective of security attributes. In
the previous scheme, users directly use the public key of
the control center to encrypt, so the control center has
the ability to decrypt user ciphertext directly. In this
scheme, the joint key of data center and access control
center is used for encryption, which avoids the direct de-
cryption ability of a single entity in the system to obtain
ciphertext. At the same time, this paper also uses proxy
re-encryption technology to extend the control center to
meet the demand of multi-data receiver scenario to access
the aggregated ciphertext. In addition, for a specific legit-
imate data request, only the specified data receiver can
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get the final aggregated data. Other entities, including
the data center and the access control center participat-
ing in the proxy reencryption, can not get any information
about the aggregated data, thus achieving fine-grained
access control. The specific security attribute pairs are
shown in Table 2.

Table 2: Security attribute comparison

Method Privacy Integrity FG access control
Proposed Yes Yes Yes
ES-PPDA Yes Yes No
FGPP Yes Yes No
CSDA Yes Yes No

7 Efficiency Analysis

7.1 Computational Overhead

In this section, the proposed scheme is compared in detail
with ES-PPDA, FGPP and CSDA in terms of calculation
cost. Because multiplication in Z∗

N2 is relatively inex-
pensive compared to exponentials or bilinear pairings in
Z∗
N2 , it can be ignored in comparison. Define Ce to repre-

sent the computational overhead required to perform an
exponential operation in Z∗

N2 . Cm represents the com-
putational overhead required to perform a multiplication
in G1. Cp represents the computational cost of a bilinear
pairing operation. Assume that each user has l-dimension
student information, each area has ni users, and each area
has a maximum of n users, there are m areas. Table 3
shows the computational cost of the proposed scheme and
the related data aggregation scheme in each stage. As can
be seen from Table 3, the proposed scheme has a good
performance in terms of computational efficiency. And
the number of exponential operations added to extend ac-
cess control capabilities is constant, so the computational
overhead of these additional operations is still low.

7.2 Communication Overhead

This section makes a detailed comparison between the
proposed scheme and Scheme ES-PPDA, FGPP and
CSDA in terms of communication cost. In the process of
data transmission, the main data consists of three parts:
user data ciphertext, other information (such as identity
ID, time stamp, etc.) and signature.

1) Suppose |N | = 1024-bit, then Paillier cipher length
is 2048-bit, and EDD cipher text is divided into two
parts, each of 2048-bit, so the EDD ciphertext a total
length of 4096-bit.

2) Assumption |G1| = 160-bit, then the length of the
BLS short signature for 160-bit.

Figure 2: Comparison of the communication cost of users
sent to the area aggregation gateway

3) Assume that the length of other information is the
same in these scenarios, for example, the length of
information is 100-bit.

4) Assume that i region has ni users, each region has
a maximum of n users, and there are m regions.
The specific communication cost pairs are shown in
Table 4. In order to more intuitively compare the
communication cost differences between the proposed
scheme and other relevant schemes, this paper as-
sumes that each area has a maximum of 5000 users.
The region number is the abscissa coordinate, the
communication cost is the ordinate coordinate, and
the communication efficiency of each scheme is com-
pared. The comparison of the communication cost
of users to the area aggregation gateway is shown in
Figure 2. Figure 3 shows the communication cost
comparison between the area aggregation gateway
and the data center. The comparison of communi-
cation overhead from the access Control center to
the data receiver is shown in Figure 4. As can be
seen from FIG. 2 to FIG. 4, due to the use of EDD
encryption system with long ciphertext length, the
communication overhead of the proposed scheme in-
creases by about one time. However, compared with
the extension of fine-grained access control in func-
tion, the increase in communication overhead is still
reasonable.

8 Conclusions

Previous data aggregation schemes cannot simultaneously
meet the three security attributes of intelligent educa-
tion, namely, privacy of user and student data, integrity
of student data and fine-grained access control. This pa-
per proposes for the first time a data aggregation scheme
for privacy protection that can satisfy the three security
attributes simultaneously. First of all, this paper uses
the joint key to encrypt the user’s student data, so that
the data center and the access control center each have
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Table 3: Computation cost comparison

Method Proposed ES-PPDA FGPP CSDA
User 2Ce + Cm 2Ce + Cm (l + 1)Ce + Cm 2Ce + Cm

RAGW
(ni + 2)Cp (ni + 2)Cp (n+ 1)Cp + Cm 3nCp + Cm+(n− ni)Ce + Cm +(n− ni)Ce + Cm

DGM (m+ 2)Cp + Cm (m+ 2)Cp + Cm — —
Date center 3Ce — — —

Access control center 3Ce — — —
Data receiver 4Ce 2Cp 2Cp 3mCp

Table 4: Communication overhead comparison/bit

Method Proposed ES-PPDA FGPP CSDA
User → RAGW 4356mn 2307mn 2307mn 2467mn
RAGW → DGW 4356mn 2307mn — —
DCC → ACC 4096 — — —
DGW → CC 4096 2308 2308 2467m

Figure 3: Comparison of the communication cost between
the area aggregation gateway and the data center

Figure 4: Comparison of communication overhead from
access control Center to data receiver

part of the key, to ensure the privacy of the user’s stu-
dent data. Secondly, lightweight neural network is used to
verify the integrity of data transmitted between entities.
Finally, this paper introduces the proxy re-encryption
scheme HERS, which co-works with the data center and
the access control center to re-encrypt the aggregated ci-
phertext with the public key of the specified receiver, so
as to achieve fine-grained access control. The next step is
to explore a joint key processing approach that supports
more key share holders, thereby providing greater resis-
tance to colluded attacks between key share holders. At
the same time, the parallelization of agent re-encryption
stage will also be the key to improve the efficiency of
scheme execution.
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