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Abstract

The security vulnerabilities in the existing industrial In-
ternet system differ from those in the traditional network.
Using traditional vulnerability detection methods to de-
tect security vulnerabilities in the industrial Internet is
prone to problems of low detection accuracy and a high
false negative rate. Not conducive to the safe operation
of industrial Internet systems. Aiming at the above prob-
lems, this paper constructs the industrial Internet secu-
rity vulnerability database through analysis, analyzes the
characteristics of security vulnerabilities, and proposes a
security vulnerability detection method for the industrial
Internet based on CBAM-CNN-SVM. This method uses
CBAM to optimize CNN, and the optimized CNN is used
to extract vulnerability features. Finally, the extracted
features are input into SVM to classify and detect vulner-
abilities. The experimental results show that the method
used in this paper can more accurately detect security
vulnerabilities in multiple categories, and the accuracy is
higher than the existing methods.

Keywords: Convolutional Block Attention Module; Con-
volutional Neural Network; Industrial Internet Security;
Support Vector Machine; Vulnerability Detection

1 Introduction

At present, the combination of the industrial control in-
dustry and information technology is increasingly close,
and the industrial Internet industry and high-tech tech-
nology are developing rapidly. Informatization has be-
come an important driving force and technical support
for the innovation and development of the traditional in-
dustrial control industry. However, with the prosperity
and development of the industrial Internet, it is also faced
with huge security threats [20]. During the development
of industrial control systems, certain security measures
and procedures are usually adopted, but as the running
time continues to extend, the system will gradually expose
different safety-related defects and vulnerabilities [4]. In

addition, the exposure to the traditional industrial con-
trol system in the environment of the industrial Internet
is huge, and the equipment, host, and industrial proto-
cols in the industrial control system generally have the
problem of old versions and models [14].

In actual production, in order to maintain the stability
of the production environment, the existing vulnerabili-
ties are often not repaired, and the software and hardware
are not upgraded. A typical case is the ”Eternal Blue” in-
cident, which occurred mainly because the industrial host
system was old and had not been patched in time, giving
criminals an opportunity to cause serious loss of impor-
tant data and property [18]. Statistics it shows that the
industrial Internet production environment has become
the hardest hit area of the ”Eternal Blue” incident [15].
In order to effectively and timely discover the security vul-
nerabilities in the industrial Internet system, repair them
in time, and improve the security of the overall industrial
Internet environment, it is urgent to carry out systematic
research work in the field of vulnerability detection [23].

In recent years, researchers have combined Natural
Language Processing (NLP) and neural network models
for software security vulnerability detection. Wartschin-
ski et al. [21] proposed a vulnerability detection system
based on deep learning of a natural code base, which al-
leviated the subjective influence of manual definition of
vulnerability detection features by human experts, also
reduced a lot of manpower, and improved the detection
accuracy, showing that the machine can learn about the
potential for vulnerability detection. Zou [28] and Li [12]
applied deep learning methods to the field of vulnerabil-
ity detection, which improved the accuracy of vulnera-
bility detection. However, to solve the problem of data
imbalance, manual annotation was adopted, which cost
a lot of time and resulted in a high false positive rate.
Ziems [27] and others for the first time use the most ad-
vanced transformer-based architecture to detect software
security vulnerabilities, improve detection accuracy, and
provide new ideas for subsequent researchers, but in the
data preprocessing part, the excess files that may cause
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the model to be overfitted are manually deleted and pro-
cessed, which increases the time overhead.

According to the purpose and granularity of vulnera-
bility detection, the vulnerability identification technol-
ogy is different. Dynamic detection methods [13], static
detection methods [8], and the combination of dynamic
and static detection methods are mainly used for detec-
tion [17]. Compared with dynamic detection, static de-
tection is performed before the program runs, which can
better analyze the source code and prevent the system
from being damaged and causing immeasurable losses af-
ter the program runs. Therefore, this paper uses a static
detection method to detect security vulnerabilities in the
industrial Internet and carries out relevant research on
vulnerability detection for source code. Static detection
technology mainly includes graph-based learning [26], ma-
chine learning [25], natural language processing [27], and
other methods. Although these methods improve the ac-
curacy of vulnerability detection to a certain extent, there
are still problems, such as a high false negative rate and
high false positive rate. In addition, security vulnerabil-
ity detection is mainly concentrated in traditional net-
works, and there is little research on the industrial In-
ternet, which is not conducive to building a secure and
stable industrial Internet environment.

To solve the above problems, this paper proposes an in-
dustrial Internet security vulnerability detection method
based on CBAM-CNN-SVM, which integrates the atten-
tion mechanism and improves the Convolutional Neural
Network(CNN). First, build an industrial Internet secu-
rity vulnerability library, which is converted into a dataset
after processing. In order to satisfy the data that can be
input into the neural network for detection, and to re-
duce the impact of data imbalance on the experimental
results, the dataset is processed. After that, the CNN
was improved. First, a lightweight attention module was
introduced, and then the last layer of CNN was replaced
by a Support Vector Machine(SVM) to form the vulner-
ability detection model used in this paper. Finally, the
detection of security vulnerabilities in the industrial In-
ternet was realized.

2 Industrial Internet Security
Vulnerability Detection Method

Efficient detection methods for industrial Internet secu-
rity vulnerabilities are of great significance for maintain-
ing the security of industrial Internet systems. This paper
mainly describes the industrial Internet security vulnera-
bility detection method used in the following two parts:
the first part is the framework for describing the detection
method as a whole, and the second part is a specific de-
scription of the technology used in the detection method.

2.1 A Framework Method To Vulnerabil-
ity Detection

According to the research on the principles and methods
of industrial Internet security vulnerability detection, this
paper constructs the industrial Internet security vulnera-
bility detection method as shown in Figure 1.

Figure 1: Frame of industrial Internet security
vulnerability detection method

Figure 1 shows that the framework consists of three
parts: the construction of the industrial Internet security
vulnerability database, the processing of industrial Inter-
net security vulnerability data, and the training of the
CBAM-CNN-SVM model.

The first part is to build the industrial Internet secu-
rity vulnerability database. Due to the relatively closed
industrial production environment, the equipment in in-
dustrial production is connected to the external environ-
ment through the network, which increases the risk of
defect leakage [7]. Therefore, it is very necessary to carry
out security vulnerability detection before the operation
of industrial control equipment. Since there is no open
and authoritative industrial Internet security Vulnerabil-
ity Database, we first collected the types of security vul-
nerabilities in the industrial Internet through the China
National Vulnerability Database (CNVD), matched the
CVE numbers, extracted the Vulnerability files, and pro-
cessed the Vulnerability files. The industrial Internet
security vulnerability code is extracted to provide data
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support for subsequent research. The vulnerability data
mainly comes from SARD and NVD.

The second part is to deal with the industrial Inter-
net security vulnerability code. The industrial Internet
security vulnerability database we built in the first part
is the code snippet of C language. To detect the security
vulnerabilities in the industrial Internet, the vulnerability
code needs to be processed first. Firstly, the vulnerabil-
ity code fragment is abstracted into Abstract Syntax Tree
(AST), the obtained AST is standardized and serialized,
and converted into vector form by the word embedding
method. Then, the dataset of industrial Internet security
vulnerability detection is formed after numerical process-
ing, and then normalization is performed. Due to the
large difference in the number of vulnerabilities among
the constructed industrial Internet security vulnerability
database, we balanced the dataset, and finally redivided
the data to form a new dataset to meet the input of the
vulnerability detection model.

The third part is to form an industrial Internet se-
curity vulnerability detection method, namely CBAM-
CNN-SVM, by improving the CNN. To solve the prob-
lem that the number of parameters in the CNN model
increases sharply with the deepening of the network level,
the Resnet structure is selected in this paper. In order to
improve the running speed, obtain more accurate classifi-
cation results, and make the model focus on the features
that contribute more to the classification results, we in-
troduce a lightweight attention module, namely Convo-
lutional Block Attention Module (CBAM). At the same
time, considering the excellent classification ability and
generalization ability of SVM, we combined CNN and
SVM to form the CBAM-CNN-SVM industrial Internet
security vulnerability detection method used in this pa-
per. The dataset obtained in the second part is input into
the constructed industrial Internet security vulnerability
detection model, the semantic information about the vul-
nerability code is learned and the feature vectors are ex-
tracted to finally realize the detection and recognition of
different categories of vulnerabilities in the industrial In-
ternet.

2.2 Vulnerability Detection Method

The CBAM-CNN-SVM security vulnerability detection
model constructed in this paper is shown in Figure 2.

Figure 2 shows the industrial Internet security vulner-
ability detection model, which inputs the preprocessed
data into the constructed CNN, and adds a dual-channel
attention mechanism, that is, CBAM, to the CNN, mainly
including channel dimension attention mechanism and
spatial dimension attention mechanism. The use of a
dual-channel attention mechanism allows the CNN to fo-
cus more on the region relevant to the classification de-
tection task. In addition, the last layer of the CNN is
replaced with an SVM with better classification effect,
and the final detection result is output.

Based on the model shown in Figure 2, the first to build

Figure 2: CBAM-CNN-SVM Industrial Internet security
vulnerability detection model

Figure 3: Example code of C language for CWE-787

the industrial Internet security vulnerability database in
the C language code snippet, turning it into a vector can
input to the neural network model characteristics, after
numerical value and normalized processing, and processed
data input to build testing model, the vulnerability code
inside the function dependency, The characteristics of dif-
ferent types of vulnerabilities are extracted and detected.
This paper builds the CBAM - CNN - SVM based indus-
trial Internet security vulnerabilities detection method,
characteristics of different categories of loopholes as iden-
tification rules, after test set the input to the trained neu-
ral network model for testing, output the number of dif-
ferent categories and their corresponding holes for more
classification of industrial Internet security vulnerabilities
detection.

Take the industrial Internet security vulnerability num-
bered CVE-2019-5185 as an example, which is mainly
caused by out-of-bounds writing. The CWE number is
CWE-787, and its C language code fragment is shown in
Figure 3.

This sample code represents taking the IP address from
the user, verifying that it is properly formatted, then look-
ing up the hostname based on the IP address, and copying
the hostname into the buffer. As you can see, the func-
tion allocates a 64-byte buffer to store the hostname, but
there is no guarantee that the user’s host name will be
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smaller than 64 bytes. At this point, if the address spec-
ified by the attacker resolves to a very large host name,
the function may overwrite sensitive data or even hand
control flow to the attacker. In addition, the sample code
contains an unchecked return value (CWE-252) that may
cause a NULL pointer to be dereferenced (CWE-476).

Secondly, the processed data is input into CNN, which
is first applied in the field of image classification and de-
tection, and then extended to other fields of classification
and detection [2], showing good performance in feature
extraction. However, CNN also has some disadvantages,
for example, with the increase in the number of layers of
CNN, the accuracy of the model will be improved accord-
ingly. However, when the number of layers is too many,
the number of parameters will increase sharply, and the
calculation amount will increase greatly. Too many pa-
rameters will also lead to overfitting and poor general-
ization ability of the model. To solve this problem, the
residual network (ResNet) [10] structure is selected in this
paper, and residual units are added through short-circuit
mechanism, as shown in Figure 4.

Figure 4: ResNet network structure

Where, x represents the input, G(x) represents the out-
put of the residual block before the activation function
of the second layer, namely G(x) = W2σ(W1x), where
W1 and W2 represent the weights of the first and second
layers, σ represents the ReLU activation function, and
the output of the final residual block is σ(G(x) + x), The
curve on the right represents an identity mapping of input
x, called a shortcut join. This residual structure realizes
the jumping link in the model, and the input of one layer
can directly cross several layers as the input of the fol-
lowing layer, which is helpful to solve the problems of a
large number of parameters, gradient disappearance, and
gradient explosion.

After that, the CBAM [22] is introduced. Compared
with the traditional Attention mechanism that only fo-
cuses on a single dimension, CBAM can focus on the in-
formation of both channel and spatial dimensions, and has
better performance. Its structure is shown in Figure 5.

Figure 5: CBAM structure

Let the total feature of the input be T ∈ RC∗H∗W ,
which means that C neurons can obtain an one-
dimensional channel attention graph MC ∈ RC∗1∗1 and
two-dimensional spatial attention graph MS ∈ R1∗H∗W

based on the pooling layer of width and height. The total
process can be summarized as Equation (1) and Equa-
tion (2).

T1 = MC(T )⊗T (1)

T2 = MS(T1)⊗T1 (2)

Here, ⊗ stands for element-level multiplication, and
the broadcast mechanism is used for dimensional trans-
formation and matching in the middle, T1 stands for fea-
tures under the action of the channel-dimension attention
mechanism, and T2 stands for features under the action
of the spatial-dimension attention mechanism. Among
them, the Channel Attention Module (CAM) in the Chan-
nel dimension assigns different weights to the classifica-
tion results according to the influence of the features of
security vulnerabilities on different channels, which can
be expressed as Equation (3).

Mc(T) = σ( MLP (AvgPool (T)) +MLP (MaxPool(T )))

= σ
(
W1

(
W0

(
Tc
avg

))
+W1(W0 ( T

c
max ))

) (3)

Where, σ is the sigmoid function, W0 and W1 are the
shared weights of MLP, W0 ∈ RC∗C/r, W1 ∈ RC∗C/r.

Since not every feature in the input features of secu-
rity vulnerabilities has the same contribution to the clas-
sification task, the Spatial Attention Module (SAM) in
the spatial dimension assigns different weights to the in-
put features according to their contribution, to achieve a
more accurate classification effect, which can be expressed
as Equation (4).

Ms(T) = σ
(
f7∗7([ Avg Pool (T); MaxPool (T) ])

)
= σ

(
f7∗7

([
Ts

avg ; Ts
max

])) (4)

Where, σ is the sigmoid function, and f7∗7 is the con-
volution kernel of 7 ∗ 7.

Finally, in this paper, the last layer of CNN is replaced
by SVM as a classifier to achieve the final classification
detection. The CNN in this method consists of multiple
fully connected layers and is used as a feature extractor to
learn local features and extract the most distinguishable
features from the original dataset, and the output of each
layer is used as the input of the next layer. SVM was first
proposed by Cortes and Vapnik in 1995 [3]. The SVM
adopted in this paper is essentially a linear binary clas-
sifier, which adopts the one-to-many method for multiple
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classifications. That is, for 9 categories of vulnerabilities
that need to be classified, 9 SVMs are constructed, and
each SVM distinguishes the data of this category from the
data of other categories. The final output is determined
by the SVM with the largest distance from the separation
interface. For nonlinear sample data, SVM needs to intro-
duce kernel function K to map low-dimensional nonlinear
data into high-dimensional space, and construct a hyper-
plane to realize nonlinear data classification. In SVM,
the training samples closest to the hyperplane and meet-
ing certain conditions are called support vectors, as shown
in Figure 6.

Figure 6: SVM schematic

Among them, the three points A, B, and C are called
support vectors, and their distances to the hyperplane are
equal and meet certain conditions. These three points
jointly determine the hyperplane. As long as other points
do not fall on or within the dotted line, the parameters
of the hyperplane will not change. In this paper, the Sig-
moid kernel function can be used to solve the global opti-
mal value, which is conducive to the good generalization
ability of the model for unknown samples and to prevent
over-fitting.

Through the above methods, this paper constructs
the industrial Internet security vulnerability detection
method based on CBAM-CNN-SVM, realizes the detec-
tion and classification of security vulnerabilities, and fur-
ther guarantees the security of the industrial Internet en-
vironment. The following experiments show that the pro-
posed method has a better performance compared with
other existing methods.

3 Experiment and Result Analy-
sis

In order to prove that the method used in this paper has
better results, the following three parts are described in
detail, first introducing the experimental environment and
evaluation indicators, then describing the detection pro-

cess of industrial Internet security vulnerabilities, and fi-
nally analyzing the results of the experiment.

3.1 Experimental Environment and Eval-
uation Index

This paper adopts AMD Ryzen 5 4600U with Radeon
Graphics 2.10ghz processor, RAM 16.0GB, Windows 10
home Chinese operating system, and programming envi-
ronment is Python 3.8. Deep learning is based on the
Keras 2.8.0 framework.

In this paper, a confusion matrix is used to evaluate the
detection results, and there are four cases of evaluation
results, namely TP, FP, TN, and FN, as shown in Table 1.

Table 1: Confusion matrix

Evaluation indicator
Forecast result

correct
classification

error
classification

actual
situation

correct
classification

TP FN

error
classification

FP TN

Where TP and TN represent the correct number of
vulnerability types classified; FP and FN indicate the
number of errors in classifying vulnerability types. In
addition, five widely used evaluation indicators are also
used to evaluate the effectiveness of vulnerability detec-
tion, which are: False negative rate(FNR): the ratio of
the number of samples with vulnerabilities but not de-
tected to the total number of samples with vulnerabili-
ties; False positive rate(FPR): that is, the ratio of the
number of samples without vulnerability but detected as
having vulnerability to the total number of samples with-
out vulnerability; P(Precision): the ratio of the number of
truly vulnerably detected samples to the total number of
vulnerably detected samples; R(Recall) : the ratio of the
number of truly vulnerable and correctly detected samples
to the number of all vulnerable samples; ; Acc(Accuracy):
The ratio of detecting the correct number of vulnerabil-
ities to the total number of vulnerabilities detected is a
common evaluation indicator, which is usually used to
measure the quality of the classifier?F1: Considering the
overall effectiveness of both precision and recall, it can be
expressed by Equation (5) as follows.

F1 =
2 ∗ P ∗R
P +R

(5)

3.2 Industrial Internet Security Vulnera-
bility Detection Process

The vulnerability code in the industrial Internet security
vulnerability dataset is text data with certain grammat-
ical rules. The industrial Internet security vulnerability
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(a) Source code of industrial Internet security vulnerability

(b) C language code snippet converted to AST format

Figure 7: The source code of industrial Internet security
vulnerabilities, and the serialized AST is listed in a tree

structure

library constructed in this paper is composed of vulnera-
bility code fragments in C/C++ format, which cannot be
directly input into the constructed neural network model
for detection. In order to retain the semantic information
in the vulnerability code fragment, it is necessary to pro-
cess the data first, and then traverse it to form an indus-
trial Internet security vulnerability detection dataset, and
then preprocess the dataset. In this paper, the ”CodeSen-
sor” parser is used to obtain the corresponding AST [5]
from the source code of industrial Internet security vulner-
abilities, and the serialized AST is listed in a tree struc-
ture, as shown in Figure 7(a) and Figure 7(b).

Among them, Figure 7(a) represents a piece of code in-
volved in industrial Internet security vulnerabilities, Fig-
ure 7(b) represents the AST table obtained after its con-
version, and #Type in the first column refers to the type

name, for example, func means the function name, and
params means the function parameter of the leaf node.
The second column Depth indicates the Depth of the
type; The remaining two columns, Value 1 and Value 2,
indicate the name and Value corresponding to the func-
tion type. In order to improve the accuracy of model
training, after the industrial Internet security vulnerabil-
ity code is converted to AST, the AST is standardized,
and then the Binary Encoder Representation from Trans-
formers (BERT) word embedding method is used to map
the node sequence to the vector table, forming the indus-
trial Internet security vulnerability detection data set. In
addition, in order to reduce the impact of data imbalance
on the experiment, data sets need to be preprocessed, in-
cluding character feature digitization, data balancing and
normalization, as shown in Figure 8.

Figure 8: Example code of C language for CWE-787

Figure 8 is the preprocessing process of the data set. It
processes the data set in the built industrial Internet se-
curity vulnerability database, divides it into new training
sets and test sets, and then inputs them into the indus-
trial Internet security vulnerability detection model built
in this paper. The detection of industrial Internet security
vulnerabilities can be summarized into two tasks, namely
detection, and identification. Detection is mainly used to
determine whether there are vulnerabilities, which is a bi-
nary classification problem, while identification is used to
determine which type of detected vulnerabilities belongs,
which is essentially a multi-classification problem.

3.3 Result Analysis

In combination with SARD and CWE vulnerability
databases, an industrial Internet security vulnerability
database is built, which contains 37153 vulnerability files.
Due to the large difference in the number of differ-
ent vulnerability types, in order to ensure that there is
enough data to train the constructed vulnerability detec-
tion model and ensure the accuracy of the experimental
results, we detect the top nine vulnerability types with the
largest proportion, and number the vulnerability types as
0-8. The classification problem in neural networks is de-
signed around the assumption that the number of each
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category is similar. If the number of different types of
vulnerabilities differs greatly, the detection efficiency of
the model for vulnerabilities will be low. To solve this
problem and ensure an equal number of vulnerabilities in
each category, random undersampling and random over-
sampling algorithms are adopted in this paper to balance
the dataset [16], and finally, 30,696 vulnerability files and
nine types of vulnerability are obtained. The compari-
son before and after balancing the dataset is shown in
Figure 9.

Figure 9: Comparison of vulnerability types before and
after data balancing

Figure 9 shows that the distribution of vulnerability
types in the processed dataset is relatively uniform, and
the division ratio between the training set and the test
set is 9:1, that is, the quantity ratio is 27623:3073. In or-
der to prove that the method used in the experiment has
better performance than the traditional network security
vulnerability detection method, CNN-SVM and the im-
proved CBAM-CNN-SVM are detected respectively, and
the experimental results are shown in Figure 10(a) and
Figure 10(b). On the premise of keeping the data process-
ing method consistent, this paper first uses CNN-SVM
method to detect the security vulnerabilities in the in-
dustrial Internet, and obtains the confusion matrix shown
in Figure 10(a), with an accuracy of 86% and a high
false-negative rate (FPR) of 14.62% in this method. To
achieve better experimental results, we adopt the im-
proved the CNN-SVM, namely the CBAM-CNN-SVM de-
tection method, to perform multi-classification detection
of vulnerabilities in the industrial Internet, and the results
are shown in Figure 10(b).

Figure 10(b) shows that compared with the unim-
proved detection method CNN-SVM, the improved
CBAM-CNN-SVM method has better overall perfor-
mance, with the accuracy greatly improved to 91.8% and
the false-negative rate reduced to 8.67%. It is proven that
the improved method has good performance for security
vulnerability detection in the industrial Internet. In or-
der to continue to verify the superiority of this method
in vulnerability detection, eight indicators such as TPR
and TNR are compared and analyzed according to the ob-
tained confusion matrix. In this paper, detection methods
such as MLP [22], BiGRU [24], BLSTM [28], SVM [19],

(a) CNN-SVM detection result

(b) Detection result of the proposed method

Figure 10: The experimental results

CNN [11], DCNN [9], CNN-SVM [1] and CNN-LSTM [6]
are selected as comparative tests. Experimental results
are quantified through these determined indicators, and
the performance of the proposed detection method and
other detection methods is comprehensively compared.
The comparison results are shown in Figure 11.

Figure 11 shows that the detection method adopted
in this paper has high accuracy, high precision, and a
low false negative rate. It can be seen that the detection
performance of industrial Internet security vulnerabilities
is better than other detection methods, and it can detect
multiple types of vulnerabilities in the industrial Internet.
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Figure 11: Comparison test results of different methods

4 Conclusions

In this paper, the industrial Internet security vulnera-
bility database is constructed and an improved vulner-
ability detection method is proposed. Experimental re-
sults show that compared with other deep learning-based
vulnerability detection methods, the industrial Internet
security vulnerability detection method based on CBAM-
CNN-SVM used in this paper can achieve higher detection
accuracy and lower false negative rate, and has better de-
tection performance. However, this paper still has some
shortcomings and needs to be further improved. First of
all, the detection granularity is still rough, and the func-
tion scale in the source code is different, so how to quickly
locate the vulnerability points in different function scales
and improve the accuracy of detection remains to be stud-
ied. Secondly, the product content of the industrial Inter-
net security vulnerability dataset is lacking, and manual
intervention is required after some data extraction, which
limits the further development of industrial Internet secu-
rity vulnerability detection. These are goals that we need
to address in future research.
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Abstract

Aiming at the problems that the existing image infor-
mation hiding schemes based on generative adversarial
network (GAN) cannot avoid the attackers from discov-
ering the secret image between the residual image of the
stego image and the cover image, and the color distor-
tion occurs in the stego image when the color image is
used as the cover image, high-quality image steganogra-
phy model based on encoder-decoder networks and 2D
logistic chaotic encryption was proposed, which consists
of three convolutional neural networks: the encoding net-
work, decoding network and discriminative network. The
secret image is encrypted by a chaos encryption algo-
rithm, then hidden in the Y channel of the cover image.
The encoder-decoder networks model based on GAN is
used to obtain a visually better stego image by minimiz-
ing the probability distribution of the stego image and
the cover image. The discriminator analyzes the gener-
ated stego image and provides parameters to the encoder
for optimizing the encoding network. The experimental
results show that the proposed model can generate high-
quality stego images, effectively prevent the leakage of the
secret image information and color distortion of the stego
image, and ensure the security of the secret image trans-
mission.

Keywords: Chaotic Encryption; Encoder-Decoder Net-
works; Generative Adversarial Network; Image Hiding;
Steganography

1 Introduction

Image steganography [5] is one of the information hiding
techniques, which uses the statistical redundancy of im-
age data and the human perception to hide meaningful
secret information into the cover image, make it impossi-
ble for unauthorized persons to judge whether the origi-
nal secret image is hidden in the cover image in order to

achieve the purpose of covert communication [24]. Tra-
ditional image information hiding techniques are divided
into spatial domain and transform domain information
hiding techniques, the cover image’s embedding capac-
ity is low and the visual effect of the image is not ideal,
and it is difficult to resist the evolving steganalysis tech-
nology, personal privacy is increasingly threatened, and
the security of secret information is not easy to guaran-
tee [5, 23,24].

In recent years, the deep learning networks have been
used widely in the field of information hiding [36]. Deep
learning networks can not only improve the security and
capacity of steganographic models, but also improve the
detection accuracy of steganalysis models. After Good-
fellow et al. [12] proposed GAN model, Hayes et al. [13]
applied GAN to image information hiding for the first
time, compared with traditional information hiding tech-
niques, this method largely enhanced the embedding ca-
pacity and security of the secret information. Volkhonskiy
et al. [28] proposed the use of deep convolutional GAN
in image steganography, which made the application of
steganography become more secure and reliable, provided
a new research direction for existing image steganography
and offered an opportunity to combine information hiding
with deep learning networks.

The encoder-decoder networks based on GAN has been
a widely used steganographic model in the field of existing
image data hiding. However, this type of technology has
certain defects. When the original color image is used as
the cover image, the stego image will appear color distor-
tion, and when an image is hidden in another image of the
same size, the residual image of the two is more obvious,
the attacker can find the secret image information from it.
Some studies have proposed the method of ”encrypt first,
then embed” to ensure the security of the secret images
[26, 31], but the encryption effect was difficult to guar-
anteed, and the security of the secret images still needed
to be improved. In addition, the GAN models have been
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used widely in the image field and have achieved good re-
sults, after the encrypted secret image enters the network
model, the quality of the extracted the secret image will
be reduced.

Therefore, in order to prevent attackers from discov-
ering the secret image information between the residual
image of stego image and cover image, improve the se-
curity of the secret image transmission and eliminate the
color distortion of the stego images, high quality image
steganography model based on encoder-decoder networks
and 2D logistic chaotic encryption is proposed. The main
contributions of this paper are as follows:

1) The 2D logistic chaotic mapping image encryption is
combined with the GAN encoder-decoder network,
the secret image is encrypted before being hidden so
that even if the third party obtains the stego image,
it is still impossible to successfully extract the secret
image, which can enhance security of the secret im-
ages.

2) The Xu-Net [29] steganalysis tool is introduced and
improved as the discriminator of the basic network
structure. Comparing with the original structure,
the improved network uses the spatial pyramid pool-
ing layer, it can prevent the problem of overfitting
and avoid the loss of image information, so that its
performance in steganalysis is better.

3) In order to solve the problem that there are noise and
poor quality of the image after extracting the secret
image, the noise reduction method is used to denoise
the secret image, so that the differences between the
adjacent pixels of the secret image become smaller.

The rest of the paper is organized as follows: Section 2
deals with the related research works. Section 3 is
the description of the proposed steganography scheme.
Section 4 gives the experimental results and analysis,
and compares the performance with different existing
steganography schemes. At last, there is the conclusion
in Section 5.

2 Related Works

The existing image information hiding techniques [16] are
divided into traditional image information hiding [1, 9]
and image information hiding based on deep learning in
the field of multimedia information security. At present,
image information hiding techniques based on deep learn-
ing are roughly divided into convolutional neural network
(CNN)-based and GAN-based image information hiding
techniques. For example, Kich et al. [14] proposed an
encoder-decoder networks based on CNN, which hided a
color image in another color image of the same size with
a large data hiding capacity, but the security of the se-
cret image was not considered. Liu et al. [22] proposed
a hiding scheme based on U-Net and wavelet transform,
which combined the advantages of U-Net in image detail

feature processing with the ability of wavelet transform
to segment image details. The quality of the generated
and extracted images was good, but the robustness of the
images was poor.

Lin et al. [20] proposed an image steganography frame-
work for neural style transfer based on Y channel infor-
mation and a novel structural loss, this method strength-
ened robustness and expanded the application scenarios
of image steganography, but the embedding capacity was
low. Duan et al. [8] proposed a difference image graft-
ing deep hiding (DIGDH) model that combined the over-
fitting characteristics of deep neural networks with the
difference image grafting symmetrically method, which
can generate images with higher similarity to the origi-
nal images. However, the generated images were difficult
to resist advanced steganalysis tools, and the quality of
stego images were poor in the visual effect of the human
visual system (HVS).

The above CNN-based encoder-decoder networks have
a large steganographic capacity, but have poor visual ef-
fects, some steganography models use the idea of adver-
sarial training, take steganography and steganalysis net-
work as ”opposites”, and both of them conduct adver-
sarial training to improve the anti-steganalysis detection
ability of the steganography model [11,28]. For example,
Liu et al. [21] to use semantic image synthesis technique to
obtain stego images directly, with high accuracy in infor-
mation extraction but significant distortion of image con-
tent. Qin et al. [25] proposed coverless image steganogra-
phy based on GAN to generate stego images, optimize the
quality of image by adversarial framework, but due to the
limitation of the coverless method itself, the embedding
capacity was low. Li et al. [17] proposed a cross feedback
mechanism that significantly improved the capability of
resisting steganalysis by simulating the competition be-
tween generator and a discriminator in the reconstructed
GAN to learn automatically the embedding costs. But
this model was not experimented in the domain of color
images.

Encoder-decoder networks model of image steganog-
raphy uses embedded carrier-based approach, which can
improve the quality of the stego image to a certain extent
compared with other steganography algorithms and mod-
els. For example, Zhu et al. [35] proposed a hiding data
with deep networks (HiDDeN) model for encoder-decoder
networks based on GAN, which was trained to generate
a robust network by adding a noise layer between the en-
coder and decoder, and the generated image had a good
visual effect, but image distortion still occurred when
faced with image processing such as geometric transfor-
mation and contrast change. Zhang et al. [33] proposed an
end-to-end scheme using SteganoGAN that supported the
cover images of different sizes and arbitrary binary data,
avoid partial steganalysis detection tools while increasing
embedding capacity. Zhang et al. [34] proposed an in-
visible steganography via GAN (ISGAN) scheme, which
can hide grayscale images in color images, and less color
differences were generated between the original cover im-
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ages and the stego images, but the stego images were less
robust. Fu et al. [10] proposed a steganographic model HI-
GAN, encoding network was consisted of residual blocks,
this network framework hided a color secret image into
another color image of the same size, which can output
an image with lower distortion and higher visual quality.

Yang et al. [30] proposed an enhanced GAN-based
technology using UT-6HPF-GAN, which designed a
double-tanh function to approximate the optimal embed-
ding simulator and achieved embedding and extracting
message by syndrome-trellis code (STC). This scheme
shortened the training time, but the security of images
was low. Li et al. [18] proposed an adversarial im-
age steganography with adversarial networks (AdvSGAN)
model to perform encoding-decoding conversion in adver-
sarial neural networks to achieve steganographic opera-
tions, while deceiving the target steganalysis tools, which
had better security in the case of high-capacity embed-
ding. Yuan et al. [32] proposed an end-to-end image
steganographic scheme based on GAN, namely ADF-IS
(attack and deep fusion for image steganography), which
achieved pixel-level depth fusion and ensured high pay-
load information embedding, but generated stego images
with poor robustness.

Shi et al. [27] proposed a hidden message cycle GAN
(HCGAN), which had high decoding accuracy and gener-
ated stego image with better quality. The above GAN-
based steganography algorithms may have the risk that
the attacker obtains the cover image and illegally obtains
the secret image from the cover image and the stego im-
age. To solve such problems, Yang et al. [31] proposed a
high-capacity image steganography algorithm that com-
bined image encryption and deep learning. Even if the
attacker obtained the cover image, the secret information
cannot be extracted, which improved the security of the
stego image. Ding et al. [7] proposed a Cycle-GAN-based
encryption and decryption network (DLEDNet) to im-
plement the hiding process of medical images, which can
protect medical images with higher security level, while
encrypting and decrypting images in a more efficient way.
Alkhelaiwi et al. [2] proposed to apply a homomorphic
Paillier encryption scheme to a custom convolutional neu-
ral network, which not only ensured the security of the
data, but also guaranteed a good classification accuracy.

In summary, in order to make the confidentiality and
imperceptibility of the secret image be more effective, the
secret image is firstly been pre-processed of encryption,
and then it is hidden. This paper adopts an encoder-
decoder structure based on GAN, the color image is used
as the original cover image and the grayscale image as the
original secret image. It is necessary to separate firstly
the color channels of the cover image, then encrypt the
secret image, embed the encrypted secret image into the
Y channel of the separated cover image through the en-
coding network, which better solves the problem of color
distortion and low security of the stego image.

3 The Proposed Scheme

Figure 1 shows the framework of the high quality image
steganography model based on encoder-decoder networks
and 2D logistic chaotic encryption. The framework is
composed of three convolutional neural networks, include
the encoding network, decoding network and discrimina-
tive network. Under the condition of high embedding ca-
pacity and imperceptibility, the generated stego image has
high visual quality and security.

As shown in Figure 1, the proposed model can hide an
arbitrary grayscale secret image in a color cover image of
the same size by introducing an encoder-decoder networks
model of the GAN, which uses the steganalysis tool as the
discriminative network to calculate the difference between
the cover image and the stego image. When the difference
is small enough, the generated stego image has better ef-
fect on the HVS system. In addition, the proposed model
uses the 2D logistic chaotic encryption method to encrypt
the secret image before it enters the encoding network, so
that it remains in the encrypted state in the network,
thereby enhancing the concealment and security of the
stego image. The encrypted secret image is extracted by
the decoding network and then processed by noise reduc-
tion, and the secret image can be recovered with high
quality.

3.1 Encryption and Decryption of Secret
Image

3.1.1 Pixel position Scrambling Encryption Al-
gorithm Based on 2D Logistic Mapping

In order to ensure the security of the secret image in the
model of Figure 1, so that it is impossible for criminal
to extract the secret image after obtaining the cover im-
age. In this paper, the secret image is encrypted by 2D
logistic chaotic mapping before entering the network. Lo-
gistic mapping is a classical nonlinear chaotic dynamical
system. On this basis, people have studied the 2D logis-
tic chaotic map, and dynamic behavior of the 2D logistic
chaotic map is controlled by its parameters µ, λ1, λ2, γ.
The system is in a chaotic state when parameters µ=4,
λ1=λ2∈[0.65, 0.9], γ=0.1. In this paper, through the dou-
ble encryption method, the security of the secret image
can be guaranteed even after decoding.

Suppose that grayscale secret image is s and its corre-
sponding encrypted secret image is s′. Its size is assumed
to be M×N , the specific encryption algorithm steps are
as follows:

Step 1. Input a secret image s of size M×N .

Step 2. Initialize logistic control parameters, set µ=4,
λ1=λ2=0.9, γ=0.1. At this time, the obtained
2D logistic system is in a chaotic state. The ini-
tial number of iteration K is set to 50, set key
key0={x0, y0}, where x0 and y0 are the initial val-
ues of the chaotic map. Iterate through logistic sys-
tem with key key0={x0, y0} for K times. As shown
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Figure 1: The framework of the proposed encoding-decoding network model

in Equation (1), obtain K pairs of chaotic sequence
values. {

xn+1 = µλ1xn(1− xn) + γyn

yn+1 = µλ2xn(1− yn) + γxn

(1)

Step 3. Store the obtained K pairs of chaotic sequence
values in 1D sequences P and Q of M×N respec-
tively, do the modulo operation as in Equation (2)
for the elements in P and Q, get two integer arrays
P′ and Q′

f(ti) = mod(⌊ti × 1015⌋, 106) (2)

where ti ∈ P,Q, tp and tq represent the elements in
the sequences P and Q respectively.

Step 4. Generate two 1D pseudorandom sequences of
length M×N are P′′ and Q′′ by sorting the arrays
P′ and Q′ respectively, whose element values are un-
equal integers within [0,M×N − 1].

Step 5. The elements t′′p(k) and t′′q (k) in the 1D pseu-

dorandom sequences P′′ and Q′′ are transformed as
shown in Equation (3), map them to 2D scrambled
matrix X and Y, whose size are M×N .

x(i, j) = mod(t′′p(k),M)

y(i, j) = mod(t′′q (k), N)

i = k/N, j = k/M

k = 0, 1, ...M×N − 1

(3)

where the symbol ”/” indicates the quotient opera-
tion, x(i, j) and y(i, j) are the elements of the 2D
scrambled matrices X and Y respectively.

Step 6. Use the scrambling matrices X and Y to scram
the secret image s. Transform each pixel value in the
image s matrix to the corresponding position accord-
ing to the values of the scrambled matrices X and Y,
to obtain the scrambled encrypted image s′.

3.1.2 Decryption Algorithm

The decryption process is the inverse process of the en-
cryption process, it is necessary to acquire the given
chaotic system key. There are mainly the following steps:

Step 1. Obtain the same key key0={x0, y0} as the en-
cryption process, and generate the scramble matrix
X and Y from the key key0.

Step 2. The encrypted image s′ which was scrambled is
inversely scrambled by the scramble matrices X and
Y, and the decrypted secret image s is obtained.

3.2 Image Hiding and Extraction

3.2.1 Hiding Network

The encoding network (hiding network) of the proposed
scheme hides the secret image into the cover image, and
uses an RGB cover image with a size of 256×256×3 and
a grayscale image with a size of 256×256 as the input of
the hiding network, the cover image is channel-separated
before entering the network, and the encrypted secret in-
formation is embedded into the Y channel of the cover
image by encoding network, so that the color of the gen-
erated stego image is not distorted. Figure 2 shows the
specific framework of the hiding network, and its config-
uration details are shown in Table 1.

The structure of the hiding network consists of 5 down-
sampling and 5 upsampling, which are implemented by
convolution (Conv) operation and deconvolution (De-
Conv) operation respectively, and the output feature
maps by each network layer have the same size. The first
layer is a convolutional structure with convolution kernel
size of 3×3 and stride=1. The ninth layer is a deconvolu-
tional structure with convolution kernel size of 3×3 and
stride=1. Smaller convolution kernels can capture more
details of the image during subsampling. Both network
layers use batch normalization (BN) and the LeakyReLU
activation function. The LeakyReLU activation function



International Journal of Network Security, Vol.25, No.3, PP.394-408, May 2023 (DOI: 10.6633/IJNS.202305 25(3).02) 398

Figure 2: The framework of hiding network

Table 1: Configuration details of hiding network

Layers Process Input Size Output Size
Input / / 2×256×256
Layer1 16×3×3 Conv+BN+LeakyReLu 2×256×256 16×256×256
Layer2 Inception 16×256×256 32×256×256
Layer3 Inception 32×256×256 64×256×256
Layer4 Inception 64×256×256 128×256×256
Layer5 Inception 128×256×256 256×256×256
Layer6 Inception 256×256×256 128×256×256
Layer7 Inception 128×256×256 64×256×256
Layer8 Inception 64×256×256 32×256×256
Layer9 16×3×3 DeConv+BN+LeakyReLu 32×256×256 16×256×256
Layer10 1×1×1 DeConv+Tanh 16×256×256 1×256×256

is the variant of the ReLU activation function, which can
solve the problem of gradient disappearance when the
number of neural network layers is large, and speeds up
the convergence speed of the network. The expression of
LeakyReLU activation function is shown in Equation (4).

LeakyReLU(x) =

 x, x > 0
∈ R,α ∈ (0, 1)

αx, x ≤ 0
(4)

The use of the Tanh activation function in the tenth
layer solves the problem of slow convergence in most net-
work layers when using the sigmoid() function, and basi-
cally does not produce a gradient explosion. The expres-
sion of Tanh activation function is shown in Equation (5).

Tanh(x) =
sinh(x)

cosh(x)
= 2sigmoid(2x)− 1 (5)

The Inception layer adopts the InceptionV1 network
layer, and the InceptionV1 network layer contains convo-
lution kernels of different sizes, which are 1×1, 3×3, 5×5
respectively. Because very deep networks are more prone
to overfitting, they are difficult to transmit gradient up-
dates to the entire network. Stacking large convolution
layers together is computationally expensive. The Incep-
tionV1 network layers stack the convolution operations
and the pooling operations, which increase the width of
the network on the one hand and the adaptability to the
scale of the network on the other hand. The use of the

InceptionV1 layers can perform multiple convolution op-
erations or pooling operations on the input image in par-
allel, and stitch all the results into a very deep feature
map. Different convolution operations and pooling oper-
ations can obtain different information of input images,
process these operations in parallel and combine all the
results to obtain better image features.

3.2.2 Extraction Network

The decoding network (extraction network) of the pro-
posed scheme has a 6-layer convolutional network, whose
input is an RGB stego image of size 256×256×3, and the
output is a grayscale image of size 256×256. The extrac-
tion network consists of 3 downsampling and 3 upsam-
pling, which are implemented by convolution and decon-
volution operations. Except for the sixth layer, each other
layer uses the BN operation and the LeakyReLU activa-
tion function, which speeds up the network training while
the model’s non-linear fitting ability is guaranteed, restor-
ing the hidden secret image to the greatest extent. Each
convolution operation uses convolution kernel of 3×3 with
stride=1, except for the last layer where the convolution
kernel size is 1×1. Figure 3 shows the specific framework
of the extraction network, and its configuration details
are shown in Table 2.
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Figure 3: The framework of extraction network

Table 2: Configuration details of extraction network

Layers Process Input Size Output Size
Input / / 3×256×256
Layer1 32×3×3 Conv+BN+LeakyReLu 3×256×256 32×256×256
Layer2 64×3×3 Conv+BN+LeakyReLu 32×256×256 64×256×256
Layer3 128×3×3 Conv+BN+LeakyReLu 64×256×256 128×256×256
Layer4 64×3×3 DeConv+BN+LeakyReLu 128×256×256 64×256×256
Layer5 32×3×3 DeConv+BN+LeakyReLu 64×256×256 32×256×256
Layer6 1×1×1 DeConv+Sigmoid 32×256×256 1×256×256

3.3 Discriminative Network

The adversarial network can be trained by competing
steganography and steganalysis against each other. In
general, the stronger discriminator has better detection
performance. Through a series of adversarial training
can achieve more secure steganography. The discrimina-
tive network in proposed scheme improves the Xu-Net [29]
steganalysis tool, and makes use of its good steganalysis
performance to generate the stego images with more anti-
steganalysis. Figure 4 shows the specific framework of the
discriminative network, and its configuration details are
shown in Table 3.

In order to better express the distortion measurement,
a series of parameters need to be trained to improve the
effectiveness of the discriminator, discriminative network
uses the structure of Conv-BN-LeakyReLU-Average Pool-
ing (Avgpool) as the basic processing block. The dis-
criminator all uses smaller convolution kernels, which can
achieve better steganalysis performance. Using kernels
of different sizes in the convolution process can eventu-
ally learn an accurate distortion probability distribution,
thereby guiding the encoding network to achieve safer
steganography.

In this paper, the GAN idea is introduced into the
encoder-decoder network structure, where the encoding
network acts as a generator and the decoding network
completes the task of extracting secret image, and the
CNN-based steganalysis tool is used as discriminator in
the whole network. The Xu-Net steganalysis tool pro-
posed by Xu et al. [29] is adopted in this paper, which re-
places the global average pooling layer of the original Xu-
Net with a spatial pyramid pooling layer, it can convert
image convolutional features of any scale into the same

dimension, cropping and scaling in the convolutional pro-
cess are avoided, thereby image information is not lost to
the greatest extent. In addition, comparing to the origi-
nal structure which used a high-pass filter (HPF) with the
same kernel, whose parameters are not optimized during
the training process and the Tanh activation function was
used in the pre-network layer. In order to adapt to the
encoder-decoder network itself, this paper improves the
Xu-Net steganalysis tool, which alleviates the problem
of gradient disappearance and over-fitting caused by the
introduction of Tanh activation function in the deep net-
work. Instead of using Tanh activation function in the
first and second layers of Xu-Net steganalysis tool, pro-
posed scheme uses LeakyReLU activation function and
the output of some neurons is zero, which make the net-
work be sparsity and reduce the dependence between com-
putation and parameters, alleviating the occurrence of the
overfitting problem. In this paper, Tanh activation func-
tion is introduced in the last fully connected layer, so
that the deep neural network is no longer linear combina-
tion of inputs, but can approximate any function, which
increases the nonlinearity of the neural network. In ad-
dition, by adding discriminator into the steganography
scheme, the generated stego image can be more similar
to the original cover image. The expression of the loss
function of the discriminator is shown in Equation (6).

Lossdis = Ec∼pc
[logD(c) + Ec∼pc,s∼ps

[log(1−D(G(c, s)))]] (6)

where E represents the expected value, Pc and Ps repre-
sent the distribution of the cover image c and the secret
image s respectively, D represents the discriminative net-
work and G represents the generator.



International Journal of Network Security, Vol.25, No.3, PP.394-408, May 2023 (DOI: 10.6633/IJNS.202305 25(3).02) 400

Figure 4: The framework of discriminative network

Table 3: Configuration details of discriminative network

Layers Process Input Size Output Size
Input / / 3×256×256
Layer1 8×3×3 Conv+BN+LeakyReLu+Avgpool 3×256×256 8×128×128
Layer2 16×3×3 Conv+BN+LeakyReLu+Avgpool 8×128×128 16×64×64
Layer3 32×1×1 Conv+BN+LeakyReLu+Avgpool 16×64×64 32×32×32
Layer4 64×1×1 Conv+BN+LeakyReLu+Avgpool 32×32×32 64×16×16
Layer5 128×3×3 Conv+BN+LeakyReLu+Avgpool 64×16×16 128×8×8
Layer6 Spatial Pyramid Pool 128×8×8 2688×1
Layer7 Fully Connected Layer 2688×1 128×1
Layer8 Fully Connected Layer+Tanh 128×1 2×1

3.4 Loss Function

First define the hiding part and the extraction part, the
hiding part is the sender who uses key0 as the key, encrypt
the secret image s which uses the encryption algorithm
E(x, y) of Section 3.1.1, then input the encrypted secret
image s′ and the cover image c into the hiding network
Sencode(x, y) to get the stego image se, finally the stego
image se is sent to the receiver. The hiding part is shown
in Equation (7).

se = Sencode(E(s, key0), c) (7)

The receiver inputs the received stego image se into the
extraction network Sdecode(x, y), get the encrypted secret
image s′, finally use the decryption algorithm R(x, y) of
Section 3.1.2 to decrypt s′ and obtain secret image s′′

with noise points. The extraction part is shown in Equa-
tion (8). {

s′ = Sdecode(se)

s′′ = R(key0, s
′)

(8)

Evaluation criteria of traditional image data hiding
schemes include PSNR, MSE, etc. for quantifying the
difference between a cover image and a stego image, or
between a secret image and an extracted secret image. In
order to minimize the loss values of the stego and cover
images, extracted secret and secret images, it is neces-
sary to optimize the hiding network and the extraction
network to minimize the error of image reconstruction.
Therefore, this paper uses mean square error (MSE) as
loss function of model to measure the difference between

images. The MSE is shown in Equation (9).

MSE(yi, y
′
i) =

n∑
i=1

(yi − y′i)
2

n
(9)

where n is the number of samples, yi is the expected out-
put value, y′i is the predicted value given by the neural
network and MSE is the mean error function.

The loss function of the hiding network consists of three
main components: the difference between the cover image
c and the stego image se, the difference between the se-
cret image s′ and the encrypted secret image s′ obtained
by the extraction network and the auxiliary role of the
discriminator in the image generation phase. Introduce
ωi(i=1, 2, 3) as the weight parameter for steganography,
extraction and discrimination tasks respectively, to bal-
ance the weights between the three tasks. The expression
for the hiding network is shown in Equation (10).

Lossencode = ω1MSE(c, se)+
ω2MSE(s′′, Sdecode(se)) + ω3Lossdis

(10)

The extraction network only needs to consider the ac-
curate extraction of the secret image, and its loss function
is shown in Equation (11).

Lossdecode = MSE(s′′, Sdecode(se)) (11)

3.5 Denoise Processing

Because the secret image is encrypted by 2D logistic
chaotic mapping, and the secret image s′ needs to be de-
crypted, which leads to the appearance of noise points in
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the secret image s′′. At the end of the network structure
in Figure 1, this paper uses the total variation noise re-
duction (TV) model [4] to denoise the image s′′ to obtain
the secret image s. From the visual effect, this method
not only removes the original noise from the image, but
also effectively preserves the edge information of the im-
age. The expression of TV noise reduction model is shown
in Equation (12).

TV (u) =
∫
Ω

| ∇u | dxdy (12)

where u(x, y) is the original noise-free image, Ω is the
image definition domain and ∇u is the image gradient.

According to the basic idea of the TV noise reduction
model in Equation (12), only the image u corresponding
to the minimum TV (u) is obtained, the image u is the
image after noise reduction.

3.6 Secret Communication Algorithms

The sender and receiver follow the algorithms below for
secret communication.

Information hiding algorithm. The sender uses the
cover image c and the secret image s as the driver, in-
put into the trained hiding network Sencode, through
continuous adjustment of the discriminative network
D, generate the stego image se, and then transmit the
se.The detailed algorithm is shown in Algorithm 1.

Information extraction algorithm. After the re-
ceiver acquires stego image se, se is extracted by
extraction network Sdecode and then decrypted,
obtain the secret image s′′ with noise points. The
detailed algorithm is shown in Algorithm 2.

Algorithm 1 The algorithm of stego image generation

Input: cover image c, secret image s, encryption key key0
Parameter: loss adjustment ω1, ω2, ω3, discriminative

network loss Lossdis, training epochs t epoch
Output: stego image se
1: train the model: obtain Sencode, Sdecode and D
2: s′=Encrypt(s, key0)
3: for epoch in 1...t epoch do
4: se = Sencode(s

′, c)
5: Minimize: Encoder-Decoder loss Lossencode=

ω1MSE(c, se)+ω2MSE(s′′, Sdecode(se))+ω3Lossdis

6: Update Sencode, Sdecode and D
7: Learning rate decay
8: end for
9: return se

Algorithm 2 The algorithm of secret image extraction

Input: stego image se, decryption key key0
Parameter: training epochs t epoch
Output: secret image s
1: train the model: obtain Sdecode

2: for epoch in 1...t epoch do
3: s′ = Sdecode(se)
4: s′′ = Decrypt(s′, key0)
5: Minimize: Encoder-Decoder loss Lossdecode=

MSE(s′′, Sdecode(se))
6: Update Sdecode

7: Learning rate decay
8: s=Denoise(s′′)
9: end for

10: return s

4 Experimental Results and Per-
formance Analysis

This paper used a total of 13,000 face images integrated
from LFW dataset [15], 7000 images and 4000 images were
used for training and testing, respectively. The batch size
of training was 8, the number of iterations epoch=5000,
the initial network learning rate was 0.001 and the Adam
algorithm was used to optimize basic model. All experi-
ments were performed in TensorFlow on the platform of
an Inter(R) Xeon(R) Sliver 4210 CPU @2.20GHz and a
NVIDIA and a NVIDIA GeForce RTX 3080 Ti. The
device memory was 36GB (2933MHz) and the applica-
tion was Python 3.9. This paper also evaluated the per-
formance of the scheme using two other classical image
sources, ImageNet [6] and COCO [19], the images of the
datasets were resized to 256×256 before entering the net-
work.

4.1 Security Analysis

4.1.1 Comparison of Encryption Methods

Figure 5 shows the comparison result of the encrypted
image between the proposed scheme and the Yang’s
scheme [31], it can be seen intuitively that the encrypted
images are better scrambled in the proposed scheme.

(a) Original (b) Ours (c) Yang’s

Figure 5: Image encryption results comparison

Figure 6 shows the comparison and analysis of the his-
togram of the encryption results of the proposed scheme
and the Yang’s scheme [31], it can be seen that the his-
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togram distribution of the encrypted image of the pro-
posed scheme is uniform, and the encrypted image dis-
plays little statistical information, which indicates the
image encryption scheme of this paper is resistant to his-
togram statistics and has high security.

The size of the images to be encrypted were 256×256 in
this paper, the encryption algorithm of Yang’s scheme [31]
was to exchange the position of the pixel block with the
size of 16×16. The encryption scheme of this paper used
2D logistic chaotic encryption mapping to scramble the
pixels in the image, eliminating the correlation between
pixels by transferring the gray values of the pixel points
of the image to be encrypted into random coordinates, so
that the original image became a disturbed image. The
results of the proposed scheme were visually more dis-
organized, messier and more secure than the encrypted
images generated by Yang’s scheme [31].

4.1.2 Residual Image Visibility Analysis

This paper proposed an end-to-end training model to re-
place the earlier step-by-step training model, the size of
input images to the encoding network is 256×256×3 dur-
ing the training process. As shown in Figure 7, 4 im-
ages were selected from the LFW dataset as cover im-
ages, which entered the encoding network to generate the
corresponding stego images, and the residual images were
visualized by calculating the pixel difference between the
original cover images and the stego images. The modi-
fication of the cover images after the secret images were
embedded in the cover image were measured from visual
perspective. After that, the residual images were enlarged
by 5 times and 10 times, and the changes of the cover im-
ages can be more intuitively displayed.

As can be seen from Figure 7, the embedding of the
secret images do not produce major modification to the
cover images in the proposed scheme, and the human eye
cannot recognize the difference between the stego images
and the cover images. It can be seen from Figure 7(d)-(f)
that the secret image information in Figure 7(c) is not
presented in the residual images, and the intensity of the
elements in the residual images remain weak even when
the residual images are enlarged by 5 times and 10 times.
This is because the embedded secret images were scram-
bled, and the semantic information of the secret images
was not leaked with a high probability, indicating that the
difference between the cover images and the stego images
was difficult to visually perceive.

4.1.3 Anti-Steganalysis of the Model

In order to prove that the proposed scheme had good
security and can effectively resist steganalysis tool, by in-
troducing a CNN-based model as a binary classifier to
discriminate the cover images and the generated stego im-
ages on the tiny dataset, it can be seen that the accuracy
of the steganalysis tool was constantly decreasing, indi-
cating that the quality of the stego images generated by

the proposed scheme was getting higher and higher dur-
ing the continuous iterations. To verify the applicability
of the proposed scheme on other datasets, the classifier
was also used on ImageNet and COCO datasets, and the
results were shown in Table 4. Because the parameters
in the model network layer of the proposed scheme re-
quired training time, certain training time was needed.
With the increase of training times, it can be seen that
the anti-steganalysis performance of the proposed scheme
was gradually improving on different image datasets. The
security of the secret images was ensured.

Table 4: The anti-steganalysis performance

Dataset 600 1000 1400
LFW 0.7612 0.7312 0.7189

ImageNet 0.7367 0.7112 0.7034
COCO 0.7339 0.7190 0.7003

In addition, the proposed scheme also used StegEx-
pose [3] steganalysis detection tool to analyze the exper-
imental results, which was a steganalysis tool specially
designed to detect least significant bit (LSB) steganog-
raphy. Using the steganalysis tool to test the proposed
model and the model based on AdvSGAN [18], the re-
ceiver operating characteristic curves (ROC) of the two
models were obtained as shown in Figure 8.

The figure shows that the area under the ROC of the
proposed model was close to 0.5, it meant the ROC curve
was closer to a random distribution, indicating that the
proposed scheme can effectively resist the steganalysis
methods that appear in StegExpose.

4.2 Stego Image Quality Analysis

The structural similarity (SSIM) and peak signal to noise
ratio (PSNR) are used to evaluate the loss between the
cover image and the stego image. The SSIM is a metric
based on the HVS and is used to quantify the difference
in structural information between two images. The closer
the SSIM value is to 1, the closer the image is to human
visual perception, and the SSIM calculation method is
shown in Equation (13).

SSIM(I, Ia) =
(2εIεIa + c1)(2cov + c2)

(ε2I + ε2Ia + c1)(σ2
I + σ2

Ia
+ c2)

(13)

where I and Ia represent the two images, εI and εIa rep-
resent the mean of I and Ia respectively, σ2

I and σ2
Ia

are
the variances of I and Ia. cov is the covariance of I and
Ia. c1 and c2 are variables to avoid the denominator being
zero.

The PSNR is often used to measure the difference be-
tween the modified image and the original image, the
higher the PSNR value, the closer stego image is to the
original cover image. The calculation method of PSNR is
shown in Equation (14).

PSNR = 10× log10
p2max

MSE
(14)
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(a) Ours scheme (b) Yang’s scheme

Figure 6: Encrypted image histogram analysis

(a) Cover images

(b) Stego images

(c) Secret images

(d) Residual images

(e) Residual images (×5)

(f) Residual images (×10)

Figure 7: Comparison of residual image visualization results

where pmax is the maximum value taken for the image
pixel value, MSE is the mean square error, and MSE is
specifically defined as shown in Equation (9).

The proposed scheme calculated the mean values of

PSNR and SSIM for 500 pairs of cover images and stego
images on three different datasets, and introduced PSNR-
HVS and PSNR-HVSm as evaluation metrics. PSNR-
HVS is an improved PSNR metric based on the charac-



International Journal of Network Security, Vol.25, No.3, PP.394-408, May 2023 (DOI: 10.6633/IJNS.202305 25(3).02) 404

Figure 8: The ROC curves

teristics of HVS, which takes into account the error sen-
sitivity, structural distortion and edge distortion of the
images. Table 5 shows the comparison results of cover
image loss for different datasets.

Table 5: Cover image loss under different datasets

Dataset LFW ImageNet COCO
SSIM 0.9881 0.9761 0.9737
PSNR 37.9540 36.5502 36.9177

PSNR-HVS 36.8634 35.9805 35.6574
PSNR-HVSm 41.2439 39.6890 40.0456

As can be seen from Table 5, the proposed scheme
can maintain good PSNR and SSIM value in the three
datasets, the PSNR-HVS value and PSNR-HVSm value
also maintained a high level. The loss of transformation
from cover image to stego image was less, and better re-
sults were obtained under different datasets. The exper-
iments proved that the proposed scheme had less impact
on the statistical features of the image while performing
information embedding. Table 6 shows the comparison re-
sults of PSNR and SSIM values under different steganog-
raphy schemes.

It can be seen from Table 6 that the PSNR values
of the proposed scheme stego image and cover image,
extracted image and secret image were all greater than
30dB, which indicated that both the stego image and
extracted secret image had better visual effects. From
the comparison results, the SSIM value between the ex-
tracted secret image and the secret image of the proposed
scheme was lower than that of the Liu’s scheme [22]. The
two SSIM values generated by the proposed scheme had
great advantages, which were closely related to the net-
work structure and loss function. Both Lin’s scheme [20]
and Zhang’s scheme [34], they proposed scheme embed
the grayscale image into the Y channel of the color cover
image. From the experimental results, the PSNR and
SSIM values of the stego image and the cover image,
and the extracted image and the secret image of the pro-

Table 6: Comparison of PSNR and SSIM values

Schemes
Cover-Stego Secret-extracted

image secret image

Ref. [31]
PSNR 36.3700 35.8400
SSIM 0.9500 0.9411

Ref. [22]
PSNR 39.7708 43.3571
SSIM 0.9828 0.9626

Ref. [20]
PSNR 26.0245 24.1432
SSIM 0.7850 0.8027

Ref. [25]
PSNR 36.7800 35.9800
SSIM 0.8900 0.8100

Ref. [34]
PSNR 34.6300 33.6300
SSIM 0.9573 0.9429

Ref. [32]
PSNR 42.9721 41.3000
SSIM 0.9710 0.9431

Proposed
PSNR 37.9537 36.0326
SSIM 0.9830 0.9472

posed scheme were both larger than Lin’s scheme [20] and
Zhang’s scheme [34], this was because the discriminator
structure of the proposed scheme was a better aid to the
network structure and the loss function provided a good
balance between the encoding and decoding tasks. In ad-
dition, as the proposed scheme firstly encrypted the secret
image before embedding it into the cover image, the secret
image entering the network was encrypted, which invari-
ably added noise, which made the network training bet-
ter and the visual effect of the generated stego image was
more deceptive to the human visual system. Compared
with the Qin’s scheme [25], the experimental results of
the proposed scheme also had obvious advantages. Ex-
cept for the Yang’s scheme [31], the Liu’s scheme [22] and
Yuan’s scheme [32] both were the secret images directly
embedded into the cover image by the encoding network.
The proposed scheme introduced pixel scrambling, and
the PSNR value is based on the error between the pixels,
the encrypted secret image when the image was recovered
through the extraction network, the secret image needed
to be further decrypted, which resulted in a lower PSNR
value of the proposed scheme than the Liu’s scheme [22]
and Yuan’s scheme [32]. However, compared with the
Yang’s scheme [31] that also encrypted the secret image
and then embedded it into the cover image, the quality of
the proposed scheme had been significantly improved in
extracting the secret image.

4.3 Robustness Analysis

For common attack translation, rotation, salt and pepper
noise, and Gaussian noise, the robustness of the proposed
scheme was tested. The stego images were translated hor-
izontally by 6 pixels, vertically by 6 pixels, and horizon-
tally and vertically by 3 pixels simultaneously, the stan-
dard deviation of salt and pepper noise was 0.002, and
the Gaussian filter used an attack with a template size
of 7×7 for the attacks. The trained decoding network
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was used to extract the secret images, and the SSIM and
PSNR values were used to evaluate the similarity between
the extracted secret images and the original secret images
after the attacks, as shown in Table 7.

As can be seen from Table 7, the proposed scheme
can resist some of the image attacks well, and the im-
age extracted from the stego image after the attacks on
the secret-containing image, which was still a recogniz-
able image. In these attack experiments, there is less loss
of the secret image after the noise attack and Gaussian
attack, and the above experiments are common attacks in
the image transmission process. Therefore, the proposed
scheme had the ability to handle image attacks with some
robustness.

4.4 Steganography Capacity

The proposed scheme was to hide the grayscale image in
the color image, which had a certain improvement com-
pared with the traditional spatial domain scheme. Effec-
tive capacity (EC) was used to represent the embedding
rate of secret data, which can reflect the embedding de-
gree of data. The proposed scheme not only took into
account the better concealment of stego images, but also
had a higher embedding capacity. The size of the embed-
ded secret image and the cover image were both 256×256,
and the embedded capacity was 8bpp (bit per pixel). The
calculation method of the effective capacity is shown in
Equation (15).

EC =
NS

NC
(15)

where NS was the size of the secret data (in bits) and
NC was the number of pixels extracted from the cover
image.

Table 8 shows the comparison results of EC be-
tween the proposed scheme and the existing traditional
steganography schemes [1, 9] and neural network-based
schemes [20,22,31,34].

As can be seen from Table 8, compared with tradi-
tional data hiding schemes [1, 9], the proposed scheme
had a larger effective embedding capacity. As the Yang’s
scheme [31] was hiding color images in color images, the
embedding capacity was 3 times higher than the proposed
scheme. Compared with similar schemes [20, 22, 34] that
hided grayscale images in color images, each pixel of the
cover image of the proposed steganographic model can
also hide 8bit data, which achieved the theoretical max-
imum hiding ability of using a neural network to hide a
grayscale image in a color image scheme.

5 Conclusions

In this paper, the high quality image steganography
model based on encoder-decoder networks and 2D logis-
tic chaotic encryption was proposed. By encrypting the

secret image before embedding, the security of the secret
image is greatly improved. At the same time, in order to
improve the quality of the stego image, the color cover
image is processed by channel separation technology, and
the discriminator part is improved so that it can play a
better role in adversarial processing, so that the color of
the stego image is not distorted and it can more natural.
The experimental results show that the steganographic
scheme of the proposed model not only has a high em-
bedding capacity, but also the generated stego image has
strong imperceptibility and robustness, which ensures the
security and anti-attack of the secret image. In addition,
good results have been obtained on the 3 classic datasets
of LFW, ImageNet, and COCO. However, the model pro-
posed in this paper still has shortcomings in extracting
image quality, and the model fails to solve the informa-
tion hiding problem of color secret images. In the future,
we will continue to study the relationship between the
encoder and the decoder, and make the entire network
architecture be more balance.
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Abstract

Botnets have become one of the main problems of cur-
rent Internet security risks. Attackers can launch attacks
based on botnets to induce online fraud, network infor-
mation leakage, and other behaviors. Traditional botnet
detection methods are not flexible, so this paper used the
convolutional neural network (CNN), a deep learning al-
gorithm, to detect bot program-infected host networks.
Through data collection and pre-processing, a network
model was built to perform feature learning of domain
name bytes to detect whether the host network is infected
with a botnet. The effectiveness of the CNN model in
detecting botnets was verified by comparing it with the
results of random forest and support vector machine. It
was found that the CNN model had a precision of 97.14%,
a recall rate of 97.43%, an F1 value of 97.28%, and an av-
erage recognition speed of 2.05 s, all of which were higher
than those of both the random forest and support vec-
tor machine approaches. The results prove that the CNN
model possesses high accuracy for detecting botnets and
can be used for detecting bot programs in host networks.

Keywords: Deep Learning Algorithm; Botnet; Convolu-
tional Neural Network

1 Introduction

With the rapid development of the Internet, people’s
work, life and study are gradually related to the Inter-
net, such as working via DingTalk, online shopping, so-
cial communication with software, and online learning.
However, more and more security risks appear, such as
spam and information leakage. One of the most common
risk is host network infection by bot program. A botnet
is a set composing of many infected hosts; after receiv-
ing the command released by the attacker, the hosts will

execute various scams or cyber attacks [1]. An attacker
can take control of an infected host with malware and
use Distributed Denial of Service (DDoS) attacks to pre-
vent legitimate users from logging in to access the Inter-
net [4, 7, 16].

The traditional detection method used for botnet de-
tection is to set threshold conditions for network traffic
feature indicators, and when the threshold conditions are
not met then it is considered botnet traffic. However,
this approach requires a high level of domain knowledge
and is not flexible enough to detect unknown botnet traf-
fic in a timely manner. Nguyen et al. proposed a col-
laborative machine learning model to detect Internet of
Things (IoT)-botnets, which had an accuracy of 99.37%
for detecting a dataset containing 5023 IoT-botnets and
3888 benign samples [13]. Koroniotis et al. discussed
the feature extraction process based on some benign and
botnet scenarios through a new dataset-Bot-IoT dataset
and proved the reliability of the dataset using several sta-
tistical and machine learning methods [8]. Venturi et al.
presented the dataset in CSV file format by using deep re-
inforcement learning (DRL) techniques. They made small
modifications to the initial malicious samples to achieve
misclassification and proposed new techniques for effec-
tive defense against botnets [17].

Garre et al. proposed that the initial stages of bot-
net infection could be detected by machine learning (ML)
techniques. They found ML techniques could detect new
SSH infections by designing an SSH-based high interac-
tion honeypots approach to generate a dataset consist-
ing of executed commands and network information [12].
Idrissi et al. found that compared to other deep learning
techniques (e.g., simple recurrent neural network, long
short-term memory, and gated recurrent unit), the deep
learning-based intrusion detection system obtained better
results, with a validation correct rate of 99.94%, a valida-
tion loss of 0.58%, and prediction execution time less than
0.34 ms [5]. This paper detected whether the host net-
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work was infected with a bot program by building a con-
volutional neural network (CNN) model. After the initial
data collection, data preprocessing was performed to con-
vert the data into 32*32 grayscale images, and the images
were cut into uniform length. Then, a CNN model was
established and optimize by continuously adjusting the
parameters. Finally, the optimal model was used to de-
tect whether the host network was infected with a botnet.
This work provides a theoretical basis for the detection of
bot program infection in host networks with a CNN.

2 Bot Program Detection Method

2.1 Convolutional Neural Network
Model

A CNN [2] is one of the most typical algorithms in deep
learning algorithms and have been used many times in
the field of network security detection. The following is
a brief description for the CNN model established in this
paper [15].

1) Input layer: Every feature of the network is treated
as a pixel in an image, and the network domain name
is transformed into an image input.

2) The first convolutional layer: This layer uses 32 5*5
convolutional kernels with a step size of 1. The
RELU function [10] is used as the network activation
function for nonlinear transformation, and 32 28*28
feature maps are output. The function only deter-
mines whether the input function value x is within
the positive interval, which is less computational.
The mathematical formula of the RELU function is:

Relu(x) =

{
x x ≥ 0
0 x < 0

3) The first pooling layer: This layer uses a 2*2 filter
and outputs 32 14*14 feature maps. Its specific cal-
culation formula is:

ymn = f(w
1

S1S2

S2−1∑
j=0

S1∑
i=0

xm∗S1+i,n∗S2+j + b),

where xm∗S1+i,n∗S2+j
denotes the pixel value of point

(m∗S1+i, n∗S2+j) and ymn denotes the output value
after the pooling operation.

4) The second convolutional layer: This layer uses 64
3*3 convolutional kernels with a step size of 1. The
RELU function is used as the network activation
function, and 64 12*12 feature maps are output.

5) The second pooling layer: It has the same specifica-
tion as the previous pooling layer; this layer uses a
2*2 filter and finally outputs 64 6*6 feature maps.

6) Fully connected layer: It is mainly responsible for
connecting the feature maps extracted from the pre-
vious layer and classifying the input images based
on these features based on the training data. This
layer consists of 1024 neurons, and the output is a
1024-dimensional vector.

7) Output layer: The output of this layer is the final
classification result of the model. The classification
results of the proposed model are normal network and
botnet; thus, the number of neurons of the output
layer is 2.

2.2 Accelerated Training Model Method

The regularization method “Dropout” [3] is used in the
training model and is one of the ways to prevent the net-
work from fitting. Its main working principle is that some
neurons are eliminated in the training process of the deep
learning network and the remaining neurons remain un-
changed and still participate in the training of the net-
work. The neurons removed in that process are chosen
randomly and the values retained before the removal will
be restored in the next time of network training. This way
reduces the correlation between neurons and prevents a
local feature from fitting the network. To prevent net-
work fitting, the Dropout parameter is set as 0.2 in this
paper.

2.3 Loss Function Selection

As the characters and other aspects of botnet domain
names are different, there is a botnet domain name data
imbalance in the overall dataset. In this paper, we ad-
dress this situation at the algorithmic level by using a
loss function to relieve the data imbalance phenomenon.
The loss function is used to describe the difference be-
tween the predicted and actual values when the model is
trained, represented by C. When the value of C is large,
it means that the network model detection is poor; when
the value of C is small, it means that the network model
detection is good; when C = 0, the network model detec-
tion is the best. The loss function used in this study is the
cross-entropy loss function [11], and its specific formula is:

C = −
∑
n

(pn ∗ log qn),

where p denotes the desired output and q denotes the
actual output of the network detection.

3 Experimental Analysis

3.1 Data Collection and Processing

The dataset used in this paper mainly contained normal
network domain names and botnet domain names. The
botnet domain names came from the DGA malicious do-
main names in 360 network security lab [14], while the
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normal network domain names were the normal and le-
gitimate domain names in alexa. The data processing
operations are as follows.

First of all, the dataset was in pcap format, so the pcap
file data were read first, the network domain names were
intercepted according to the uniform length, and 0*00
was supplemented at the end of those shorter than the
uniform length, and the uniform length was set as 1,024
bytes. Since the above mentioned training model adopted
the regularization method “Dropout”, data normalization
was not needed.

Secondly, in order to ensure that the extracted fea-
tures had the same dimension, the network traffic was
transformed into 32*32 images before convolution, and
the images were processed to be gray. The data set was
divided according to the ratio of 4:6. 40% of the data
were classified as the training samples to train the CNN
model to learn the features of domain name bytes and
continuously optimize the model; 60% of the data were
used as the test samples for the optimized CNN model to
detect botnet to judge the feasibility of the model.

3.2 Experimental Design

The overall experimental design had four steps. The first
step was data collection and processing. A sufficient num-
ber of experimental network domain names was needed
and used as the initial data set. The collected data net-
work were converted into images, followed by gray pro-
cessing. Then, the network domain names were inter-
cepted into the same length to achieve the standard.

The second step was the training of the CNN model.
In order to optimize the bot program detection network
model, it was trained to learn the features of domain
names. The processed images were divided into two parts
according to the ratio of 4:6. 40% of the images were
used as training samples, and the data set was input into
the network model to constantly adjust the parameters to
achieve the optimal effect.

The third step was the testing of the CNNmodel. After
obtaining the optimal network model through the above
steps, the remaining 60% of the images were input the net-
work model as the test set to detect whether the host net-
work was infected with a bot program. The last step was
to compare the experimental results of the CNN model
with random forest [9] and support vector machine [6] to
verify whether the CNN model can detect the host in-
fected with bot program. In order to ensure the authen-
ticity and reliability of the data in this experiment, the
initial parameters were set consistently. The details are
shown in Table 1.

3.3 Evaluation Indicators

3.3.1 Secondary Evaluation Indexes of Confusion
Matrix

The precision, recall rate, and F1 value among the sec-
ondary evaluation indexes of the confusion matrix were

Table 1: Initial parameters

Parameter Category Setting

Optimizer Adam
Learning rate 0.01

Number of iterations 25
Batch size 150

selected. The precision represented the ratio of the num-
ber of botnets correctly detected by the model to the total
number of botnets detected by the model, and its calcu-
lation formula is:

P =
TP

TP + FP

The recall rate represents the ratio of the number of bot-
nets correctly detected by the model to the total number
of botnets in the test set. It is calculated by the following
equation:

R =
TP

TP + FN

The meanings of the parameters mentioned in the
above two equations are specified in Table 2.

Table 2: Meanings of equation parameters

Forecast (positive) Forecast (negative)

Actual (true) TP TN
Actual (false) FP FN

The F1 value is a combination of both precision and re-
call rate. The larger the F1 value, the better the network
model detection effect, and vice versa. Its calculation for-
mula is:

F1 =
precision ∗ recallrate
precision+ recallrate

∗ 2.

3.3.2 Receiver Operator Characteristic Curve

The receiver operator characteristic (ROC) curve graph
obtained used the false alarm rate as the horizontal co-
ordinate and the recall rate as the vertical coordinate.
When the ROC curve in the picture was far away from
the line y=x, it indicated that the detection effect of the
model was good. The ROC curve is often used in combi-
nation with area under the curve (AUC), which is the area
enclosed with the coordinate axis under the ROC curve,
and its value ranges from 0.5 to 1. When the value of the
AUC area was closer to 1, it indicated that the detection
effect of the network model was good.
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Figure 1: Relationships between error rate, correct rate,
and number of iterations

3.4 Analysis of Results

If the total number of iterations decreased, the network
model would learn domain name features for fewer times,
which was likely lead to feature missing in the training
process. It was seen from the line graph in Figure 1 that
the error rate decreased and the correct rate increased
with the increase of the number of iterations. However,
after a certain number of iterations, the variations of the
error rate and the correct rate of the model decreased
until they were negligible, despite the increasing number
of iterations. Thus, it was concluded that the error rate
and correct rate did not increase all the time with the
increase of the number of iterations. Therefore, the total
number of iterations of the network model was determined
as 25 for the practical consideration.

The ROC curves of the three detection models and the
corresponding AUC are clearly seen in Figure 2. The pre-
diction result of the CNN model was the farthest from the
line Y=X, and its UC was the closest to 1. The predic-
tion result of the random forest model was the closest to
the line Y=X, and its AUC was the smallest. The three
models were ranked in order of distance and area, and
it was seen that the CNN model had the best effect and
high accuracy in detecting botnets, so it can be used to
detect hosts infected with bot programs.

It was observed in Table 3 that the precision of the ran-
dom forest model to detect botnet was 85.24%, the pre-
cision of the support vector machine model was 90.21%,
and the precision of the CNN model was 97.14%; in terms
of the recall rate, the CNN model was 11.96% higher than
the random forest model and 7.05% higher than the sup-
port vector machine model; in terms of the F1 value, the
CNN model was 11.93% larger than the random forest
model and 6.99% larger than the support vector machine
model. In terms of the average recognition speed, the
CNN model was faster than the support vector machine
and random forest models. Therefore, it was concluded
that the effects of the three models in detecting host net-
work infected with bot programs were the CNN model,

Figure 2: ROC curves and AUC of different detection
models

the support vector machine model, and the random for-
est model in descending order, and the CNN model was
much better than both random forest and support vector
machine models in detecting bot infection in host net-
works.

4 Conclusion

This paper briefly introduced botnet and CNN model and
detected whether the host network was infected with a bot
program by the CNN model. After the initial data col-
lection, data preprocessing was performed to convert the
network domain names into 32*32 grayscale images and to
cut the length of the network domain names to a uniform
length. Then, a CNN model was established to learn the
features of the domain name bytes, and the parameters
were constantly adjusted to optimize the model. Finally,
the optimal model was used to detect whether the host
network was infected with a bot program. The research
results showed that the precision of the CNN model to
detect botnet was 97.14%, the recall rate was 97.43%, the
F1 value was 97.28%, and the average recognition speed
was 2.05 seconds. The CNN model was much higher than
both random forest and support vector machine models
in terms of all the evaluation indicators. It indicates that
the CNN model possesses high accuracy for botnet detec-
tion and can be used for detecting host networks infected
with bot programs.
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Abstract

Aiming at the problem that DNNs-based text classifica-
tion systems are vulnerable to adversarial example at-
tacks, a black-box adversarial attack method of adver-
sarial example generation for Chinese text classification,
WordDeceiver, is proposed. In this method, we use the
glyph and phonetic features of Chinese characters to con-
struct adversarial search space, determine the replace-
ment order by word saliency and classification probabil-
ity, generate adversarial examples using word substitu-
tion strategy, and design a new method to improve the
semantic similarity between the adversarial examples and
the original samples. The effectiveness and transferabil-
ity are verified on different classification datasets using
two mainstream models. The experimental results show
that WordDeceiver can preserve the original semantics
and grammatical correctness to some extent and can be ef-
fectively transferred to other models and cloud platforms.

Keywords: Adversarial Attack; Black Box; Chinese Text
Classification; Deep Neural Network

1 Introduction

Deep neural network-based [25] machine learning methods
have been widely used in many fields, such as computer vi-
sion [9,20], speech recognition [23], natural language pro-
cessing [3, 22], and malware detection [7, 8, 17]. However,
due to the characteristics of local linearity, neural net-
works face the threat of adversarial attacks, and Szegedy
et al. [18] first proposed adding imperceptible perturba-
tions to an image in an image classification task could in-

duce misclassification of the model. Since then, research
on adversarial attack methods in the field of computer vi-
sion has been carried out, for example, the classical attack
algorithms are FGSM [5], PGD [12], C&W [1], etc.

Natural language processing, which includes tasks such
as sentiment analysis [24], text classification [13], machine
translation [16], and question-and-answer systems [10],
also suffers from security issues. Unlike images, text has
discrete data features, complex syntactic rules, and ab-
stract semantic forms, making it difficult to transfer meth-
ods commonly used in computer vision to the field of nat-
ural language processing.

In the text domain, Papernot et al. [14] used LSTM to
generate adversarial examples by replacing the word vec-
tors of randomly selected words in the embedding layer
with the nearest neighboring word vectors in the vector
space to induce model misclassification; Gao et al. [4] pro-
posed an attack algorithm DeepWordBug design a word
importance calculation function based on the output of
the observed model under black box conditions, find the
keywords in the text, and use insertion, replacement, and
swapping the positions of the letters before and after, and
deletion operations to generate an adversarial example
spoofing classifier. The above methods are implemented
in English text. Since there are obvious differences be-
tween English and Chinese in terms of character types,
character lengths, and phonological features, the meth-
ods for generating adversarial examples for English text
cannot be directly applied to Chinese text.

At present, the research of Chinese text-oriented ad-
versarial attack methods is in the initial stage, Wang
et al. [21] proposed a character-level black box attack
method WordHanding that can attack Chinese emotion
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classification systems, using homophone substitution to
mislead the LSTM, achieving a better attack effect and a
small number of perturbed words, but with a single sub-
stitution method and insufficient diversity of adversarial
examples; Tong et al. [19] proposed a method to generate
adversarial examples under word-level black box condi-
tions, CWordAttacker, which uses a directed word score
deletion mechanism to locate important words and gen-
erates adversarial examples through four attack strate-
gies: traditional character replacement, pinyin rewriting,
phrase disassembly, and order perturbation, but the per-
turbation rate is large and fails to maintain a high seman-
tic similarity; Dou et al. [6] improved the method of Gao
et al. to propose FastWordBug, a fast adversarial example
generation method, to modify words that are often wrong
and construct adversarial examples quickly, but failed to
improve the success rate of the attack significantly.

Based on previous research work, a black-box adversar-
ial attack method for Chinese text classification, Word-
Deceiver, is proposed. The adversarial search space is
constructed by analyzing the glyph and phonetic features
of Chinese characters, and the replacement order is de-
termined by word saliency and classification probability.
The word substitution strategy generates adversarial ex-
amples, and a new method is designed to improve the
semantic similarity between the adversarial examples and
the original samples while ensuring the success of the at-
tack, and effectively realizing the adversarial attack on
Chinese text under the multi-scene classification task. We
summarize the main contributions of this study as follows:

1) A Chinese text adversarial attack method WordDe-
ceiver under black-box conditions is proposed, which
can generate adversarial examples by adding only mi-
nor perturbations to the input text without knowing
the internal parameters of the target model and is
suitable for tasks such as sentiment analysis, spam
detection, and news classification.

2) A method is designed to combine Chinese charac-
ter phonetic and glyph feature to construct the ad-
versarial search space, which effectively improves the
grammatical correctness and enhances the impercep-
tibility of the adversarial examples.

3) The replacement order is determined by word
saliency and classification probability and the adver-
sarial examples are generated using the word substi-
tution strategy to reduce the modification rate while
improving the attack success rate.

4) A new method is designed that can improve the simi-
larity between the adversarial example and the origi-
nal sample to enhance the semantic consistency while
guaranteeing the success of the attack.

5) Experiments on three publicly available datasets, by
attacking CNN [15] and BiLSTM [11] models, re-
sulted in an accuracy reduction of about forty-five
percent and a high transferability.

2 Attack Design

2.1 Problem Formulation

For N texts X = x1, x2, ..., xN in the dataset, whose cor-
responding classification labels are Y = y1, y2, ..., yM , F is
the classification model that learns the mapping relation
f : X�Y from the input text x∈X to the label y∈Y such
that the original text is classified with maximum proba-
bility as the correct label ytrue, as shown in Equation (1):

argmax
yi∈y

P (yi | x) = ytrue (1)

Adversarial example x∗ is generated by adding a small
perturbation ∆x to the original input text x, thus forcing
the deep learning model F to misclassify, as shown in
Equation (2):

argmax
yi∈y

P (yi | x∗) ̸= ytrue (2)

The definition of the adversarial example x∗ is shown in
Equation (3):

x∗ = x+∆x, ∥∆x∥p < ϵ

argmax
yi∈y

P (yi | x) ̸= argmax
yi∈y

P (yi | x∗) (3)

At the same time, the adversarial example after adding
the perturbation should satisfy the imperceptibility, so it
is achieved by putting constraints on the perturbation, as
shown in Equation (4:

∥∆x∥p =

(
n∑

i=1

|w∗
i − wi|p

) 1
p

(4)

The perturbation is restricted using p-parameters, which
are usually L0, L2, and L∞. The original input text can
be represented as x = w1w2...wi...wn, where wi ∈ D is
a word and D is a word dictionary. In order to satisfy
the semantic consistency, the original text is modified by
using the words in the adversarial search space obtained
based on phonetic and glyph encoding construction, and
the maximum modification threshold is set to constrain
the modification magnitude, as shown in Equation (5):

F (x∗) ̸= F (x),Cost (x∗, x) ≤ σ (5)

where Cost(·) denotes the cumulative frequency of text
modification and σ denotes the maximum threshold of
modification.

2.2 WordDeceiver

In this section, we focus on four parts: 1) how to construct
the adversarial search space based on phonetic and glyph
encoding; 2) how to design a word substitution strategy;
3) how to determine the replacement order; and 4) how
to optimize the adversarial examples.
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2.2.1 Building an Adversarial Search Space
Based on Phonetic and Glyph Encoding

The quality of the adversarial search space determines
the quality of the adversarial examples. Therefore, the
text combines the glyph and phonetic characteristics of
Chinese characters to construct the adversarial search
space to improve the quality of the adversarial examples.
Firstly, the Chinese characters in the dictionary are en-
coded with their phonetics and glyph, secondly, the Ham-
ming distance between each character and other charac-
ters after encoding is calculated, and finally, the similarity
is calculated based on the Hamming distance, and finally,
the top K characters are selected and added to the ad-
versarial search space in descending order of similarity.

1) Phonetic and glyph encoding methods
The encoding includes both phonetic and glyph
parts.

Phonetic part: The phonetic structure of Chinese
characters consists of consonants, vowels, and
tones, so encoding phonetics should also include
these three parts. For some Chinese characters
with a vowel between the consonant and the
vowel, such as u in nuan, i in miao, etc., an
additional coding bit is needed.

The first part represents the consonant, there
are 23 consonants, which are represented by five
binary digits. To weaken the difference between
flat and warble consonants in the later calcula-
tion of similarity, the same encoding is used for
zh and z, ch and c, and sh and s.

The second part represents the vowel. There
are 24 types of vowels, which are represented by
five binary digits. Similarly, the same encoding
is used for the front and back nasals. Both con-
sonants and vowels encoding are in Gray Code
form, which minimizes the difference between
two adjacent encodings with similar pronuncia-
tions. The encoding of consonants and vowels
is shown in Table 1 and Table 2.

The third part is the additional encoding bit,
which is used in the same way as the encoding
of the vowel and is represented as five zeros if
there is no additional encoding.

The fourth part is the tone, which consists of
four tones and can be represented by two binary
numbers, 00, 01, 10, and 11 in that order.

Thus, there are a total of 5+5+5+2=17 binary
digits in the encoding representation of the pho-
netic part.

Glyph part: The glyph features of Chinese charac-
ters include structure, four-corner coding, and
strokes, so these three parts need to be coded.

The first part is the structure of the glyphs.
Since Chinese characters have 14 different struc-
tures, so they are represented by four binary

Table 1: Encoding representation of consonants

b=00000 p=00001 m=00011 f=00010

d=00111 t=00101 n=00100 l=01100

g=01111 k=01110 h=01010

J=01001 q=01000 x=11000

zh=11011 ch=11010 sh=11110

z=11011 c=11010 s=11110 r=11111

y=11100 w=10101

Table 2: Encoding representation of vowels

a=00000 ai=00001 ao=00011 an=00010

i=00111 ie=00101 iu=00100 in=01100

o=01111 ou=01110 ong=01010 ang=11101

e=01001 ei=01000 er=11000 en=11001

u=11011 ui=11110 un=11111 ing=01100

ü=11100 üe=10100 ün=10101 eng=11001

Table 3: Classification accuracy of models

structure encoding structure encoding
single character 0000 Upper right surround 0100

Left-right 0001 Upper three surrounds 1100
Left-center-right 0011 Lower three surrounds 1101
Upper-lower 0010 Left three surrounds 1111

Upper-middle-down 0110 Full surround 1110
Upper Left surround 0111 interpenetration structure 1010
Lower left surround 0101 Structure of the character Pin 1011

digits, and the same Gray Code form is used
to make the structures with similar glyphs simi-
lar in encoding representation. The encoding of
glyphs structure is shown in Table 3.

The second part is the four-corner coding of Chi-
nese characters, which is used to describe the
morphological characteristics of Chinese charac-
ters. Each Chinese character can be represented
by four numbers from 0 to 9, and the corre-
sponding four-corner coding can be obtained by
finding the Four-angle Number Indexing System
for Chinese Characters.

The third part is the strokes of the Chinese char-
acter, and the number of strokes is expressed as
a 16-bit binary number. That is, the number of
strokes z is encoded as shown in Equation (6):{

0xFF if z > 16
2z − 1 if z ⩽ 16

(6)

Therefore, the encoding representation of the
glyph part has a total of 4+ 4Ö 4+ 16= 36
binary bits.

2) Similarity calculation method
Since the inconsistent number of binary bits in the
encoding representation of the phonetic and glyphic
parts will have different effects on the final similar-
ity, the contribution ratios b1 and b2 of the phonetic
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and glyphic parts in the final similarity calculation
need to be calculated, satisfying b1+b2=1, as shown
in Equation (7) and Equation (8), where qp denotes
the Hamming distance of a phonetic encoding, qx de-
notes the Hamming distance of a glyph encoding, and
l1 and l2 denote the binary length of a phonetic and
glyph encoding respectively.

b1 =
e

qp
l1

e
qp
l1 + e

qx
l2

(7)

b2 =
e

qx
l2

e
qp
l1 + e

qx
l2

(8)

The similarity S between Chinese characters is cal-
culated as shown in Equation (9):

S = 1− qp
l1

× b1 −
qx
l2

× b2 (9)

The similarity is sorted in descending order and the
top K characters are added to the adversarial search
space.

2.2.2 Word Substitution Strategy

For each word wi in the original sample x, the word w′
i ∈

Li in the adversarial search space Li corresponding to
that word is used for replacement, and the replacement
rule is shown in the following:

w∗
i = Q (wi, Li) =

argmax
w′

i∈Li
{P (ytrue | x)− P (ytrue | x′

i)}

where x = w1w2 . . . wi . . . wn, x
′

i = w1w2 . . . w
′

i . . . wn, x
′
i

denotes the text obtained after replacing each word wi

with w′
i in the adversarial search space Li of wi, and then

replacing wi with w∗
i to obtain the new text x∗

i .
The change in classification probability between x and

x∗
i indicates the best attack that can be achieved after

replacing wi, as shown in Equation (10):

x∗
i = w1w2 . . . w

∗
i . . . wn

∆P ∗
i = P (ytrue | x)− P (ytrue | x∗

i )
(10)

2.2.3 Replacement Order Strategy

In the text classification task, each word of the original
input text has a different degree of influence on the final
classification result, therefore, word saliency is incorpo-
rated into the algorithm to determine the replacement
order, and the final saliency score T (x,wi) is shown in
Equation (11):

T (x,wi) =


P (ytrue | x)− P (ytrue | x\wi)

if P (x) = P (x\wi) = ytrue
(P (ytrue | x)− P (ytrue | x\wi))
+ (P (y′ | x\wi)− P (y′ | x))

if P (x) = ytrue , P (x\wi) = y′, y′ ̸= ytrue

(11)

Algorithm 1 The Word substitution and Replacement
order strategy algorithm

Input:
Text x(0) before iteration;
Length of text x(0): n =|x(0)|;
classifier F ; Modify threshold σ;

Output:
Adversarial example x(i)

1: Begin
2: x(0) = w1w2...wi...wn

3: for all i = 1 to n do
4: Compute word saliency T (x(0), wi)
5: Get a set Li for wi

6: Replace wi with w
′

i ∈ Li

7: Get x
′

i = w1w2 . . . w
′

i . . . wn

8: w∗
i = Q(wi, Li)

9: Get x∗
i = w1w2. . .w

∗
i . . .wn

10: Compute ∆P ∗
i according to Eq.11

11: end for
12: Reorder wi such that
13: H(x,x∗

1,wi)¿ . . . ¿ H(x,x∗
n,wn)

14: for all i = 1 to n do
15: Replace wi in x(i−1) with w∗

i to craft x(i)

16: if F (x(i))̸=F (x(0)) and Cost(x(i), x(0))⩽σ then
17: return x(i)

18: end if
19: end for

where T (x,wi) as the word saliency score of word
wi∈x for the classification result P (x)=ytrue,
xnwi=w1 . . . wi−1wi+1. . . wn denotes the sentence
with word wi removed, P (y|x) denotes the confidence
level of text x predicted as label y. To prioritize the
replacement words, the degree of change in the classifica-
tion probability after replacement and the word saliency
of each word was considered. Therefore, the scoring
function is determined by ∆P ∗

i and T (x), as shown in
Equation (12):

H (x, x∗
i , wi) = φ(T (x))i ·∆p∗i (12)

where

φ(z)i =
ezi∑K

k=1 ezk (13)

φ(z)i is a softmax function that represents the ith compo-
nent of a vector φ(z). And φ(T (x)) indicates the softmax
operation of the word significance vector T (x), zi repre-
sents the ith component of vector z, and K =|T (x)|.

The replacement order is determined from the above
equation. Arrange all words w in x in descending order
according to H(x, x∗

i , wi). Then consider each word wi

under that order and replace it with w∗
i and repeat the

process until the classification label is changed and the
attack is successful.

The Word substitution and Replacement order strat-
egy algorithm is shown in Algorithm 1.



International Journal of Network Security, Vol.25, No.3, PP.414-424, May 2023 (DOI: 10.6633/IJNS.202305 25(3).04) 418

2.2.4 Optimize the Adversarial Example

A good adversarial example should not only achieve a high
attack success rate but also maintain a certain degree of
semantic similarity with the original sample, i.e., it can
induce the model to make false discriminations and also
make it undetectable to humans.

Therefore, under the premise that the generated ex-
amples are adversarial, in order to improve the similarity
between the original samples and the adversarial examples
and enhance the semantic consistency, w∗

i in the adversar-
ial examples x(i) is replaced in turn by finding words from
the adversarial search space Li of their original words wi

to satisfy Equation (14):

maxx(i) S
(
x, x(i)

)
s.t. C

(
P
(
x(i)
))

= 1 (14)

where C is an adversarial criterion that equals 1 if x(i)

is an adversarial example and 0 otherwise. S(x, x(i)) de-
notes the semantic similarity between the original sample
x and the adversarial example x(i), measured by the co-
sine value. If the replacement does not satisfy the adver-
sarial criterion then it is output as the final adversarial
example.

3 Experimental Evaluation

3.1 Dataset

Four Chinese datasets were selected for evaluation, as
shown in Table 4.

3.2 Target Model

The CNN consists of a 300-dimensional embedding layer,
three convolutional layers, and a fully connected layer.
The convolutional layer consists of 256 convolutional ker-
nels of sizes 2,3,4 with a step size of 1. The BiLSTM
consists of a forward LSTM and a backward LSTM, a
300-dimensional embedding layer, and a fully connected
layer.

3.3 Comparison of Experimental Meth-
ods

To verify the relationship between the accuracy of adver-
sarial example detection and the modification threshold
m, 1000 examples with lengths greater than 120 words
were selected from each of the two sentiment classifica-
tion datasets, and the corresponding adversarial exam-
ples were generated by adjusting the different modifica-
tion magnitudes. Four attack algorithms were compared
with DeepWordBug, FastWordBug, WordHanding, and
CWordAttacker on the sentiment analysis dataset. Re-
spectively, setting the parameter K=35. The maximum
modification threshold allowed for the Ctrip hotel, Jing-
dong shopping, and spam datasets was 30, and the max-
imum modification threshold for the news classification
was 11.

CNN

BiLSTM

Figure 1: The variation curve of detection accuracy with
modification threshold for the adversarial example of the
Ctrip review dataset

The variation curves of detection accuracy with modi-
fication threshold m for CNN and BiLSTM on the Ctrip
hotel dataset and Jingdong shopping review dataset are
shown in Figure 1 and Figure 2.

As the modification threshold m increases, the detec-
tion accuracy of the model gradually decreases, implying
that WordDeceiver can generate adversarial examples by
making modifications to individual keywords in the input
sequence. Compared with the baseline, the attack effect
tends to a steady state when the modification threshold
reaches about 18 words, indicating that the WordDeceiver
algorithm greatly reduces the perturbation rate and im-
proves the readability of the text.

To verify the effectiveness of the WordDeceiver algo-
rithm, four attack algorithms were compared with Deep-
WordBug, FastWordBug, WordHanding, and CWordAt-
tacker on the sentiment analysis dataset. The experimen-
tal results are shown in Tables 5 and 6.

The effect of the attack on CNN and BiLSTM models
was analyzed on four datasets. As can be seen from Ta-
ble 5, on the sentiment analysis dataset compared to the
baseline approach, the WordDeceiver algorithm proposed
in this paper can reduce the accuracy by up to 48.46%,
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Table 4: Classification accuracy of models

Dataset Task Classes Train Test Average words

Ctrip Sentiment analysis 2 12000 3000 135

JD Sentiment analysis 2 35000 5000 32

Spam Spam classification 2 90000 10000 56

THUCNews News classification 10 90000 10000 23

Table 5: Validation of the algorithm WordDeceiver on sentiment analysis tasks

(a) CNN

Dataset Method Ori acc(%) Accuracy(%) Reduction

C trip

DeepWordBug

91.27

75.46 15.81
FastWordBug 73.91 17.36
WordHanding 67.24 24.03
CWordAttacker 66.47 24.80
WordDeceiver 42.81 48.46

JD

DeepWordBug

90.85

72.62 18.23
FastWordBug 71.25 19.60
WordHanding 68.16 22.69
CWordAttacker 68.02 22.83
WordDeceiver 49.58 41.27

(b) BiLSTM

Dataset Method Ori acc(%) Accuracy(%) Reduction

Ctrip

DeepWordBug

91.26

68.52 22.74
FastWordBug 69.15 22.11
WordHanding 60.77 30.49
CWordAttacker 58.19 33.07
WordDeceiver 43.61 47.65

JD

DeepWordBug

93.04

70.28 22.76
FastWordBug 69.54 23.50
WordHanding 63.81 29.23
CWordAttacker 61.96 31.08
WordDeceiver 51.19 41.85

which is significantly better than the baseline. As can
be seen from Table 6, the WordDeceiver algorithm on the
spam and news headline datasets can reduce the accuracy
of the model by about 40% on average, demonstrating its
effectiveness and versatility in multi-scenario tasks.

3.4 Adversarial Examples Quality Mea-
surement

WMD (Word Mover’s Distance) is used to measure the
distance between two text documents, which is used to
determine the similarity between two texts, i.e., the larger
the WMD distance the smaller the text similarity, and the
smaller the WMD distance the larger the similarity. From
the generated adversarial examples, 2000 examples were
randomly selected for the experiment, and the experimen-
tal results are shown in Figure 3.

Compared with the baseline, the adversarial examples

with WMD distance in the range of 0-0.2 account for
33.8% of the total number of experimental samples, which
have higher similarity with the original samples; the to-
tal percentage of adversarial examples in the interval of
0-0.6 is 75.1%, which is higher than the baseline method,
indicating that the adversarial examples generated by the
WordDeceiver algorithm have less semantic deviation and
higher similarity with the original samples. Table 7 shows
an example of the original samples and the adversarial ex-
amples generated by the WordDeceiver algorithm. It can
be found that the generated adversarial examples can still
be understood by the semantic context, which preserves
the semantics well and is highly readable.

3.5 Transferability Assessment

To verify that the adversarial examples generated by the
WordDeceiver algorithm are transferable, experiments us-
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Table 6: Evaluating WordDeceiver performance on spam and THUCNews classification tasks

Dataset Model Ori acc(%) CWordAttacker WordDeceiver
Accuracy(%) Reduction Accuracy(%) Reduction

Spam
CNN 99.91 87.67 12.24 53.44 46.47

BiLSTM 99.84 87.25 12.59 53.23 46.61

THUCNews
CNN 91.52 68.90 22.62 57.13 34.39

BiLSTM 91.23 62.49 28.74 56.58 34.65

Table 7: Examples of original samples and generated adversarial examples

(a)CNN

(b)BiLSTM

Figure 2: The variation curve of detection accuracy with
modification threshold for the adversarial example of the
JD review dataset

ing BiLSTM and CNN models to generate adversarial ex-
amples to attack other models (including the BERT [2]
model) and Cloud Platforms are shown in Table 8 and
Table 9, respectively. The experimental results show that
the adversarial examples generated by the WordDeceiver
algorithm can be effectively transferred to other mod-
els and Cloud Platforms with an accuracy reduction of

Figure 3: Proportion of the number of examples in differ-
ent WMD distance intervals to the total examples

about 30%.

3.6 Human Evaluation

We performed a human evaluation of the adversarial ex-
amples generated by the WordDeceiver algorithm. Three
main aspects were evaluated: accuracy, the naturalness
of the adversarial examples from a perceptual perspective
(Nscore), and similarity (Sscore). The researchers ran-
domly selected 200 original samples from both sentiment
analysis datasets and their corresponding adversarial ex-
amples to be classified by volunteers and rated them on a
scale of 1 to 5, with higher ratings meaning better qual-
ity of the generated adversarial examples. A total of 10
volunteers participated in the experiment, and the evalu-
ation results are shown in Table 10. As can be seen from
Table 10, the human classification effect is still good. The
difference between the classification accuracy of the ad-
versarial example and the original sample is less than 3%,
and the naturalness score and similarity score are above
4. This indicates that the adversarial example generated
by the WordDeceiver algorithm retains the semantics to
a large extent and can be better understood by humans.
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Table 8: Results of adversarial examples generated using BiLSTM model to attack other models and Cloud Platforms

Dataset Model/Cloud Platform Ori acc(%) WordDeceiver
Accuracy(%) Reduction

Ctrip

CNN 91.27 57.85 34.42
BERT 90.13 58.12 32.01

Tencent Cloud 85.64 59.97 25.67
Baidu AI 87.08 61.56 25.52

JD

CNN 90.85 60.98 29.87
BERT 91.24 61.85 29.39

Tencent Cloud 88.27 63.89 24.38
Baidu AI 87.35 64.06 23.29

Table 9: Results of adversarial examples generated using CNN model to attack other models and Cloud Platforms

Dataset Model/Cloud Platform Ori acc(%) WordDeceiver
Accuracy(%) Reduction

Ctrip

CNN 91.26 59.98 34.28
BERT 90.13 60.60 31.53

Tencent Cloud 85.64 59.32 26.32
Baidu AI 87.08 60.92 26.16

JD

CNN 93.04 63.57 30.47
BERT 91.24 64.32 27.92

Tencent Cloud 88.27 61.51 26.76
Baidu AI 87.35 61.94 25.41

3.7 Adversarial Training

Adversarial training refers to the method of constructing
an adversarial example during the training of the model
and mixing the adversarial example with the original sam-
ple to train the model, in other words, adversarial attacks
are performed on the model during the training process to
improve the robustness of the model against adversarial
attacks. Therefore, in order to improve the robustness of
the model, 5000 original samples are randomly selected
from the Ctrip hotel review data, the corresponding ad-
versarial examples are generated on the BiLSTM model,
and a number of adversarial examples are randomly se-
lected and added to the original sample training set for
training, and the original test set and the adversarial ex-
ample test set are evaluated.

As can be seen from Figure 4, the more adversarial
examples are added to the training set, the higher the ac-
curacy of classification is and reaches more than 80%, in-
dicating that adversarial training can effectively improve
the robustness of the model.

4 Conclusion

In this paper, we propose WordDeceiver, an adversarial
attack method for classifying Chinese text under black-
box conditions, which can induce the model to make
wrong decisions. The method first constructs adversarial
search space for each Chinese character by combining the
character glyph and phonetic features, determines the re-
placement order by word salience and classification prob-
ability, generates adversarial examples using word Sub-

stitution strategy, and designs a new method to improve
the semantic similarity between the adversarial examples
and the original samples while ensuring the success of
the attack. The adversarial examples generated by the
WordDeceiver algorithm can reduce the accuracy of CNN
and BiLSTM models by up to 48.46% and 46.61%, and
transfer to other models with an accuracy reduction of
about 30%, and the attacks are all better than other at-
tack methods. In addition, the word importance calcu-
lation function and modification strategy can be further
optimized and improved. In future work, we will analyze
and improve these problems and conduct more in-depth
exploration and research on how to enhance the robust-
ness of text classification models.
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Abstract

Secure multiparty computation (SMC) is an important
technology to protect data privacy in cooperative com-
putations and has developed into a hot research field in
cryptography. Private set computation is an important
aspect of SMC, and secure multisets computation is es-
sential in practice. Privately computing the sum of el-
ements of the intersection of multisets is a new secure
multiparty computation problem that has not been stud-
ied, which also has many applications in practice. This
paper addresses this intersection sum problem. First, we
design a new encoding scheme, one participant encodes
their private multiset as a matrix, and the other partic-
ipants perform some operations on the matrix according
to their multiset in turn and finally obtain the sum. We
use a threshold elliptic curve cryptosystem to design a
protocol to realize this process and use the well-accepted
simulation paradigm to strictly prove that the protocol
is secure in the semi-honest model. Theoretical analysis
and experimental results show that our protocol is highly
efficient.

Keywords: Cryptography; Elliptic Curve Cryptosystem;
Secure Multiparty Computation

1 Introduction

Yao [21] first proposed and studied the millionaire prob-
lem, which pioneered the secure two-party computation.
After that, Goldwasser and Goldreich, et al. [3, 4] pro-
posed and studied the general secure multiparty compu-
tation(SMC) problem. Now, SMC has become a very
hot research topic in cryptography, involving range query
[13,17], location query [5,22], set problems [15,18], vector
problems [11,19].

Multisets are widely used in life. For example, multiset
is used to record the information about age and occupa-
tion collected by banks, blood type, blood pressure, and
heart rate of patients collected by a hospital. Such infor-
mation is private information. If multi parties use these
data to perform cooperative computation, a secure mul-
tiparty computation protocol is necessary.

There has been some research work on secure multiset
computation problems. [12] used the polynomial oblivious
computation to design the protocol of multiset intersec-
tion, union, and their cardinalities. [1] used oblivious sort-
ing and date comparison to design protocols for standard
sets and multisets operations. [2] used matrix and homo-
morphic encryption schemes to address secure two-party
multiset intersection computation.

The elements sum of intersection or subset also are
important set operation problems, and there are few re-
search results on such problems [14,16]. [16] addressed the
cardinality and the sum of the elements of the intersec-
tion of two private standard sets. In this paper, we study
the secure multiparty computation of the sum of elements
of the intersection of some private multisets. The main
contribution of this paper is as follows:

1) We design an encoding scheme that encodes a multi-
set into a matrix and computes the sum of elements
in the matrix to compute the sum of the elements of
the intersection of some multisets.

2) Because the threshold elliptic curve cryptosystem
(TECC) has additive homomorphism, and can re-
sist the collusion attack, we apply TECC to design
a protocol to realize the private computation of sum
of elements of the intersection.

3) We analyze and test the efficiency of the proto-
col. The theoretical analysis and experimental re-
sults show that the proposed protocol is efficient and
feasible.

2 Preliminaries

2.1 Semi-honest Models and Security

In this model, participants will follow the protocol as re-
quired, but keep the information received during the ex-
ecution of the protocol, and try to derive additional in-
formation about other participants’ private data after the
execution.

Assume that there are n participants P1, · · · , Pn, hav-
ing private input data x1, · · · , xn, respectively. Denote
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x̄ = (x1, · · · , xn). The parties want to compute the func-
tion f(x̄) = (f1(x̄), · · · , fn(x̄)) through protocol π and
Pi, i ∈ [1, n] = {1, · · · , n} receives output fi(x̄). Dur-
ing the execution of the protocol, Pi receives message se-
ries viewπ

i (x̄) = (xi, ri,M
1
i , · · · ,M

ti
i , fi(x̄)), where M j

i

represents the j-th message Pi received. ri is the ran-
dom number Pi chosen. Suppose I = {Pi1 , · · · , Pis} ⊂
{P1, · · · , Pn}. viewπ

I (x̄) is defined as

viewπ
I (x̄) = (I, viewπ

i1(x̄), · · · , view
π
is(x̄)).

Definition 1. If for any subset I ⊂ {P1, · · · , Pn}, there
is a probabilistic polynomial-time algorithm S such that

{S(I, (xi1 , · · · , xis , fI(x̄))}
c≡ {viewπ

I (x̄)}, (1)

where fI(x̄) = (fi1(x̄), · · · , fis(x̄)), and
c≡ denotes com-

putationally indistinguishable, we say that protocol π se-
curely computes function f(x̄) in the semi-honest model.

2.2 Threshold Elliptic Curve Cryptosys-
tem

The elliptic curve cryptosystem is an important public key
cryptosystem with additive homomorphism and has im-
portant applications in SMC [6–10,20]. In this paper, we
apply the threshold elliptic curve cryptosystem (TECC)
to design our protocol. Three algorithms for a TECC are
described below:

Key generation. All participants P1, · · · , Pn coopera-
tively choose an elliptic curve Ep(a, b) and a base
point G on the curve, where p is a large prime num-
ber, and request the order of G is a large enough
prime number (the order of G is the minimum posi-
tive integer L such that LG = O). Each Pi chooses a
random number ki as his/her private key, and com-
puters Ki = kiG. The public key is K =

∑n
i=1 Ki.

Encryption. A plaintext message m is first encoded to
a point M on the Ep(a, b), choose a random num-
ber r(1 ≤ r ≤ L − 1), and computes the ciphertext
E(m) = (C1, C2) = (M + rK, rG).

Cooperation decryption. To decrypt a ciphertext
C = (C1, C2), the participant Pi calculates kiC2 and
publishes it (this process is called partial decryption).
Participants further calculate M = C1 −

∑n
i=1 kiC2,

and then decode M to get the final decryption result
m = D(C) (this process is called fully decryption).

Remark 1. In the following, we encode m as mG where
G is a base point of the elliptic curve, which keeps the
additive homomorphism of the cryptographic scheme to
the original plaintext message. In this way, coding m1,m2

to m1G,m2G, E(m1) + E(m2) = E(m1 + m2), that is,
the ciphertext of (m1+m2) can be directly calculated from
the ciphertexts of m1 and m2 without decryption. When
decrypting (C1, C2), only (m1 + m2)G can be obtained,
due to the difficulty of the discrete logarithm problem on

elliptic curves, m1 +m2 cannot be obtained directly from
(m1 + m2)G, and further decoding is required to obtain
m1 +m2. However, when the range of m1 and m2 is not
too large, a coding table can be made, and the value of
m1 +m2 can be determined by looking up the table.

Because in a threshold cryptography system, a cipher-
text can be decrypted only when some participants work
together, the threshold cryptography system is an impor-
tant mean to resist collusion attacks. In the following, we
use TECC to design our protocol, and all the operations
in the protocol are performed on the elliptic curve group
Ep(a, b).

2.3 Re-randomization and Semantic Se-
curity of TECC

Because the elliptic curve cryptosystem has additive ho-
momorphism, by adding an E(0) to E(m), a new cipher-
text of m can be obtained, and this process is called re-
randomization.

TECC is semantically secure, which means the same
plaintext can be encrypted into different ciphertext forms,
and all ciphertexts are computationally indistinguishable.

3 Securely Computing the Sum of
Elements of the Intersection of
Multisets

3.1 Problem Describe

Suppose Pi (i ∈ [1, n]) owns private multiset Xi, the el-
ements of these multisets belong to set Q = {q1, · · · , ql}.
For any i ∈ [1, n], k ∈ [1, l], let s

(i)
k represent the times

that qk appears in Xi, and suppose that s
(i)
k does not ex-

ceed a positive integer m. Then Xi can be written as
Xi = {(qk, sik)}lk=1, and X =

⋂n
i=1 Xi = {(qk, αk)}lk=1

represents the intersection of X1, · · · , Xn, where αk rep-
resents the times that qk appears in X, with αk =

min{s(1)k , · · · , s(n)k }.
P1, · · · , Pn want to compute the sum of elements of the

intersection X (i.e.,
∑l

k=1 αkqk) without revealing any
additional information about the private multiset Xi.

For convenience, we set X̄ = (X1, · · · , Xn), and define

the function y = F (X̄) =
∑l

k=1 αkqk. In the following, we
will design the secure computation protocol for y = F (X̄).

3.2 Encoding Scheme and Protocol De-
sign

Encoding scheme 1. In the protocol design, the partic-
ipant P1 first encodes his/her private multisetX1 into
an l×mmatrix A(1): for any k ∈ [1, l], the k-th row of

the matrix A(1) is expressed as A
(1)
k = (a

(1)
k1 , · · · , a

(1)
km)

in which there are s
(1)
k q′ks followed by m−s

(1)
k zeros,
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that is,

A
(1)
k = (

s
(1)
k︷ ︸︸ ︷

qk, · · · , qk,

m−s
(1)
k︷ ︸︸ ︷

0, · · · , 0). (2)

Protocol 1 Privately computing the sum of the ele-
ments of the intersection of n multisets.

Input: Xi = {(qk, s(i)k )}lk=1, i ∈ [1, n].

Output: y = F (X̄) = F (X1, · · · , Xn).

Setup: P1, · · · , Pn jointly select an elliptic curve
Ep(a, b) and a base point G on the curve. Pi se-
lects ki as private key and jointly generate public
key pk =

∑n
i=1 kiG.

1) P1 does the following:

a. Encodes X1 into A(1) = (a
(1)
kj )l×m accord-

ing to Encoding scheme 1.

b. Uses the public key pk to encrypt each
element of A(1) and obtains C(1) =
E(a

(1)
kj )l×m, and sends C(1) to P2.

2) For i = 2 to n− 1

For each k ∈ [1, l], Pi replaces m− s
(i)
k elements

of the k-th row in C(i−1) with E(0) from back
to front and randomizes the other elements of
the k-th row. Denotes the new matrix by C(i)

and sends C(i) to Pi+1.

3) Pn obtains C(n−1) = (c
(n−1)
kj )l×m, and computes

C =

l∑
k=1

(

s
(n)
k∑

j=1

c
(n−1)
kj ) + E(0).

4) Pi, i ∈ [1, n] partially decrypts C using private
key share ki to get Yi, and publishes Yi. All
parties can calculate the full decryption result
y. Outputs y.

4 Security Proof

Theorem 1. Protocol 1 is secure in the semi-honest
model and can resistant any collusion attack.

Proof. Since in Protocol 1, the status of P1 and Pn are
different from that of P2, · · · , Pn−1 while the status of
P2, · · · , Pn−1 are equal. Therefore, it is suffice to prove
that X1, X2, Xn are secure. For Xi, the most serious at-
tack is that all other parties collude to obtain the infor-
mation about Xi, therefore, it suffices to prove that there
exists a simulator S for Ii = {P1, · · · , Pn}\{Pi} such that
Formula (1) holds.

Case 1. X1 is secure. We prove this by constructing sim-
ulator S such that Formula (1) holds. S works as
follows:

1) Given input (I1, X2, · · · , Xn, F (X̄)), S
randomly chooses an X ′

1 such that
F (X ′

1, X2, · · · , Xn) = F (X̄).

2) S generates the private key shares k′i, i ∈ [1, n],
and the public key is pk′. S first encodes X ′

1 as

Â(1) = (â
(1)
kj )l×m following Encoding scheme 1,

and encrypts each element of Â(1) with pk′ to
obtain Ĉ(1).

3) For i = 2, · · · , n, S simulates step 2) of Proto-

col 1, obtains Ĉ(n−1) = (ĉ
(n−1)
kj )l×m, and com-

putes

Ĉ =

l∑
k=1

(

s
(n)
k∑

j=1

ĉ
(n−1)
kj ).

4) S first applies the private key shares
k′i, i ∈ [1, n] to partially decrypt Ĉ, gets

Ŷ1, Ŷ2, · · · , Ŷn, and obtains the full decryption
result F (X ′

1, X2, · · · , Xn).

In the execution of Protocol 1,

viewπ
I1(X̄) = {X2, · · · , Xn, C

(1), Y1, F (X̄)}.

Set

S(X2, · · · , Xn, F (X1, X2, · · · , Xn))

= {X2, · · · , Xn, Ĉ
(1), Ŷ1, F (X ′

1, X2, · · · , Xn)}.

Because TECC is semantically secure, all the ele-
ments in C(1) are computationally indistinguishable
from the elements of Ĉ(1), and the partial decryp-
tion result Y1 is also computationally indistinguish-
able from Ŷ1. Because F (X̄) = F (X ′

1, X2, · · · , Xn),
therefore,

{S(I1, X2, · · · , Xn, F (X ′
1, X2, · · · , Xn))}X1

c≡ {viewπ
I1
(X1, X2, · · · , Xn)}X1

.

Case 2. Xn is secure. Simulator S for In works as fol-
lows:

1) Given input (In, X1, · · · , Xn−1, F (X̄)), S ran-
domly chooses an X ′

n (suppose that the times

of qk appears in X ′
n is ŝ

(n)
k ), such that F (X̄) =

F (X1, · · · , Xn−1, X
′
n).

2) S generates the private key shares k′i, i ∈ [1, n],
and the public key is pk′. S uses pk′ to encrypt
each element of A(1), and obtains the ciphertext
matrix Ĉ(1).

3) For i = 1, · · · , n− 1, S simulates step 2) of Pro-

tocol 1, and obtains Ĉ(n−1) = (ĉ
(n−1)
kj )l×m.

4) According to the X ′
n, S computes:

Ĉ =

l∑
k=1

(

ŝ
(n)
k∑

j=1

ĉ
(n−1)
kj ).

5) S first applies the private key shares k′i, i ∈
[1, n] to partially decrypt Ĉ to get Ŷi, i ∈
[1, n], and obtains the full decryption result
F (X1, · · · , Xn−1, X

′
n).
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In the execution of Protocol 1,

viewπ
In(X̄) = {X1, · · · , Xn−1, C, Yn, F (X̄)}.

Let

S(In, X1, · · · , Xn−1, F (X̄1, · · · , Xn−1, Xn))

= {X1, · · · , Xn−1, Ĉ, Ŷn, F (X1, · · · , Xn−1, X
′
n)}.

Since Pn adds a ciphertext E(0) when calculating
C, according to the semantic security of TECC,
even if all other participants collude, no informa-

tion about Xn be leaked, then we have C
c≡ Ĉ,

and the partial decryption result Yn is also compu-
tationally indistinguishable from Ŷn. And because
F (X̄) = F (X1, · · · , Xn−1, X

′
n), therefore,

{S(In, X1, · · · , Xn−1, F (X1, · · · , Xn−1, Xn))}Xn
c≡ {viewπ

In
(X1, · · · , Xn−1, Xn)}Xn

.

Case 3. X2 is secure. Similar to the Case 2, we can also
construct a simulator S for I2, such that Formula (1)
holds. We omit the detail here.

To sum up, Protocol 1 is secure in the semi-honest model
and can resist arbitrary collusion attacks.

5 Protocol Efficiency

In this section, we mainly analyze the efficiency of Proto-
col 1 and show the experimental results.

5.1 Computational Complexity and
Communication Complexity

Computational complexity. In this paper, the proto-
col is designed under the restriction of the complete
set Q with |Q| = l. Suppose that the times of each
element appearing in the multiset do not exceed m.
Protocol 1 is designed based on the elliptic curve
cryptosystem, where point multiplication (such as
rG) is the most time-consuming operation. There-
fore, we measure the computational complexity with
the number of point multiplications required for Pro-
tocol 1.

Protocol 1 encrypts ml(n− 1) + 1 times and cooper-
atively decrypts once, therefore, Protocol 1 requires
2ml(n − 1) + n + 2 point multiplications. In Proto-
col 1, the replacement and rerandomization process
of P2, · · · , Pn−1 only needs to encrypt zero ml(n−2)
times, and these encryption operations can be per-
formed offline. So the online computational complex-
ity of Protocol 1 is 2ml+ n+2 times point multipli-
cations.

Communication complexity. In secure multiparty
computation, communication complexity is often
measured by the number of communications.

In Protocol 1, the joint generation of public key and
joint decryption require n times of communications,
and n participants’ interaction also require n times
of communications. So Protocol 1 requires 3n times
of communications.

5.2 Experiment

Experimental environment. The configuration of the
experimental environment is as follows: Windows10
64-bit operating system, Intel(R) Core(TM) i5-9400
CPU 2.90GHz with 16.0GB memory. The exper-
iments are simulated on PyCharm platform using
Python 3.9.4 language in the environment described.

Experimental method. We analyze the execution time
of the protocol with the growth of l and n by exper-
iment test. The experimental results are shown in
Figure 1 and Figure 2.

It can be seen from Figure 1 that when n is fixed,
the execution time increases linearly as l increases.
It can be seen from Figure 2 that when l is fixed, the
execution time increases linearly as n increases.

6 Conclusions

This paper mainly studies a new problem: privately com-
puting the sum of the elements of the intersection of multi-
sets. First, we propose a new coding method to transform
the problem into a matrix computing problem. Then, we
use threshold elliptic curve cryptosystem to realize private
matrix computing and use the simulation paradigm to
prove that our protocol is secure in the semi-honest model.
Theoretical analysis and experimental results show that
the protocol is efficient. In the future, we will further
study the related problems in the malicious model.
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Abstract

The safe and efficient operation of the campus network is
the basis for everyday teaching and learning in schools,
so it is of practical significance to classify the malicious
traffic in the campus network and make a targeted de-
fense. Based on data mining techniques, this paper con-
structed a data set, performed feature vector selection,
built the Random Forest (RF) algorithm model to classify
the traffic, and compared the classification results with
those of decision tree (DT) and Support Vector Machine
(SVM) algorithms. The experimental results showed that
no matter how the percentage of malicious traffic in the
total network traffic data changed, the recognition accu-
racy of the RF algorithm always remained around 96%;
at the same time, its missing report rate was 6.67%, the
precision was 96.55%, the recall rate was 93.33%, and the
F-value was 0.949. The RF algorithm performed better in
recognition and classification than the other two classifica-
tion algorithms. It is concluded that compared with other
algorithms, the RF algorithm has better detection speed
and classification accuracy and can also classify malicious
traffic with high accuracy in the case of a small amount of
malicious traffic, which can better prevent security prob-
lems in campus networks.

Keywords: Campus Network; Data Mining; Malicious
Traffic; Random Forest Algorithm

1 Introduction

Campus network is currently an indispensable part of
teaching and learning in colleges and universities, and it
is a relatively open area in the whole Internet [17], with
many terminals and a high degree of information sharing.
Students can obtain course schedules, grades, professional
knowledge, and other information from the campus net-
work. However, due to the epidemic in recent years, the

emergence of various new types of online teaching soft-
ware has expanded the openness of the campus network;
as a result, more malicious traffic enters the campus net-
work, making the management of the campus network
more difficult. Some studies of network malicious traffic
are reviewed below.

Fang et al. [7] proposed a new method for detecting
malicious Transport Layer Security (TLS) traffic based
on communication channels. The method selected fea-
tures from distribution features, consistency features of
TLS handshake fields, and statistical features using a ge-
netic algorithm. The experimental results showed that
compared with other classification methods, the proposed
method had more stable detection efficiency on different
data sets, an accuracy of 97.65%, and a higher F1 score.

Chen et al. [4] proposed a new network traffic classi-
fication model-ArcMargin, validated the proposed model
with three data sets, and found that ArcMargin had bet-
ter performance in both network traffic classification task
and open set task. In order to verify the data set col-
lected using DOROTHEA can be used to fit a classifica-
tion model for malicious traffic detection, Campazas-Vega
et al. [3] performed experiments and found that all four
models constructed with MoEv obtained detection rates
higher than 93%.

Yang et al. [16] constructed a deep learning-based ma-
licious traffic detection model for encrypted networks and
performed automatic feature extraction for encrypted ma-
licious network traffic. They found through experiments
that the model could distinguish between normal and ab-
normal encrypted network traffic, with an accuracy of
99.94%. Al-Fawa’Reh et al. [1] studied the likelihood
of exposing zero-day malicious network traffic in a large
campus network based on cloud environment and found
through experiments that it was 100% accurate for spe-
cific types of attacks and 97.97% accurate as a compre-
hensive detection mechanism.

Liu et al. [10] constructed a malicious traffic detec-
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tion model with a hierarchical attention mechanism and
proved that the model performed well in terms of different
evaluation indicators, including detection rate, false pos-
itive rate, and F-score. The purpose of this paper is to
detect and classify malicious traffic in campus network en-
vironment. This paper built a model based on the random
forest (RF) algorithm to classify campus network traffic
and carried out experiments after constructing a data set
and selecting feature vectors. The classification results of
the RF algorithm were compared with those of the Sup-
port Vector Machine (SVM) algorithm and the Decision
Tree (DT) algorithm to prove the feasibility of the RD
algorithm model in classifying malicious traffic. This pa-
per provide a reference for better detection of malicious
traffic in campus networks.

2 Campus Network Malicious
Traffic Classification

2.1 Campus Network Malicious Traffic

The campus network has many end-users, resulting in a
jumble of data traffic on the network, most of which is
normal data traffic, but some traffic has attack behavior
that can cause great harm. Traffic with attack behav-
ior can be called malicious traffic. Malicious traffic can
be divided into four categories: network attacks, account
attacks, traffic fraud, and malicious crawlers.

Most of them come from automated programs, usu-
ally without permission to invade, interfere with the nor-
mal network or crawl network data. For example, ticket
scalpers use automated software to grab tickets, some peo-
ple crack the login to the account and steal the property
in the account, companies or individuals hire others to
increase page views and followers; Distributed Denial of
Service (DDoS) attacks cause the server to stop working
properly, etc. The above traffic is all malicious. Some
scholars have proposed network traffic-based anomaly de-
tection technology for such malicious traffic [8].

Constructing classifiers to identify network traffic pat-
terns through data mining technology and detecting the
presence of abnormal traffic in the network can make cam-
pus network maintenance personnel make timely and ef-
fective active defense to better maintain the stability and
safe operation of campus networks.

2.2 Random Forest Algorithm

Network traffic classification is the process of construct-
ing a classification model using an algorithm to classify
traffic with the same characteristics into a class. The tra-
ditional network traffic classification methods are based
on port, host behavior, or active load [12], but the cur-
rent emergence of more new types of traffic has led to
the low practicality of these three methods. The net-
work traffic classification problem can be divided into su-
pervised, semi-supervised, and unsupervised. According

to related studies, the supervised classification method is
slightly time-consuming and labor-intensive but relatively
accurate, and its applicable algorithms include DT [11],
neural network [14], RF algorithms [2].

In this study, the RF algorithm in data mining tech-
nique was used to construct a model to classify campus
network traffic and find out malicious traffic. The RF al-
gorithm is an integrated learning algorithm based on DT,
and its randomness is reflected in the fact that not all the
features to be selected are used in the bifurcation process
of each of its subtrees, but some features are randomly
selected among all the features to be selected, and then
the optimal features are selected from these features. Its
model building process is as follows.

1) k samples are randomly selected from the initial data
set and randomly put back to sampling, which can
form k training sets.

2) The k training sets are trained to obtain k DTs.

3) Feature vectors are randomly selected, and the best
feature is selected from each DT for bifurcation.

4) The generated k DTs form a RF. The results of all
DTs are voted, and the one with the highest votes is
the final classification result of the model.

3 Case Analysis

3.1 Data Source and Processing

Since there are few public data sets related to campus
network traffic, the author decided to build the experi-
mental initial data set containing normal network traffic
and malicious network traffic by himself. The data collec-
tion method was to use different probe devices of the cam-
pus network for initial screening and collection of campus
network traffic. The traffic was selected from July to De-
cember 2022. A total of 10,326 traffic data was collected,
and some of the traffic data were extracted and converted
into malicious traffic by using Flightsim, a network secu-
rity tool. After conversion, the number of normal traffic
was 5,679, and the number of malicious traffic was 4,647.

Moreover, as there were some inconsistent data in the
data set, these data were preprocessed to meet the input
requirements of the algorithm model. The data process-
ing operations are as follows. First, whether the format
of the initial data set was pcap format was checked. If
not, the format was changed. The length of each traf-
fic data was unified as 1,024; the excess was intercepted,
and the deficiency was supplemented by 0. The miss-
ing features and wrong information features were found
out through information gain [15] calculation, and logical
relations were used to supplement these features. Each
feature was calculated and normalized to generate the fi-
nal feature vector. The processed data set was divided
into a training set and a test set for model training and
testing, respectively.
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3.2 Experimental Design

The campus network traffic data were collected first to
build the experimental data set. Then, the data were
processed through format unification, length interception,
data supplement and correction to achieve the require-
ments for the input model. Then, the feature importance
of the campus network traffic was calculated according to
the IG value and Pearson correlation coefficient, and the
relatively important features were selected as the input of
the RF classification model.

The processed data set was divided into a training set
and a test set, and the training set was fed into the RF
classification model for feature learning and training. Af-
ter training, the test set was input into the classification
model for classification of malicious traffic to verify the
classification effect of the RF classification model. Finally,
the RF classification model was compared with SVM [6]
and DT models to verify the effectiveness of the RF algo-
rithm model.

3.3 Evaluation Indicators

The ultimate purpose of the experiment is to determine
whether the input data is malicious traffic, and there-
fore it is a binary classification problem. The most com-
monly used evaluation indicators in the binary classifica-
tion problem, including the missing report rate, the pre-
cision, the recall rate, and the F-value [13], were chosen
to evaluate the overall performance of the model. The
numerical results were used to test the feasibility of the
model. When the values of the precision, recall rate, and
F-value were closer to 1, it proved that the model was
better at classification.

The missing report rate indicates the percentage of
samples that are positive actually but are predicted as
negative, and the formula is defined as:

FNR =
FN

TP + FN

The precision rate represents the percentage of samples
predicted to be positive among all samples of network
traffic, and the formula is defined as:

P =
TP

TP + FP

The recall rate represents the percentage of samples
that are positive actually and are predicted as positive,
and the formula is defined as follows:

R =
TP

TP + FN

where TP is the number of traffic correctly determined
as malicious, TN is the number of traffic correctly deter-
mined as normal, FP is the number of traffic incorrectly
determined as malicious, and FN is the number of traffic
incorrectly determined as normal.

The precision and recall rate were comprehensively as-
sessed by the F-value, and its formula is defined by the
following equation:

F =
P ∗R
P +R

∗ 2

3.4 Analysis of Results

Before starting the experiment the data features of the
input RF model were extracted to form a feature vec-
tor as input for malicious traffic identification and clas-
sification. Ten features, including the number of bytes
sent/received, the average session time, the average value
of connection period, the five-tuple feature in the packet
(source IP, source port, destination IP, destination port,
and transport layer protocol), the frequency of request
URLs, the server domain name feature, etc., were set, and
their information gain values [9] and Pearson correlation
coefficients [5] were calculated.

In general, the closer the absolute value of the Pearson
correlation coefficient was to 1, the stronger the correla-
tion between two features; the closer the absolute value
of the coefficient was to 0, the weaker the correlation be-
tween two features. It was seen from the Pearson correla-
tion coefficient values in Table 1 that the absolute values
of the coefficients of the ten features were all lower than
0.5, i.e., the features were relatively independent of the
other and could be used for the subsequent RF model
classification. A larger IG value indicated the more im-
portant features. It was seen from the data in Table 1
that the IG value of the five-tuple feature in the data
package was the highest, reaching 0.311, which was the
only feature with an IG value above 0.3; the coefficient
of variation of the request interval and the Gini value of
the ID connection had lower IG values compared with the
rest of the features, with values hovering at 0.1; the IG
values of the other seven features did not differ much and
were above 0.2. Therefore, the coefficient of variation of
the request interval and the Gini value of the ID connec-
tion were removed, and the remaining eight features with
high importance were selected as the feature vectors for
the input of the RF algorithm.

Figure 1 shows the line graphs of the precision of RF
and SVM algorithms under different percentages of ma-
licious traffic in the total network traffic. It was seen
from Figure 1 that the accuracy precision of SVM and
DT algorithms fluctuated greatly. The precision was the
highest, 95.94% and 92.91%, respectively, when the mali-
cious traffic accounted for 45% of the total traffic. When
the percentage was 25% and 35%, the precision increased
synchronously as the percentage increased. When the
percentage was 55% and 65%, the precision decreased,
although the percentage kept increasing. Different per-
centages represented the different balance of the data set;
the more the percentage converged to 0.5, the higher the
balance of the data set.

Therefore, it was concluded that the balance of the
data set had some influence on the classification perfor-
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Table 1: Selection of features of malicious traffic

Feature name IG value Pearson correlation coefficient

Number of bytes sent/received 0.294 0.4201
Average session duration 0.261 0.3926

Average value of connection period 0.249 0.1923
Five-tuple feature in the packet 0.311 0.2463

Coefficient of variation of the request interval 0.103 0.2137
Frequency of request URLs 0.251 0.3447
Gini value of ID connection 0.117 0.1954
TLS handshake feature 0.243 0.3657
Server certificate feature 0.257 0.2689

Server domain name feature 0.289 0.3462

mance of SVM and DT models, and it was necessary to
keep the balance of the data set as much as possible to
get the best classification performance. However, Figure 1
shows that the broken line of the RF algorithm was rela-
tively stable, but its precision always maintained around
96%, and there was no significant upward or downward
trend with the increase of the proportion of malicious traf-
fic. It was seen that for the unbalanced data set, the RF
algorithm could balance the error, suggesting good recog-
nition and classification performance.

Figure 1: Experimental results of malicious traffic at dif-
ferent percentages

At the end of the experiment, the classification results
of the RF classification algorithm were compared with
those of the SVM and DT classification algorithms. In
terms of computing time, the RF algorithm differed little
from the DT algorithm, but it was slightly higher than
that of the DT algorithm and was 2.19 s faster than that
of the SVM algorithm. In terms of the missing report
rate, the RF algorithm was only 6.67%, which was the
lowest among the three classification algorithms and was
much lower than the other two classification algorithms.
In terms of precision, recall rate, and F-value, these values
of the RF algorithm were higher than those of the SVM
and DT algorithms, reaching 96.55%, 93.33%, and 0.9492,
respectively. According to the above data, the RF algo-

rithm had the best classification performance, followed by
the SVM algorithm and the DT algorithm. These results
proved that the RF algorithm could well classify the ma-
licious traffic present in the campus network accurately.

4 Conclusion

This paper briefly introduced the malicious traffic and the
RF classification algorithm and studied the classification
of malicious traffic in campus network based on the RF
algorithm in data mining technology. Before the experi-
ment, the author constructed a data set by himself and
carried out data pre-processing. The data were divided.
The data in the training set were used for feature learn-
ing and training of the RF model, and the test set was
input to the optimal model to obtain the final experimen-
tal results. The results showed that no matter how the
percentage of malicious traffic in the total data changed,
the recognition accuracy of the RF algorithm was main-
tained around 96%, which was relatively stable; at the
same time, its missing report rate, precision, recall rate,
and F-value were 6.67%, 96.55%, 93.33%, and 0.9492, re-
spectively, which were better than the two classification
algorithms, SVM and DT. These results prove that the
RF algorithm can still maintain a stable and high recog-
nition rate for unbalanced data and has high efficiency
and accuracy in classifying malicious traffic in campus
network. The RF algorithm can guarantee the normal
and safe operation of campus network and provide a solid
foundation for the teaching work of the school.

References

[1] M. Al-Fawa’Reh, M. A. Al-Fayoumi, “Detecting
stealth-based attacks in large campus networks,” In-
ternational Journal of Advanced Trends in Computer
Science and Engineering, vol. 9, no. 4, pp. 4262-4277,
2020.

[2] S. Bagui, J. Simonds, R. Plenkers, T. A. Bennett,
S. Bagui, “Classifying UNSW-NB15 network traf-



International Journal of Network Security, Vol.25, No.3, PP.431-435, May 2023 - Galley Proof (DOI: 10.6633/IJNS.202305 25(3).06) 435

Table 2: Experimental results of different classification algorithms

Computing time Missing report rate Precision Recall rate F-value

The RF algorithm 17.28s 6.67% 96.55% 93.33% 0.9492
The SVM algorithm 19.47s 16.67% 89.29% 83.33% 0.8621
The DT algorithm 17.52s 30.00% 72.41% 70.00% 0.7119

fic in the big data framework using random forest
in spark,” International Journal of Big Data Intelli-
gence and Applications, vol. 2, no. 1, pp. 39-61, 2021.

[3] A. Campazas-Vega, I. S. Crespo-Mart́ınez, Á. M.
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Abstract

With the rapid development of IoT, many heterogeneous
power terminals are connected, substantially increasing
the difficulty of network attack protection. How to ac-
curately grasp the supporting techniques such as sample
generation, vulnerability targeting, and vulnerability cor-
relation in intelligent vulnerability mining to improve the
efficiency of vulnerability mining and ensure grid security
is a major challenge we are currently facing. This pa-
per studies the multi-source power IoT terminal code vul-
nerability mining method based on reinforcement learn-
ing. Firstly, the static analysis method is used to scan
and analyze the source code of the multi-source power
IoT terminal, and the abstract syntax tree of the code
is constructed. A bidirectional search path algorithm is
adopted to expand the path range of the directed graph of
the multi-source power Internet of things terminal. Sec-
ondly, the vulnerability of multi-source power IoT ter-
minal code is located by the concept of dynamic taint
tracking. The taint tracking results are input into the
deep neural network model as samples. Finally, the pro-
tocol vulnerability mining model based on reinforcement
learning is constructed to obtain the vulnerability mining
results. The experimental results show that the method
has high vulnerability mining accuracy and coverage, can
record the type and location of vulnerabilities, and gen-
erate vulnerability reports to improve the security of the
smart grid.

Keywords: Dynamic Stain Tracking; Path Algorithm;
Power IoT Terminal; Reinforcement Learning; Vulner-
ability Mining

1 Introduction

Emerging intelligent devices are rapidly promoting the
popularization of intelligent life, and as an important part

of the Energy Internet, which play a vital role in the
intelligent and automatic production of the power grid,
such as data terminal units, remote terminal units, feeder
terminal units, smart meters, relay protection devices,
etc. [6]. The intelligent terminal of the power grid in-
fluences the power production process through monitor-
ing [25], control and protection, such as remote termi-
nal units can influence power production by opening and
closing the power line, and monitoring the voltage and
current to protect and control the power production in
real-time [22]. With the rapid development of the Inter-
net of things (IoT), the security problems behind IoT have
become increasingly prominent [13,15]. These networked
smart devices can make people’s life more convenient, but
security vulnerabilities may bring great potential harm to
power grid companies and users [4].

Taking data terminal units as an example, hackers
are very good at attacking the intelligent terminal de-
tection equipment by using the hidden back door vulner-
ability [23] [24]. Because the back door is a vulnerability
intentionally integrated in the embedded device and can
provide remote access to anyone with “secret” authentica-
tion information, the malicious attacker will conduct ma-
licious operations and steal sensitive information through
the back door vulnerability [20]. Smart meters are also
one of the equipment types with serious vulnerabilities.
Attackers can use vulnerabilities such as buffer overflow
to crash the target equipment, resulting in line overload
or even causing a fire in serious cases. There are many
serious security vulnerabilities in ZigBee and GSM com-
munication standards used by smart meters. However,
when manufacturers use GSM networks, many power de-
vices still do not introduce any form of encryption, and
attackers can hijack communication data and gain con-
trol of target devices [9, 12]. There are more or less code
security vulnerabilities, software package vulnerabilities,
sensitive information leakage and other security risks in
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terminal devices, which may be maliciously attacked by
attackers, resulting in the execution of malicious opera-
tions, information theft or equipment paralysis.

By analyzing security incidents of IoT devices, it can
be found that there are certain rules in the chain of at-
tacks on IoT devices [2]. For example, the attacker can
analyze the operation process and network behavior of
the device after obtaining and unpacking the firmware of
the device. It can also find the key information related to
security encryption, to carry out targeted vulnerability at-
tacks. From this point of view, the security of IoT devices
depends largely on the security of their firmware [18].

With the development of the smart grid, a large num-
ber of diversified and heterogeneous power terminals are
connected to the power grid. These power terminals not
only provide various functions and convenience to the
power grid, but also bring more security threats [10]. Un-
like the traditional power grid, there is a two-way flow
of information and data between smart grids. The origi-
nal “isolation” protection cannot effectively prevent more
attacks when a large number of power terminals are con-
nected. The power terminal itself has a large number of
software vulnerabilities, and most of them are embedded
terminal devices, which have the characteristics of slow
update. Once the vulnerability exists, it may be latent
for a long time and cannot be repaired in time. This al-
lows the attacker to seize control by attacking these power
terminal devices, and further use this as a springboard to
launch more attacks on the master station or control cen-
ter [21]. Therefore, ensuring the information security of
power terminals is the premise of ensuring the safe and
stable operation of the smart grid [28], so many scholars
study the methods of vulnerability mining.

Lai et al. [11] proposed a Modbus TCP vulnerabil-
ity mining test case generation model based on the anti-
sample algorithm. First, the recurrent neural network is
trained to learn the semantics of the protocol data unit.
The probability distribution of the data is expressed by
the softmax function. Then the random variable thresh-
old and the maximum probability are compared to deter-
mine whether to replace the current data with the min-
imum probability data. Finally, the Modbus application
protocol (map) header is completed according to the pro-
tocol specification. The method not only improves the
acceptance rate and vulnerability utilization ability but
also detects the vulnerabilities more quickly. However,
the false positive rate is too high, which will bring a lot of
unnecessary workloads. Chu et al. [5] solved challenges to
network security caused by botnet detection, vulnerability
mining and confrontation, which propose a botnet vul-
nerability mining and countermeasure algorithm. First,
a botnet model based on machine learning is designed.
Then, to realize global optimal evaluation and screening
of botnet detection, a combination of classification min-
ing algorithms and machine learning instruction sets are
designed. The method can quickly mine network vulner-
abilities and ensure network security. However, it can
only improve the mining rate, the accuracy rate of vul-

nerability mining is relatively low, which cannot achieve
the effect of vulnerability detection. Men et al. [16] have
studied the discovery of IoT vulnerabilities in the human-
machine interface. They start with code classification and
qualitative description of code features to explore the idea
of code similarity and homology analysis, which focuses
on the information of the firmware code gene, and through
discussion and analysis of the similarity and homology of
the firmware code, it provides a basis for mining the vul-
nerabilities of the IoT. The method can quickly find sim-
ilar vulnerabilities through the similarity and homology
of the firmware code vulnerabilities. However, the scope
of IoT vulnerability mining through the human-machine
interface is small, and only a part of known vulnerabilities
can be mined.

Reinforcement learning is one of the methodologies of
machine learning, which is used to describe and solve the
problem that an agent uses learning strategies to max-
imize returns or achieve specific goals in the process of
interacting with the environment [1]. Therefore, a mining
method based on reinforcement learning target at code
vulnerability of multi-source power IoT terminal is pro-
posed to expand the scope of vulnerability mining and the
correlation between vulnerabilities, improve the accuracy
of mining, and ensure the code vulnerabilities be quickly
and accurately mined in the case of multi-source data ac-
cessing the IoT. The main contribution of this method
is:

1) Common support technologies such as sample gener-
ation, vulnerability orientation and vulnerability as-
sociation are proposed to provide a foundation for
the vulnerability mining of multi-source power IoT
terminal code.

2) Use the dynamic stain tracking concept to intelli-
gently mine the vulnerabilities of the multi-source
power IoT terminal code.

3) The taint tracking results are input into the deep neu-
ral network model as samples to analyze and verify
the security of the protocol and detect the security
of multi-source power IoT terminal.

4) Experimental results show that the method has good
accuracy and a false alarm rate. Most of the vulner-
abilities can be detected without a high false alarm
rate.

2 Method

Aiming at the problems of weak ability and low effi-
ciency of traditional vulnerability mining technology, the
research and verification of intelligent vulnerability min-
ing technology of power IoT terminals are carried out.
Common support technologies such as sample genera-
tion, vulnerability orientation and vulnerability associa-
tion will provide support for intelligent vulnerability min-
ing of power IoT terminals. In addition, the dynamic stain
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analysis technology is improved to realize the intelligent
mining of firmware vulnerabilities. This paper analyzes
and verifies the protocol security based on the deep learn-
ing algorithm, establishes a protocol vulnerability mining
model based on reinforcement learning, and improves the
accuracy of vulnerability mining and test coverage.

2.1 Common Support Technology for In-
telligent Vulnerability Mining

2.1.1 Vulnerability Sample Generation Based on
Static Analysis

Program static analysis technology is often used in main-
stream vulnerability mining methods, which analyze the
program code without executing it, which is usually used
to scan the code and extract the program features for
subsequent analysis [27] [7]. In this paper, the common
lexical and syntax analysis methods in the static analy-
sis are used to scan and analyze the source code of the
multi-source power IoT terminal, and construct the ab-
stract syntax tree of the code. Meanwhile, symbol execu-
tion and model checking are adopted to check the abstract
syntax tree model of the code and match the vulnerability
pattern [17].

The specific process about sample generation of the
source code of multi-source power IoT terminal is to carry
out comprehensive static analysis and feature extraction
of the code, including lexical analysis and syntax analysis,
and build an abstract syntax tree of the code, which is
taken as the sample of the code, as shown in Figure 1.

Equipment 

code

Lexical analysis Syntax analysis Abstract syntax tree

Inline assembly 

processing
Token"asm"type

Figure 1: Sample generation process of multi-source
power iot terminal code

Specifically, the implementation of static analysis bor-
rows the idea of the compiler front-end. Figure 2 shows
the implementation process of a compiler. The compiler
front-end generates intermediate code after preprocessing,
lexical analysis, syntax analysis and semantic analysis of
C source code, and then the intermediate code is opti-
mized and processed by the compiler back-end to gener-
ate executable binary code [3]. The tool implemented in
this paper mainly needs to carry out a static analysis of
the source code. Referring to the idea of the compiler
front-end, the method of lexical analysis and syntax anal-
ysis can be used. Finally, the abstract syntax tree model
of the source code can be constructed. At the same time,

specific rules can be written to check out some nonstan-
dard code writing and syntax errors.

The part of 

speech analysis

Syntax 

analysis

Semantic 
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Intermediate code 
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Code 
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Figure 2: C source code compilation process

PLY (Python Lex yacc) is the python implementation
of lex and yacc. With the help of PLY library, we can
construct syntax rules to realize the static analysis of a
specific language. The main process of the static analyzer
is as follows:

1) Use lex to construct a proper lexical analyzer, and
convert the input source code of multi-source power
IoT terminal into a token sequence. In particular,
we define a token with the keyword “ASM” to iden-
tify the inline assembly in the code for subsequent
processing.

2) Preprocess the token sequence, remove the spaces
and comments in the code, merge the multiple lines
of code, and process the conditional compilation in-
structions, macro definitions and header files. Macro
substitution is required when dealing with macro def-
initions. When dealing with header file inclusion, the
above processing also needs to be performed recur-
sively for the included header file.

3) In the token sequence preprocessing, if a token with
“ASM” is encountered, the inline assembly process-
ing module is called to process the relevant sequence.
The module recognizes the assembly instructions in
the “ASM{}” format, recognizes and processes the
specific instructions, and generates the C language
expression.

4) The preprocessed token sequence does not contain
spaces and comments, preprocessing instructions
starting with #, nor inline assembly, but only con-
tains the actual code token.

5) The yacc module is used to construct an appropri-
ate parser, and the C language grammar is defined
according to the C99 standard to specify the syntax
rules. The preprocessed token sequence is parsed and
the syntax structure is recognized to generate an ab-
stract syntax tree, which is used as a sample of the
multi-source power IoT terminal code.

2.1.2 Vulnerability Orientation

The vulnerability orientation of multi-source power IoT
terminal code adopts a two-way search path algorithm to
expand the mining coverage of vulnerabilities [14]. Path
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generation based on the two-way search is to automati-
cally obtain the path from one code location to another.
It first obtains the control flow diagram, function call di-
agram and key code area of binary code by static analy-
sis method [19]. The two-way path search technology is
adopted to automatically obtain all program paths from
the input location of the binary terminal to its code area
from the input location of the tested terminal and the key
code area [8].

The control flow of the binary code can be rep-
resented by the directed graph Q = ⟨V,O⟩, where
V = {v1, v2, · · · , vn} represents the nodes of the di-
rected graph, n represents the number of nodes, O =
{e1, e2, · · · , em} represents the edges in the directed
graph, and M represents the number of edges. The in-
cidence matrix of the directed graph Q of the code can be
defined as:

M(Q) =


M1

M2

...
Mn

 = (mij)n∗m,

where aij =


1 Node vi has a jump

relationship with node vj

0 others

i = 1, 2, · · · , n; j = 1, 2, · · · ,m

(1)

The adjacency matrix of Q can be defined as:

A(Q) =


A1

A2

...
An

 = (aij)n∗n,

where aij =


1 Node vi has a jump

relationship with node vj

0 others

i = j = 1, 2, · · · , n

(2)

The starting point of the binary program control flow
diagram is node 1, and the ending point is node 10. The
forward search is started from the starting point 1, and
the reverse search is started from node 10. The specific
steps are as follows:

1) Starting from the starting node of the diagram, tra-
verse its edge as the output point to obtain the first
edge set S1 = {(1)(2)} of the forward search.

2) Starting from the end node of the multi-source power
IOT terminal code, first judge whether there is an
edge with the node 10 as the outgoing point (look up
the element that is not 0 in the 10th column of the
adjacency matrix A to obtain the elements a5∗10 and
a9∗10 , then there is an edge from the node 10 to the
node 5 and the node 9, and then go through the edge
with the node 10 as the outgoing point to obtain the
first edge set T1 = {(10)(9), (10)(5)} of the reverse
search.

3) Judging whether the end points of the edges in the
S1 obtained by the forward search and the end points
of the edges in the T1 obtained by the reverse search
are the same, and the end points of the edges in the
edge sets S1 and T1 are not the same.

4) Take the end point of each path in the edge set
S1 as the starting point, traverse its edge as the
exit point, and obtain the second edge set S2 =
{(1)(2)(3), (1)(2)(4)} of the forward search.

5) Taking the end point of each path in T1 as the start-
ing point, first judge whether there is an edge with
node 9 and node 5 as the degree point (look for el-
ements that are not 0 in the 9th and 5th columns
of A to obtain elements a7∗9, a8∗9 and a4∗5, then
there is an edge from node 9 to node 7 and node
8, and an edge from node 5 to node 4), and then
traverse the edge with node 9 and node 5 as the de-
gree point respectively, The second edge set T2 =
{(10)(9)(7), (10)(9)(8), (10)(5)(4)} (5)of the reverse
search is obtained.

6) Judging whether the end points of each path in S2

obtained by the forward search and the end points of
each path in the edge sets T1 obtained by the reverse
search are the same. If there is the same, a path
from the start point 1 to the end point 10 is found,
and the end points of the paths (1) (2) (4) in S2 and
(10) (5) (4) in T2 are the same, then a path (1) (2)
(4) (5) (10) from the start node 1 to the end node
10 is found, and the path is added to the path set
PathSet = {(1)(2)(4)(5)(10)}, and the path (10) (5)
(4) in T2 is deleted.

7) Repeat the above steps until the edge set of the di-
graph of the code obtained by the reverse search is
the empty set Tn.The path set is the set of paths
from the start node 1 to the end node 10.

The basic block where the binary program input po-
sition of the multi-source power IOT terminal code is lo-
cated is the starting point s of the digraph Q. The basic
block where the key code area in the binary program of
the multi-source power IOT terminal code is located is
the end point t of the digraph Q. Starting from the start
point s and the end point t, the algorithm of two-way
search can obtain all program paths from the start point
to the end point, and expand the scope of multi-source
power IOT terminal code vulnerability mining [26].

2.1.3 Vulnerability Association

Vulnerability association technology refers to the use of
known firmware vulnerabilities to detect homologous vul-
nerabilities in other firmware, so as to facilitate the subse-
quent multi-source power IOT terminal code vulnerability
mining and improve the efficiency of vulnerability mining.

1) Extract the numerical characteristics of the function
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Divide the binary file of the code into multiple func-
tions, and then extract the features of the functions.
The specific extraction process is as follows:

a. Function call graph
Function call graph is a directed graph. Nodes
represent functions, and directed edges repre-
sent the calling relationship between functions.
The function call graph of the code is analyzed
by the following parameters: callt, the number
of times that the function is called by other func-
tions; callf, the number of times that the func-
tion calls other functions; callt2, the number of
times that the function calls other functions,
and call F2 after de duplication are extracted
to form the call relationship feature.

b. Function basic properties
Analyze the basic information of the code func-
tion, calculate the stack space stack, the code
amount code, the number of call strings STR,
and the called string set strset. Perform instruc-
tion analysis on the function, count the number
of instructions Inst, the number of jump in-
structions jump, and the proportion of jump in-
structions jumpp, and calculate the instruction
entropy instept and jump instruction entropy
jumpept in combination with Equation (3).
Pk represents the proportion of (jump) instruc-
tions, and K is the total number of instructions.
The above characteristics constitute the basic
characteristics of the function.

Entropy = −
K∑

k=1

PklbPk. (3)

c. Functional control flow graph
One function corresponds to one function con-
trol flow graph (CFG). Each node in the graph
corresponds to one basic block in the function.
The directed edge between nodes corresponds
to the jump relationship between basic blocks.
The CFG of the source code is analyzed from
three aspects: point edge, degree and path.

The CFG of the code function is analyzed from
point to edge. Calculate the number of nodes
and edges of the CFG; Calculate the density
of the graph according to formula (4), which
constitutes the attribute characteristics of the
points and edges of the CFG.

density =
edge× 2

node (node− 1)
. (4)

Perform path analysis on the CFG of the code
function, calculate the minimum distance from
the entry basic block to any basic block by us-
ing Floyd or Dijkstra algorithm, construct the
ascending distance sequence pathlist, calculate

the average path length avepath and the graph
diameter (i.e. the longest path) diameter of the
graph, and calculate the graph link efficiency
effect according to Equation (5), which consti-
tutes the path characteristics of the CFG.

effect = (edge− avePath) /edge. (5)

Carry out degree analysis on the CFG, count the
out degree and in degree of each node, convert
the CFG into an undirected graph, calculate the
degree of each node of the undirected CFG, and
form the in degree ascending sequence IList,
out degree ascending sequence olist and undi-
rected degree ascending sequence ulist. From
the three degree sequences, respectively calcu-
late three maximum degrees IMAX, OMAX,
UMAX and three average degrees Ieva, oeva
and ueva; The entropy uept of the undirected
graph degree is calculated from Equation (1).
Calculate the clustering coefficient cluster of the
graph according to Equations (6) and (7), where
C represents the number of subgraph edges of
the undirected CFG composed of all neighbor
nodes of node K, dk represents the degree of
node K, and the above constitutes the degree
feature of CGF.

Cck =
2c

(dk − 1)× dk
. (6)

cluster =

K∑
k=1

(Cck/K) . (7)

The above 31-dimensional features are taken as
numerical features of one function. Feature se-
lection is the process of selecting some of the
most effective features from the original features
to reduce the dimension of the data set. It is an
important means to improve the performance of
the learning algorithm.

2) Calculate the similarity vector of the function to be
matched
Since the problem is the similarity measurement be-
tween code functions, not the classification problem,
the input of the neural network is not the 31 dimen-
sional feature of one function, but the similarity vec-
tor composed of the similarity of each dimensional
feature the code functions in sequence type and set
type, this paper adopts different similarity measure-
ment methods:

a. For sequence type features: pathlist, IList, olist,
ulist. Formula (8) calculate the longest common
subsequence (LCS) ratio of the sequence type
features L1 and L2 of the code functions f and
g to be compared as the similarity:

sim =

{
c0, L1 = 0 or L2 = 0
LCS(L1,L2)
max(L1,L2)

, others
(8)
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Where c0 is a constant between 0 and 1.

b. For collective features: calculate the Jaccard co-
efficients of collective features sf and sg of code
functions f and g as the similarity:

sim =

{
c1, |sf | = 0 and |sg| = 0
sf∩sg
sg∪sf

, others
(9)

Where c1 is a constant between 0 and 1.

c. For 26 dimensional features and quantitative
features. Use formula (10) to calculate the sim-
ilarity between the quantitative features Ff and
Fg of the code functions f and g:

sim =

{
c2, Fg = 0 and Ff = 0

1, 0− |Ff−Fg|
max(Ff ,Fg)

, others
(10)

Where c2 is a constant between 0 and 1.

Thus, the similarity degree of the 31-
dimensional features is obtained, and the value
range is [0,1], which constitutes the similarity
feature vector of the function pair (f, g)of each
code to be compared. The higher the similarity
of the code function, the stronger the correlation
of the code vulnerability.

2.2 Vulnerability Tracking Based on Dy-
namic Stain

According to the concept of dynamic stain tracking, the
possible location of code vulnerabilities of multi-source
power IoT terminal is located to facilitate the implemen-
tation of subsequent vulnerability mining.

The process of tracking code with the stain tracking
algorithm is cyclic. Analyze each target instruction and
judge whether it is a stain source. The stain source is the
possible location of the code vulnerability. The detailed
steps are explained as follows:

Step 1: Analyze the instruction at the current running
position to determine its type, instruction function,
instruction source operand and instruction destina-
tion operand, then proceeds to Step 2.

Step 2: Judge whether the instruction has data write
function according to the function and type obtained
in Step 1. If not, step forward and return to Step 2.
Otherwise, proceed to Step 3.

Step 3: If the instruction has a data writing function
and is not a jump instruction, fetch the operand and
judge whether the destination operand has the prop-
agation of tainted data, that is, judge whether the
operand is related to the tainted source according to
the definition of the state model. If yes, set the vari-
able to the polluted state, and then go to Step 5.
Otherwise, step proceeds to Step 2.

Step 4: If the instruction is a jump instruction, judge
whether the jump parameter is related to the pol-
lution data. If any parameter comes from the stain
variable, proceed step by step, and then proceed to
Step 1. Otherwise, wait for the return, and then go
to Step 1.

Step 5: Judge the instruction from step 3 according
to the security rules defined by the attack surface.
If yes, the variable associated with the operand is
placed into the dangerous state variable set, and the
stain source field is obtained. The danger weight as-
sociated with the field increases automatically. Fi-
nally, the single step advances to Step 1.

2.3 Vulnerability Mining Based on Rein-
forcement Learning

2.3.1 Deep Learning Network Model for Proto-
col Security Analysis and Verification

The security of source code of multi-source power IoT
terminal is analyzed and verified based on the deep learn-
ing algorithm. Generating adversarial network (GAN)
is a deep learning and unsupervised learning method.
The generation model randomly samples the multi-source
power IoT terminal code to form an input. By judging
that the input source of the model is from the actual sam-
ple of the code or the output of the generation model, the
real source of this input can be determined.

The confrontation between the generation of multi-
source power IoT terminal code sample model and the
discrimination model can be described as:

min
G

max
D

R (D,G) = Ez∼Pz(z) [log (1−D (G (z)))]

+Ex∼Pdata(x) [logD (x)] .
(11)

Where Pdata is the distribution of actual data, D(x)
is the output of the discrimination model, Pz is the dis-
tribution of generated data, G(x) is the output of the
generation model.

After optimization D:

max
D

R (D,G) = Ez∼Pz(z) [log (1−D (G (z)))]

+Ex∼Pdata(x) [logD (x)] .
(12)

After optimizing:

min
G

R (D,G) = Ez∼Pz(z) [log (1−D (G (z)))] . (13)

The feedforward neural network (FNN) is regarded as
the generation model, the support vector machine (SVM)
is the discrimination model, the FNN is always straight
forward, and the information is transmitted from front to
back.

SVM is a learning method used in classification and
regression analysis which is a linear classifier. Define its
straight line and optimization function respectively:

y (x) = b+ w2x. (14)
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min
1

2
∥w∥22 s.t.yp

(
b+ w2xp

)
≥ 1. (15)

According to Lagrangian duality, the problem is trans-
formed into an extreme value problem. First, the mini-
mum value of ω and B is solved, and then the maximum
value of α is calculated. Finally, the value of ω and B is
the protocol vulnerability detection result:

w =

n∑
p=1

apxpyp. (16)

b = yp −
n∑

p=1

apxpypyq aq > 0. (17)

The generated code samples are combined into a train-
ing set, and the training set is used to train and generate
an adversarial network. The generated protocol message
is input into the protocol system to check the system op-
eration. If the system is abnormal, it indicates that there
is a security vulnerability, and the vulnerability location
can be accurately found by using Equations (14) and (15).

2.3.2 Vulnerability Mining Model Based on
Deep Reinforcement Learning

In order to more efficiently use the dynamic strategy to
formally verify the security protocol of the multi-source
power IoT terminal, and make the deep learning strategy
generalized, it is necessary to optimize the deep learning
model in the verification framework. There are two chal-
lenges: 1) how to convert the formal verification data into
the input of the neural network on the premise that the
data information is relatively complete; 2) how to improve
and optimize the structure of the deep learning network
so that the model can be generalized.

Here, reinforcement learning is introduced to optimize
the design of deep learning network. The specific steps
are as follows:

Step 1: Select the protocols used in the deep learning
protocol security analysis model for random segmen-
tation, take 20 of them as the training set and 4 as
the verification set.

Step 2: Train the protocols in the training set in a multi-
threaded manner. For each protocol in each round of
training:

1) Tamarin prover is used to generate formal data,
and the data is converted into a proof theorem
tree.

2) The eigenvector is constructed for each node in
the current proof theorem tree that has not yet
been proved, and the corresponding action se-
lection probability of all these nodes and the
value of the current node are calculated using
the deep neural network (DNN).

3) Monte Carlo tree search (MCTS) is used for all
nodes calculated in step 2 (2), and each node
is selected, expanded and updated each time.
After 100 repetitions, the action selection of the
current node is performed using the results of
MCTS, until the action selection is completed
for all nodes.

4) Add all the action selections in step 2 (3) to the
proof theorem tree, and use the loop detection
algorithm to detect each non-terminated proof
path in the proof theorem tree.

5) If the path has generated a loop, the path will
be marked as a loop path, and no proof will be
performed. Otherwise, continue to repeat steps
2 (1) to 2 (4) for the path.

6) If all paths on the proof theorem tree have ter-
minated the proof, it indicates that the current
protocol is proved successfully or cannot termi-
nate the proof. It is necessary to evaluate each
node on the proof theorem tree and set rewards,
and save the data to the data buffer.

7) After the verification of all protocols in this
round, 256 data are randomly extracted from
the data buffer for training.

Step 3: The DNN is evaluated once every 5 times of
training. Compare the best model of the trained
and saved DNN, leaving the better model as the new
DNN, and taking it to verify the security of the pro-
tocol.

The security protocol of deep learning network is
trained by formal data generated in the process of re-
inforcement learning verification. For each feature vec-
tor, MCTS is performed under the guidance of the up-
per deep learning network. The probability of all cur-
rent optional actions will be generated after the MCTS is
completed. The probability is often closer to the desired
result (protocol completion verification) than the action
probability generated by the deep learning network af-
ter MCTS. Therefore, in the process of protocol verifica-
tion, the MCTS-based enhancement strategy is used to
select each action, and then the data that can complete
the verification and the data that cannot terminate the
verification are used as samples to train the deep learn-
ing network. The MCTS process can be regarded as a
powerful strategy evaluator. The iterative process of re-
inforcement learning repetition strategy uses the action
selection strategy generated by MCTS as the guidance of
the action selection strategy to update the parameters of
the deep learning network. The deep learning network pa-
rameter update makes the strategy and value generated
in the iterative process gradually approach the strategy
and value that can successfully verify the protocol, so as
to obtain more accurate code vulnerability mining results
of the power IoT terminal.
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2.4 Implementation of Protocol Vulnera-
bility Mining

The protocol vulnerability mining model based on rein-
forcement learning is used to improve the accuracy of min-
ing multi-source power IoT terminal code vulnerabilities,
as well as the coverage and efficiency, so as to ensure the
security of the power grid, as shown in Figure 3.

Generates an abstract syntax tree for code

The path generation algorithm based on bidirectional 

search determines the orientation of vulnerability mining

Intelligent association of firmware vulnerabilities

Dynamic stain analysis

Protocol security analysis and verification based on deep 

learning algorithm

Start

End

Output the result of vulnerability mining

Model optimization based on Reinforcement learning

Figure 3: Protocol vulnerability mining model based on
reinforcement learning

Using the common lexical analysis and syntax analy-
sis methods in the static analysis, the source code of the
multi-source power IoT terminal is scanned and analyzed,
and the abstract syntax tree of the code is constructed.
The abstract syntax tree is used as a sample set. The
path generation algorithm based on two-way search auto-
matically obtains all program paths from the binary code
input position sequence to its code area, and expands the
area where the source code vulnerabilities are mined. It
also studies the intelligent association of firmware vulner-
abilities of multi-source power IoT terminals, and uses
dynamic stain analysis technology to locate the possible
location of firmware vulnerabilities, providing basic sup-
port for the subsequent code vulnerability mining. The
protocol security is analyzed and verified based on the
deep learning algorithm, and the mining module is op-
timized through reinforcement learning to complete the
mining of code vulnerability.
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Figure 4: The accuracy rate, false alarm rate and under-
reporting rate of this method

3 Experiment and Analysis

3.1 Experimental Environment

The Juliet test suite is used as the test set to verify the
vulnerability mining effect of proposed method, which
contains test cases for C/C++ and Java. Each test case
presents a code vulnerability defined in CWE (common
vulnerability enumeration) in a simple manner. The en-
tire test set contains about 57000 C/C++ test cases and
24000 Java test cases, covering 118 different types of vul-
nerabilities. Each sample code contains functions with
and without vulnerabilities. We choose the test cases for
C/C++ to test the accuracy of our tools.

In the experiment, four types of vulnerabilities in-
cluding buffer overflow vulnerability, reuse after release,
null pointer reference and format string are selected for
the source code of the multi-source power IoT terminal.
Among them, we subdivide the buffer overflow vulnera-
bility into a stack based and heap based, and test the
double release as a separate category. The quantity dis-
tribution is shown in Table 1. To characterize the effi-
ciency of this method for vulnerability mining, the three
commonly used indicators of correctness, false alarm rate
and underreporting rate are used. The final test results
are shown in Table 2.

3.2 Quantitative Results

According to the defined indexes, we calculate the cor-
rectness rate, false alarm rate and underreporting rate of
the proposed method. The overall comparison is shown
in Figure 4.

It can be seen from Figure 4 that the detection accu-
racy rate of stack buffer overflow, heap buffer overflow
and reuse after release in the proposed method is high,
all higher than 60%. Although the detection rate of the
other four vulnerabilities is relatively low, they are all
above 50%, and will not be completely undetectable.

False alarm rate and underreporting rate are two very
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Table 1: Number of test cases for each type of vulnerability

Vulnerability type Test case name Quantity
Stack buffer overflow CWE141 Stack Based Buffer Overflow/s08 629
Heap buffer overflow CWE172 Heap Based Buffer Overflow/s03 113
Null pointer reference CWE376 NULL Pointer Dereference 373
Reuse after release CWE356 Use After Free 151
Double release CWE457 Double Free/s01 337
Format string CWE144 Uncontrolled Format String/s06 617

Table 2: Final test results

Vulnerability type Number of test cases Number of tests Correct quantity
Stack buffer overflow 629 535 438
Heap buffer overflow 113 99 87
Null pointer reference 373 272 209
Reuse after release 151 121 91
Double release 337 259 179
Format string 617 413 313

important indicators in vulnerability detection. If the
false alarm rate is too high, it will bring a lot of un-
necessary workloads. If the underreporting rate is too
high, it will not achieve the effect of vulnerability detec-
tion. Therefore, good vulnerability mining work will have
a balance between these two indicators. It can be seen
from Figure 4 that the false alarm rate of the proposed
method is relatively low, with an average of about 20%,
also it has a high false alarm rate for some vulnerabilities,
the highest is 49.2%, and the lowest is 23%. However, the
proposed method performs well in the accuracy and false
alarm rate. It can detect most vulnerabilities without a
high false alarm rate, but it also has the problem of a high
false alarm rate for some vulnerabilities.

3.3 Number of New Paths Executed by
Vulnerability Mining

The experiment analyzes the coverage rate of the code
and the vulnerability mining situation. The vulnerability
mining method based on the anti-sample algorithm [11]
and the botnet vulnerability mining method based on ma-
chine learning [5] are compared with the proposed meth-
ods. The details are shown in Figure 5.

It can be seen from the Figure 5 that during the 8-hour
test, the number of new paths executed by the proposed
method is 3212, while the number of [11] is 2395, and
the number of [5] is only 1532, and no more paths are
added in the last 3 hours. The proposed method performs
more new paths than the comparison methods, and the
growth rate of the new paths is also higher in unit time,
which indicates that the proposed method can mine more
vulnerabilities on the paths in a shorter time, enhance the
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Figure 5: Perform the new path number test results

detection ability of its code branches, and have a higher
test ability.

3.4 Code Coverage Test

The code coverage of proposed method and the two com-
parison methods is shown in Figure 6, where the code
coverage is defined as the ratio of the number of unexe-
cuted code basic blocks to the total number of code basic
blocks. According to Figure 6, in the 8-hour test, the
code coverage rate of proposed method is 28.7%, the code
coverage rate of the method in [11] is 32.3%, and the fi-
nal code coverage rate of the method in [5] is 13.6%. In
addition, the code coverage rate of proposed method is
higher than that of the comparison methods, which indi-
cates that proposed method can achieve the optimal code
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Figure 6: Code coverage test results

coverage rate in a shorter time, and is conducive to the
subsequent multi-source power Internet of things terminal
code vulnerability mining.

3.5 Search Test of Four Vulnerability
Functions

The experiment mainly verifies whether the method has
a good correlation effect in the real situation, that is, us-
ing the real vulnerability function to correlate in the real
firmware. The experimental process is as follows:

1) Select four vulnerability functions commonly used in
the firmware of multi-source power IoT terminal, as
shown in Table 3.

2) 375 firmware of MIPs platform are randomly selected
from the firmware of multi-source power IoT termi-
nal. The screening condition is whether the file name
contains elf files of “CGI” and “Web” substrings, and
a total of 305 binary files and 75113 functions are ob-
tained. Among them, the number of functions with
the same name as the vulnerability function is 30, 25,
50 and 48 respectively.

3) The numerical similarity between each vulnerability
function and the 74006 functions in step (1) is cal-
culated and sorted. Assuming n is the number of
functions with the same name as the vulnerability
function among the 75113 functions, and m is the
number of functions with the same name among the
top n functions with the highest score. Ideally, the
numerical similarity of the top n functions with the
same name with the highest score ranks among the
75113 functions. The value of M is between 0 and
N, and the closer m is to N, the better the corre-
lation effect. Experiments show that the number of
the first n functions with the highest scores is 31, 21,
35, 42. The correlation results of the four vulnerabil-
ity functions in the multi-source power IoT terminal
firmware are shown in Figure 7, which shows that
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Multi source power IOT terminal code vulnerability mining
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Figure 8: Graphical interface for code vulnerability min-
ing of multi-source power IoT terminal

the proposed method has a good vulnerability as-
sociation effect and provides a basis for subsequent
vulnerability mining.

The experiment uses Python language as the code vul-
nerability mining tool for power terminals. The tool can
be started in a graphical interface or command line mode,
as shown in Figure 8. The function area is on the left side
of the interface which displays various functions. The top
of the interface is the file display box, which is used to dis-
play the testing file selected by the user. At the bottom
of the interface is the vulnerability mining result display
box, which shows the output information and the final
result during the code vulnerability mining process.

The vulnerability mining interface is mainly divided
into two parts: the left is the toolbar and the right is the
specific functional area. The toolbar contains three tabs,
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Table 3: Four vulnerability functions in multi source power IOT terminal firmware

Vulnerability type Bug Function Firmware Binary
Stack buffer overflow strcpy(stack,str) B860AV2.1-A str
Heap Buffer Overflow strcpy(heap,str) ZTE-B860AV1.1T str
Null pointer reference printf(“Double Free p2”) WDR3320v2 free
Reuse after release printf(“buf2”,buf2) DIR-815V101 buf2

Multi source power IOT terminal code vulnerability mining
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Figure 9: Parameter setting of power terminal code vul-
nerability mining

namely “select file”, “parameter setting” and “vulnera-
bility mining”. “Select file” tab is mainly used to select
and clear the files to be tested. “Parameter setting” tab
is mainly used for parameter setting, such as the “file
configuration” button can set the header file and user-
defined configuration file to be included in the code file to
be detected. Click the “start running” button under the
“vulnerability mining” tab, all files and parameters will
be set by default, and the vulnerability mining process
will be started. Click the buttons of the “parameter set-
ting” tab in the left toolbar, the function area will display
the corresponding parameter selection interface, as shown
in Figure 9.

This tool scans and analyzes the input C language pro-
gram, generates the abstract syntax tree of the code, and
checks the abstract syntax tree model. The basis for
model checking comes from the code vulnerability pat-
tern described in Chapter 3. Once the code is detected to
match a certain vulnerability pattern, it is judged that the
vulnerability may exist, the vulnerability type and loca-
tion are recorded, and a vulnerability report is generated
at the end.

4 Discussion

The code vulnerability mining method of multi-source
power IoT terminal based on reinforcement learning can
detect the code vulnerability of the power terminal, but
there are still shortcomings and room for improvement,
which are mainly reflected in the following aspects:

1) The proposed method only implements the detection
of the four most common vulnerabilities, but in ac-
tual application, there are other types of code vulner-
abilities. We will continue to analyze and support the
detection of more types of vulnerabilities.

2) Due to the lack of test samples, the testing of the soft-
ware code of the multi-source power IoT terminal in
this paper is not comprehensive enough. We will col-
lect more multi-source power terminal software code
samples for more testing in the future.

3) The proposed method also faces the problems of code
complexity index rising and state space explosion
when detecting large-scale programs. The problem
is the biggest defect of the current program static
analysis method. How to optimize and improve it
needs further research.

5 Conclusion

In the smart grid environment, the access of a large num-
ber of heterogeneous power terminals will bring security
risks and hidden dangers. Most of the power terminal de-
vices are embedded devices, which have software vulner-
abilities, and because the embedded devices have defects
such as difficult software maintenance and long update
cycle, the vulnerabilities in these power terminals will be
latent for a long time and difficult to be repaired in time.
This paper proposes a multi-source power IoT terminal
code vulnerability mining method based on reinforcement
learning to improve the speed and accuracy of vulnerabil-
ity mining. It also expands the coverage of vulnerability
mining and improves the security of the smart grid.
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Abstract

This article briefly introduced blockchain technology
and the electronic data secure storage model based on
blockchain. First, it introduced an incentive mechanism
in the Practical Byzantine Fault Tolerance (PBFT) con-
sensus algorithm used in the model to optimize it. Then,
simulation experiments were conducted on the electronic
data secure storage model. Finally, it was compared with
the electronic data secure storage models under the Proof
of Work (PoW) and Proof of Stake (PoS) consensus al-
gorithms. The results showed that the electronic data
secure storage model proposed in this article commonly
used electronic data on-chain; the model effectively de-
tected data tampering behavior on the local server and
restored the tampered data. Furthermore, the improved
PBFT algorithm maintained a higher data throughput
and lower average latency at a higher request transmis-
sion rate.

Keywords: Blockchain; Consensus Algorithm; Electronic
Data; Secure Storage

1 Introduction

With the development of Internet technology and the pop-
ularization of mobile devices, people’s online lives are be-
coming more and more enriched, and activities that were
originally conducted offline, such as daily work communi-
cation, shopping, and renting, can now be done online [17]
Although the convenience has greatly improved, it has
also brought the disputes that would have arisen offline
to the online world. When the parties involved or a third
party mediate or arbitrate disputes, evidence is needed
just like in offline activities [1]. The evidence for online
activities is electronic data generated during the Internet
interaction process. However, compared with traditional
offline physical evidence, electronic evidence is more eas-
ily tampered with or destroyed, and if electronic data is to
be treated as legitimate evidence, it is necessary to ensure
the security of electronic data storage [11–13,20].

Blockchain technology has the features of decentral-
ization, tamper-proofing, and easy-to-trace, which are
in line with the secure storage need of electronic data.
Related studies are shown below [3, 4, 7, 23]. Tian [25]
studied the application of radio frequency identification
and blockchain technology in constructing agricultural
product supply chains. They collected, transmitted, and
shared real data on product production, treatment, stor-
age, distribution, and sales to ensure the authenticity of
food information [5, 14,21].

Yi [26] proposed the application of blockchain tech-
nology to protect logistics security and personal pri-
vacy, constructed a logistics blockchain model, and ver-
ified its efficiency and security on a distributed plat-
form. Mao et al. [22] used blockchain technology to en-
hance the effectiveness of supervision and management
in the food supply chain and evaluated the credit evalu-
ation text collected by the blockchain using Long Short-
Term Memory (LSTM). The results suggested that LSTM
with blockchain performed better for credit evaluation
text. This article briefly introduced blockchain technol-
ogy and the electronic data secure storage model based on
blockchain. An incentive mechanism was introduced to
the Practical Byzantine Fault Tolerance (PBFT) consen-
sus algorithm to improve the model. The electronic data
secure storage model was then simulated and compared
with the electronic data secure storage models under the
Proof of Work (PoW) and Proof of Stake (PoS) consensus
algorithms.

2 Blockchain

Figure 1 shows the basic architecture of a block in a
blockchain [2,6,19]. A block consists of a head and a body.
The head is an essential component of the block, which
seals the version number, random number, timestamp,
previous block hash, current block hash, and Merkle root
of the block [24]. The block body contains data related
to the transactions involved in the block, and they are
ensured to be authentic and tamper-proof through digi-
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tal signatures and summarized into a Merkle root using a
hash function. In the use of blockchain, the block body
data between blocks does not directly interact with each
other, but rather interact through the hash function in
the head, to verify whether the data stored in the block
has been tampered with [9].

Figure 1: The basic architecture of the block in blockchain

3 Blockchain-based Electronic
Data Secure Storage

3.1 Basic Model of Electronic Data Stor-
age

The basic architecture of the model used for secure stor-
age of electronic data combined with blockchain is shown
in Figure 2. In terms of hierarchy, it is separated into ap-
plication service layer, data storage layer, smart contract
layer, consensus mechanism layer, and blockchain data
layer. The application service layer is the structural layer
that directly interacts with users [10], which mainly in-
cludes functions such as user registration and login, data
submission, data finding, and security management. The
data storage layer is usually a local central database or
a trusted third-party database for storing user data, up-
loaded complete data, log data for operations on the stor-
age system, etc.. The smart contract layer contains smart
contracts with various execution functions, including en-
cryption of stored data and permission management of the
storage system. The consensus mechanism layer contains
the consensus mechanism algorithm for synchronizing the
data of blockchain nodes, which is the focus of the entire
blockchain electronic data storage. The blockchain data
layer contains plural nodes for building blocks [18].

The entire blockchain electronic data storage model
includes complete electronic evidence information, user
data, platform business data, and operation log data.
The complete electronic evidence information is stored
in a central database or a trusted third-party database,
while user data and platform business data are stored

Figure 2: Basic architecture of the blockchain-based se-
cure storage model for electronic data

in the platform’s own database. The hash data of the
electronic evidence and operation log data are uploaded
to the blockchain for storage after being verified by the
consensus algorithm. It can be said that the storage of
electronic evidence, operation log data, and user and plat-
form business data are independent of each other. In a
separate platform, only platform business data and user
traceability can be queried, and it is impossible to directly
obtain complete electronic evidence. After the operation
log data is uploaded to the chain, it receives the endorse-
ment of blockchain technology, ensuring the accuracy and
immutability of the log data [8].

3.2 Process of Blockchain Electronic
Data Storage

As described in the previous section on the model for
blockchain electronic data storage, the platform does not
contain complete electronic evidence [16], and queries can
only be made after account permissions have been veri-
fied. During this process, the log data generated by the
operations will be uploaded to the blockchain for storage
along with the hash value of the electronic data.

Figure 3 shows the secure storage process for electronic
data based on blockchain. The steps are shown below.

1) The user logs in to the secure storage system for elec-
tronic data with their account password.

2) In the storage system model, the user navigates to the
storage page, submits the complete electronic data at
the corresponding input point, selects a storage loca-
tion for the data, and stores the complete data. The
storage location includes the local center database
and trusted third-party databases.

3) The user selects the default wallet or provides their
personal wallet, which is used for encrypting the data
and is related to the user’s permissions.

4) The user encrypts the electronic data using the key
provided by the wallet and generates the digest in-
formation of the complete electronic data, i.e., the
hash value, along with the corresponding operation
log data.



International Journal of Network Security, Vol.25, No.3, PP.449-455, May 2023 (DOI: 10.6633/IJNS.202305 25(3).08) 451

Figure 3: The secure storage process of electronic data based on blockchain

5) The digest information and log data are verified using
the pre-set rules of the smart contract. If the verifi-
cation fails, the user needs to re-enter the electronic
data. If the verification passes, the process proceeds
to the next step.

6) Whether the data can be added to the blockchain
is determined by a consensus algorithm. In sim-
ple terms, the consensus algorithm broadcasts the
data to be added to the blockchain from one node to
other nodes in the blockchain for verification. When
the majority of nodes have verified the data, it will
be added to the blockchain and backed up in other
nodes. This article uses the PBFT algorithm as the
consensus algorithm to determine whether the data
can be added to the blockchain. In the PBFT al-
gorithm, it is first necessary to determine a primary
node in the same view of the blockchain, with other
nodes in the view serving as secondary nodes. The
formula for selecting the primary node is:

p = v mod |n|, (1)

where p is the serial number of the primary node, v is
the serial number of view, and |n| is the total number
of nodes in the view.

The traditional PBFT algorithm assumes that all nor-
mal nodes will participate in the cooperation, but in real-
ity, nodes in a blockchain network tend to be rational and
self-interested. In order to maximize their own interests,
they are more inclined not to cooperate, resulting in a
low success rate of consensus among blockchain network
nodes, which is not conducive to the storage of electronic
data. Therefore, this paper introduces an incentive mech-
anism when selecting the primary node [27]. After select-
ing primary node p through Equation (1), the incentive
value of the node must also be judged. Only when the
incentive value of the node exceeds the preset threshold
can it be selected as the primary node. The formula for
calculating the incentive value that the node can obtain
after each successful consensus is reached is:

θ1 = α · θ

θGC =

{
θ
n − c node cooperation
θ1
n node non-cooperation

(2)

where theta is the service fee paid by the client to the
blockchain network, α is the proportional factor of the
service fee for revenue lure to the node, theta1 is the ser-
vice fee for revenue lure to the node, n is the number of
nodes in the blockchain, c is the cost per node to par-
ticipate in the collaboration, and thetaGC is the incentive
value (net gain) that each node can obtain after successful
consensus, which varies depending on whether this con-
sensus process is collaborative or not. After determining
the primary node using Equations (1) and (2), the client
sends a data-on-chain request to the primary node. After
the primary node verifies the request, it broadcasts it to
the nodes in the blockchain. The secondary nodes vali-
date the request and provide feedback on the validation
result to the other nodes in the blockchain. When more
than two-thirds of the nodes pass the validation, the con-
sensus is successful, and each node stores the uploaded
data in its local blockchain ledger, completing the secure
storage of electronic data; otherwise, the client is notified
to resend the request.

4 Experiment Analysis

4.1 Test Environment

The testing of the blockchain-based electronic data
secure-storage model was conducted on the laboratory
server, and the blockchain network required for the elec-
tronic data storage model was provided by the Ethereum
virtual machine. The laboratory server used for testing
had the following specifications: quad-core i7 CPU, 16
GB memory, and 1024 GB hard disk. To facilitate the
simulation, the Ethereum virtual machine was set with a
single-core i5 CPU, a working frequency of 2.5 GHz, and
4 GB storage. The virtual machine provided ten nodes.

4.2 Testing Content

1) Test of electronic data on-chain function The stor-
age on-chain function of the electronic data secure-
storage model was tested first. The steps were:

a. Login to the account;
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b. Upload electronic data following the prompts on
the electronic data upload interface;

c. Click the ”on-chain” button;

d. Check the on-chain status of the data in the
evidence list.

2) Test of electronic data storage security In the elec-
tronic data secure-storage model, the data was not
only stored on the laboratory’s server but also backed
up in the nodes of the blockchain network. Since the
process of storing electronic data not only used ac-
count password permissions but also encrypted the
data, it would take a long time for an attacker to
modify the data on the laboratory’s server. There-
fore, in this security testing, the stored data on the
laboratory’s server was directly modified to simulate
the scenario of the laboratory’s server being attacked
and tampered with. After that, the stored data was
queried in the query interface of the electronic data
secure-storage model.

3) Latency and throughput of electronic data stor-
age model under different consensus algorithms For
the electronic data secure-storage model based on
blockchain, the consensus algorithm is an important
mechanism to guarantee the security of electronic
data on-chain. This paper introduced an incentive
mechanism based on the traditional PBFT algorithm
to encourage nodes to actively participate in coop-
eration. To further prove the performance of the
improved PBFT algorithm, it was with the PoW
and PoS algorithms in the experiment. The PoW
algorithm allows nodes to compete for accounting
rights by calculating difficult problems using com-
puting power, and the nodes with accounting rights
broadcast to the rest of the nodes. After verifying the
broadcast computing results, the other nodes backup
the block data of the accounting node to their local
blockchain, thus keeping the data consistent in the
distributed nodes of the blockchain.

The PoS algorithm introduces the concept of ”coin
age” based on PoW. It uses ”coin age” to narrow the range
of random values required for computing problems, re-
duce computing power, and make nodes with longer ”coin
age” easier to obtain accounting rights. The nodes that
obtain accounting rights backup the block data, same as
described above.

When testing the latency and throughput of the elec-
tronic data storage model under the three consensus al-
gorithms, the size of the electronic data to be stored was
set to 20 GB. Different data on-chain sending rates were
then set to detect the average latency and data through-
put of the electronic data storage model under the three
consensus algorithms.

4.3 Experimental Results

This article first tested the data on-chain function of the
blockchain-based electronic data security storage model.
The steps for electronic data on-chain were divided into
four steps, and the test results for each step are shown in
Table 1.

Step 1 tested the login function of the storage model,
and different feedback were given based on whether
the account password was correct or not.

Step 2 tested the data upload function of the storage
model, and whether the ”upload” button could be
used depended on whether there was input data in
the input box on the upload page.

Step 3 tested the data on-chain function of the storage
model, and whether the ”on-chain” button could be
used depended on whether the electronic data was
successfully uploaded in the previous steps. Step 4
tested the query function of the storage model, and
whether the data was successfully on-chain deter-
mined whether the corresponding electronic data
could be queried in the query interface.

After testing the data on-chain function of the
blockchain-based electronic data secure-storage model, se-
curity testing was conducted. The results are shown in
Figure 4. In Figure 4, (1) is the data query result when the
information has not been tampered with. (2) is the model
upload interface when the storage data are tampered with
by a hacker with permission, and the tampered content
is highlighted by a red box. In this case, the hacker re-
places ”2019/12/17” in ”sales date” with ”2018/12/31”.
(3) is the query result after the data has been tampered
with. It was seen from Figure 4 that when querying the
tampered data, a prompt indicating that the data has
been tampered with was returned due to the inconsis-
tency between the data digest information stored in the
local server and the backup data digest information on
the blockchain, and it also asked if the data should be
restored. The restored data content was consistent with
(1), so it is not shown here in detail.

The consensus algorithm is an important component
of the blockchain-based electronic data security storage
model, which ensures the authenticity of data on-chain.
In addition, the consensus algorithm requires nodes in the
blockchain to reach consensus, which affects the efficiency
of data on-chain. Figure 5 shows the data throughput
and average latency of the storage model under different
on-chain request sending rates for three consensus algo-
rithms. First, regarding the change in data throughput,
it was seen from Figure 5 that the throughput of three
consensus algorithms increased with the increase of the
sending rate when the request sending rate was low. How-
ever, after reaching a certain sending rate, the through-
put remained basically unchanged. The PoW algorithm
stabilized at a throughput of 230 TPS after reaching a
sending rate of 500 TPS; the PoS algorithm stabilized at
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Table 1: The testing results of the electronic data on-chain function

Testing process Test results

Step 1 1: After entering the correct account password, the user logs in successfully
and jumps to the data upload page.
2: If the account password is wrongly entered, the page will not jump, but the
prompt of ”account or password error” will appear.

Step 2 1: Enter electronic data in the input box on the data upload page, click the
”upload” button, and return the prompt f ”successful upload”.
2: If electronic data are not entered in the input box, the ”upload” button
cannot be clicked.

Step 3 1: After the electronic data is uploaded successfully, click the ”on-chain” but-
ton, and the prompt of ”successful on-chain” will appear.
2: When the electronic data upload fails, the ”on-chain” button cannot be
clicked.

Step 4 1: In the query interface, the successfully on-chain data can be seen according
to the serial number of electronic data.
2: In the query interface, the electronic data that are not successfully uploaded
cannot be seen.

Figure 4: Electronic data storage security test results

a throughput of 320 TPS after reaching a sending rate of
600 TPS; the improved PBFT algorithm stabilized at a
throughput of 450 TPS after reaching a sending rate of
800 TPS. Then, regarding the change in average latency,
similarly, when the request sending rate was low, the av-
erage latency of the three consensus algorithms remained
basically unchanged. However, after reaching a certain
sending rate, the average latency increased. The PoW al-
gorithm stabilized at an average latency of 0.56 s before
reaching a sending rate of 500 TPS and then gradually
increased; at a sending rate of 1000 TPS, the average la-
tency was 3.24 s. The PoS algorithm stabilized at an
average latency of 0.34 s before reaching a sending rate of
600 TPS and then gradually increased; at a sending rate
of 1000 TPS, the average latency was 2.13 s. The im-
proved PBFT algorithm stabilized at an average latency
of 0.12 s before reaching a sending rate of 800 TPS and
then gradually increased; at a sending rate of 1000 TPS,
the average latency was 1.12 s.

5 Conclusion

This article briefly introduced blockchain and the elec-
tronic data secure-storage model based on blockchain.
An incentive mechanism was introduced to improve the
PBFT consensus algorithm used in the model. Then, sim-
ulation experiments were conducted on the electronic data
secure-storage model. The improved model was compared
with the electronic data secure-storage models under the
PoW and PoS consensus algorithms. The results are as
follows.

1) The test results of the electronic data secure-storage
model for the on-chain function of electronic data
showed that the model could perform normal on-
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Figure 5: Average latency and data throughput of electronic data storage models under three consensus algorithms

chain operations on electronic data.

2) The electronic data secure-storage model could ef-
fectively detect whether the data has been tampered
with and used the backup in the blockchain to restore
the tampered data when facing local server data tam-
pering.

3) Under the three consensus algorithms, the data
throughput of the storage model increased with the
increase of the request sending rate and remained sta-
ble after reaching a certain rate; the improved PBFT
algorithm maintained higher throughput at higher
sending rates; the average latency of data transmis-
sion remained stable before reaching a certain send-
ing rate and then increased with the increase of the
sending rate; the improved PBFT algorithm main-
tained a lower average latency at a higher sending
rate.
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Abstract

A hash function based on Spark and a two-dimensional
coupled dynamic integer tent map is constructed to ad-
dress the security and efficiency issues when handling
large data volumes of plaintext information. First, the
plaintext is read and partitioned in the Spark platform;
then, each data block is processed in parallel; a Merkle
tree structure is used to take fixed-length data every time
for compression, and the compression function uses two-
dimensional coupled image lattice with dynamic integer
tent map, with additional dynamic parameters to enhance
the obfuscation performance—the parallel processing by
the Spark big data platform results in a significant im-
provement of the algorithm running efficiency.

Keywords: Chaos; Hash Function; Spark; Tent Map;
Two-dimensional Coupled

1 Introduction

With the rapid development of Internet, cloud comput-
ing, Internet of Things, social media and other informa-
tion technologies in recent years, the data accumulated
in various industries are showing an explosive growth
trend [12]. In order to cope with the situation such as
the proliferation of data volume and to handle large-scale
high-dimensional data, using Hadoop distributed comput-
ing is an effective solution, such as Kim et al. [10] and
Cui et al. [4] proposed algorithms based on it. With the
development of technology, people gradually found that
MapReduce, the core component in Hadoop, has many
drawbacks, such as not good at real-time computation
and cannot return results in milliseconds or seconds like
MySQL; the output results of each MapReduce job are
written to disk, which will cause a lot of disk IO, resulting
in very low performance. Thus Spark was born as an al-
ternative to MapReduce, Spark implements a distributed
fault-tolerant memory structure that uses as much mem-
ory as possible on multiple nodes, significantly improving
overall performance, and many Spark-based algorithmic

studies have emerged, leading to significant improvements
in efficiency,such as Ji et al. [7]; Yin et al. [24]; Dries et
al. [6]. However, with the increase in the ability to pro-
cess data, the problem of securing sub aspects of data
has gradually emerged, and there is an urgent need for
a reasonable solution on how to secure large amounts of
data.

Hash Function in cryptography are often used as se-
curity algorithms in network message transmission, and
after classical Hash functions such as MD5 were bro-
ken, researchers found that applying chaos models to the
design of Hash Functions can achieve very desirable re-
sults [2, 3, 9, 11, 13], after improving the security, it was
found that because of the complexity of chaos systems,
the efficiency of the algorithm could not reach the effect
of traditional Hash functions, and also due to the develop-
ment of computer hardware and the emergence of multi-
core processors, Amir et al. [1] and Zhang et al. [27] fo-
cused their research on parallelized processing . But so far
it is rare to see Hash functions designed based on chaotic
systems implemented on Spark platform, while there are
many related algorithms designed based on MapReduce
instead. Zhai et al [25] implements the efficiency improve-
ment of K-nearest neighbor algorithm based on hash tech-
nology and MapReduce big data platform, which substan-
tially improves the efficiency of K-nearest neighbor algo-
rithm while maintaining the classification capability for
the problem of inefficiency or even infeasibility in big data
environment; Zhang et al. [26] proposed a hash function
based on column storage and MapReduce distributed con-
nection algorithm for the traditional relational database
in the operation of large data with serious degradation of
system performance, introduced the MapReduce parallel
computing model, and proved the good performance of its
proposed algorithm in terms of execution time and load
capacity through experiments. Including the literature
presented above [4] [7] [24] [6] are all based on MapRe-
duce or Spark proposed for the exploration of K-nearest
neighbor algorithm.

The earliest chaos models that were applied and are
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still being explored so far are tent map and logistic map,
and one-way hash function constructed by combining cou-
pled image lattice map with tent map [17], This paper
extends the one-dimensional coupled image lattice map
to two- dimensional, maximizes the diffusion speed, takes
the dynamic integer tent map as its lattice point calcu-
lation method, and then add dynamic parameters, and
evolve the dynamic parameters by circular displacement
method, which enhances the correlation between the ex-
plicit difference and the parameter term. The overall
structure adopts merkle tree type, merkle tree is widely
used in the distributed field, and its features such as
fast hash recomputation and proof of existence of leaf
nodes make it possible to quickly locate a small amount
of changing data content under massive data, which plays
a crucial role in blockchain, in turn, the hash algorithm is
further adapted to distributed system computing, while
the Spark big data platform is used for parallel implemen-
tation, which ensures security and improves efficiency at
the same time.

2 Two-dimensional Dynamic Tent
Map

2.1 Dynamic Integer Tent Map

Tent map is a classical nonlinear mapping with a gen-
eral mechanism for generating chaos. Its expression is as
follows.

Fα : xn+1 =

{ xn

α , 0 ≤ xn < α
1−xn

1−α , α ≤ xn ≤ 1
(1)

The sequence produced by this map exhibits chaotic
behavior in the real number domain and has good uni-
form distribution properties. However, in the real number
domain, with finite accuracy, cannot produce an acyclic
orbit.

Simulation experiments are performed for Equation (1)
in the double precision case. The results obtained are
slightly different from the theoretical analysis due to the
error introduced by the finite precision, but the final result
is still 0 after only 50 or so iterations regardless of the
initial value, and can be seen to be more prone to short-
cycle orbits (as shown in Figure 1 and Figure 2).

The proof process is as follows:
When α=0.5, Equation (1) can be expressed as:

F0.5 : xn+1 =

{
2xn, 0 ≤ xn < 0.5

2 (1− xn) , 0.5 ≤ xn ≤ 1
(2)

If x0 = (0.a1a2a3 . . . ak000 . . .), and x0 = 1, then
the result is 0 after at most k + 1 iteration, that
is,xm = 0(m ≥ k + 1).
Prove: Use binary to represent the decimal between 0
and 1. The first iteration: According to the tent map
definition, if āk = 1− ak ,then,

f (x0) =

{
(0.a2a3 . . . ak000 . . .) , a1 = 0
(0.ā2ā3 . . . āk111 . . .) , a1 = 1

Figure 1: Iteration result α = 0.5x0 = 0.1

Figure 2: Iteration result α = 0.5x0 = 0.123

Figure 3: Integer tent map iteration
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That is, when the first decimal of x0 is 0(indicating
that the number is less than 0.5), the calculated x1 by
tent map is equivalent to the decimal place of x0 moved to
the left one; When the first decimal of x0 is 1(indicating
that the number is greater than or equal to 0.5), then,
after map, x1 is equal to the decimal place of x0 inverted,
and then moved to the left one place.

The second iteration:
If x1 = (0.a2a3 · · · ak000 . . .),

f (x1) =

{
(0.a3 . . . ak000 . . .) , a2 = 0
(0.ā3 . . . āk111 . . .) , a2 = 1

If x1 = (0.ā2ā3 . . . āk111 . . .),

f (x1) =

{
(0.ā3 . . . āk111 . . .) , ā2 = 0
(0.a3 . . . ak000 . . .) , ā2 = 1

The kth iteration:
If xk−1 = (0.ak000 . . .),

f (xk−1) =

{
(0.000 . . .), ak = 0
(0.111 . . .), ak = 1

If xk−1 = (0.āk111 . . .),

f (xk−1) =

{
(0.111 . . .), āk = 0
(0.000 . . .), āk = 1

The k + 1th iteration: f (xk−1) = (0.000 . . .).
Therefore, after at most k+1 times iteration, the result

must be 0. This conclusion shows that the finite accuracy
of the initial values determines the behavior of the itera-
tion.

The tent map is equivalently transformed from a real
domain operation to an integer domain operation with
the following expressions.

Fα : xn+1 =

{
2xn, 0 ≤ xn < 2a−1

2 (I − xn) + 1, 2a−1 ≤ xn ≤ I
(3)

Where I = 2α − 1, the multiplication (division) oper-
ation of Equation. (1) is transformed into the shift op-
eration of Equation. (3) within a finite set of integers.
However, since it is still defined in a finite field, the it-
erative sequence generated using it necessarily enters the
periodic state and even some periodic points of small pe-
riod length appear. For example, when the initial value
x0 = 1 and a = 6, the iterations are shown in Figure 3,
where the values can be seen to cycle in a short period.

In turn, the relevant dynamic parameters are intro-
duced to obtain the dynamic integer tent map. It not
only solves the short period problem of integer tent map-
ping, but also has the property of uniform distribution of
tent mapping, as shown in Figure 4. Its specific expres-
sion is as follows.

Fα : xn+1 =

{
2gn, 0 ≤ gn < 2α−1

2 (I − gn) + 1, 2α−1 ≤ gn ≤ 2α − 1
(4)

Figure 4: Dynamic integer tent map

Where gn is taken to be related to the value of and the
number of iteration rounds, with the following equation:

gn = (xn + n) mod 2α (5)

n is the dynamic parameter and also the number of iter-
ation steps, which indicates the distance the tent moves
laterally and controls its horizontal movement. xn indi-
cates the result of the nth iteration step .2α is the xn

the upper bound of the set of integers taking values, and
in this paper, we take the upper bound as 232. In the
iterative operation, as the iteration proceeds, n takes dif-
ferent values to ensure both the dynamics and the stabil-
ity of the algorithm, which does not make the iteration
value change due to the change of dynamic parameters.
Again at the initial values x0 = 1 and α = 6, the itera-
tions are shown in Figure 5 and it can be seen that the
period increases substantially. Liu et al. [17]analyzed in
detail about the time series generated by dynamic integer
tent map, time series frequency distribution, periodicity
and correlation, and the experimental results showed that
the model has good uniform distribution characteristics,
effectively avoids the short-period phenomenon, and its
auto-correlation has significant advantages.

The power spectrum analysis is also done for the dy-
namic integer tent mapping model, and the results are
shown in Figure 7. Comparing the power spectrum re-
sults without dynamic integer tent mapping, as shown in
Figure 6, it can be seen that the overall dense and irregu-
lar fluctuation state of the model power spectrum image
after adding dynamic parameters indicates that the dy-
namic integer tent mapping has more complex dynamical
behavior.
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Figure 5: Dynamic integer tent map iteration

Figure 6: Integer tent mapping power spectrum

Figure 7: Dynamic integer tent mapping power spectrum

2.2 Two-dimensional Coupled Image Lat-
tice Model

One of the most popular models currently used in the
study of space-time chaotic systems is the coupled image
lattice (CML). This model is highly valued in research
work on space-time chaos due to its high efficiency in nu-
merical diffusion and its more direct use of results from
known chaos theories, and it is becoming an important
branch in the field of nonlinear dynamics research.The
classical one-dimensional one-way and two-way coupled
lattice models take the following form.

x(n+1)(i) = (1− ε)f (xn(i)) + ε
[
f
(
x(n)(i− 1)

]
(6)

x(n+1)(i) = (1− ε)f(xn(i)) + ε/2[f(x(n)(i− 1)

+f(x(n)(i+ 1)] (7)

Where n is the number of iteration steps; i=1,2,..., L
is the grid point coordinates, L is the system size; ε is
the coupling coefficient, and its value needs to satisfy
0 ≦ ε ≦ 1; f() is the nonlinear map function; the initial
value of grid point is a random number within [0,1]. Liu et
al. [17]compared in detail the initial values and sensitivi-
ties of the one-dimensional one-way coupled image lattice
model with the one-dimensional two-way coupled image
lattice model, and the errors generated by applying a very
small order of magnitude perturbation to the initial lat-
tice points to observe the iterative sequence at the same
number of lattice points, and concluded that the two-
way coupled image lattice model is much better than the
one-way .Shang et al. [20] based on the one-dimensional
two-way coupled image lattice model,constructed an in-
teger coupled image lattice model from the perspective of
cryptographic requirements ,its specific expression is as
follows:

x(n+1)(i) =
[
f (xn(i)) + f

(
x(n)(i− 1)

+f
(
x(n)(i+ 1)

]
mod 2α

(8)

Where mod denotes the modulo operation, α denotes
the number of bits of the system, and 2α denotes the maxi-
mum state value that the system can accommodate. The
integer model eliminates the coupling coefficients, mak-
ing each grid point equally affect the next iteration, while
avoiding the occurrence of fractions and realizing all in-
teger operations. The simulation results show that the
model has good performance in terms of mutual infor-
mation, sequence complexity, distribution characteristics,
difference characteristics and randomness,and can be im-
plemented quickly in a computer.

In this paper, the dimensional is extended from one-
dimensional to two-dimensional, and a lattice point can
be diffused in four directions in space, and with the evo-
lution of time iteration, each lattice point will affect all
other lattice points, and the confusion and diffusion de-
gree of the model is greatly improved. Compared with the
one-dimensional two-way coupled image lattice model, the
two-dimensional coupled image lattice model has a larger
increase in diffusion speed by an order of magnitude from
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Figure 8: Diffusion process

2n+1 to 2n2+2n+1, although the computational effort in-
creases by a factor of two. Using the dynamic integer tent
mapping as a nonlinear function of the two-dimensional
coupled image lattice system, its specific expression is as
follows:

x(n+1)(i, j) =
[
f
(
x(n)(i− 1, j) + f

(
x(n)(i+ 1, j)+

f
(
x(n)(i, j − 1) + f

(
x(n)(i, j + 1)

]
mod 232

(9)

Where n is the number of discrete time steps, i, j
= 1,2,...,L are discrete lattice points, and the bound-
ary conditions:x(n)(0, j) = x(n)(L, j), x(n)(L + 1, j) =
x(n)(1, j), x(n)(i, 0) = x(n)(i, L), x(n)(i, L + 1) =
x(n)(i, 1).(i, j) denotes the lattice coordinates of the two-
dimensional planar lattice, which contains not only the
local reaction processes of the two independent compo-
nents i and j, but also the diffusion reaction processes of
these two independent components on all lattice points
of the system of length L. Figure 8 shows the diffusion
process of two-dimensional coupled image lattice points
at L=5. The figure shows the information diffusion of
lattice point x(n)(i, j) in Equation. (9) after three iter-
ations, and it can be seen that the information of each
lattice point diffuses to all lattice points after about four
iterations for a summary point of 25, which is much faster
than the number of lattice points of the same scale in one
dimension.

At the same time, under the same lattice points and the
same accuracy, the one-dimensional integer-coupled im-
age lattice model and the two-dimensional integer-coupled
image lattice model are tested for perturbation, with the
conditions of 100 lattice points, 2 accuracy, and 300 iter-
ations, and the perturbation is 1 applied to lattice point
x(L’/2) and lattice point x(L/2,L/2), respectively, and
the initial number of steps at which the model starts to
appear significantly chaotic is observed, and the results
are shown in Figure 9. It can be seen that the two-
dimensional integer coupled-image lattice model appears
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Figure 9: Diffusion process

significantly chaotic at the initial iteration. This indi-
cates that its sensitivity is much better than that of the
one-dimensional integer-coupled image lattice model.

3 Spark Big Data Platform

Apache Spark was created to improve the efficiency of
MapReduce in Hadoop with solving problems such as
storage. Spark offers unmatched scalability and is an effi-
cient Swiss Army knife in data processing, providing SQL
access, streaming data processing, graph computation,
NoSQL processing, machine learning, and more. As an al-
ternative to MapReduce, Spark implements a distributed
and fault-tolerant in-memory structure called Resilient
Distributed Dataset (RDD), where each RDD is divided
into multiple partitions that run on different nodes, en-
abling parallel processing. RDD can contain objects of
any type in Python, Java, Scala, or even user-defined ob-
jects. Figure 10 shows the application components and
connection interactions in a Spark standalone cluster.

Each component has a specific role to play during the
execution of a Spark application. Some components (e.g.,
clients) are less active during execution, while others are
more active during execution, such as components that
execute computational functions. The components of a
Spark application include a driver, a master, a cluster
manager, and at least one executor at the first level. The
executor runs on the worker node (worker). All Spark
components, including the driver process, master process,
and at least one executor process, run on the Java Vir-
tual Machine (JVM), a cross-platform runtime environ-
ment engine that executes instructions compiled to Java
bytecode.

The core Spark principle is that when a SparkApp
application is committed, a SparkContext (App context,
which controls the entire lifecycle) object is created by the
Driver (running on the master, Task control node) respon-
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Figure 10: Application components in a Spark standalone cluster

Figure 11: Directed acyclic graph for Spark jobs

sible for communicating with the cluster manager and for
resource requests, task allocation and monitoring, etc.,
to build the basic runtime environment. SparkContext
is constructed as a DAG (directed acyclic graph) based
on the RDD object dependencies of the user code (e.g.
RDD1.jion ...) as in Figure 11, where the solid rounded
boxes represent RDDs, the filled matrix represents parti-
tions, and the dashed boxes are Stages, which are handed
over to the DAG scheduler, which divides the RDD’s DAG
into DAGs of individual Stages to form TaskSet (task set),
which is then submitted to TaskScheduler (task sched-
uler),which submits the Task to the Executor (Task exe-
cution process) on each Worker (Task work node) to ex-
ecute the specific Task [23].

4 Hash Algorithm Based on Spark
Big Data Platform

Combine the Spark big data platform operation with the
Hash function merkle tree type design, first fill the plain-
text byte length to the power of 4 (at least 256 bytes),

then create RDD, divided plain-text into 4 pieces, each
piece is executed separately, in parallel for hash operation.
Hash function operation mode for merkle tree structure,
four nodes, each node 16 bytes. Every 4 bytes are con-
verted into a 32-bit integer, a total of 16 integers as a
two-dimensional coupled image lattice of 16 grids for it-
erative operations. Finally get each piece of data finally
form a new node value, each 128bit, to form a new RDD,
and then perform a final Hash operation to get 128bit
hash value from it. The flow is shown in Figure 12.

The Hash function is specified as follows.

Notation: +: addition operation of mod 232, ∼: bit-
by-bit logical inverse, ⊕: bit-by-bit logical is-or, ≪: left-
shift operation, <<<: cyclic left-shift operation, >>>:
cyclic right-shift operation. Define D = 231, the dynamic
integer tent map (Equation (4)) F : xn −→ xn +1 in this
integer range can be used with the ternary operator (?:)
in C language described as:

xn + 1 = xn < D?gn << 1 : (∼ gn << 1) + 1 (10)

It follows that dynamic integer tent mapping can be im-
plemented with simple logical judgments, logical inver-
sions and shift operations. If implemented in assembly
language or hardware, the operation can be further sim-
plified as follows: test whether the highest bit of the word
is 0, if it is 0, shift it left, otherwise, each bit is inverted,
shifted left, and then added by 1. In the following Hash
algorithm design, the result of the logical determination
of the dynamic integer tent will also cause the parameter
term of dynamic changes, which are uniformly described
in the text by the ternary operator (?:) is described in the
text. The general procedure of the compression function
is given below.

Step 1. Converts the obtained plaintext data to 32-bit
integers. Every 4 bytes of plaintext is converted to 1
32-bit integer, forming a total of 16 32-bit integers,
mn, n = 0, ..., 15.
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Figure 12: Hash algorithm flow based on Spark platform

Step 2. 16 initial vectors x(0)(i, j)of each 32-bit grid
point, i, j = 1, ..., 4.

0x01234567UL;0x89abcdefUL;0x3210fedcUL;
0xba987654UL;0x02468aceUL;0x76543210UL;
0xfedcba98UL;0xcdef0123UL;0x456789abUL;

0xeca865420UL;0x083b07fcUL;0x192a26edUL;
0x3a1945deUL;0x3b0864cfUL;0x6ed6c102UL;

0x7fc4e083UL;

Step 3. 16 initial values of 32-bit dynamic parameters
ki(0), i = 0, ..., 15.

0x5a827999UL;0x6ed9eba1UL;0x8f1bbcdcUL;

0xca62c1d6UL;0x5793c62aUL;0x66a6b778UL;

0x707b448dUL;0xb7df971UL;0x57d0f4dbUL;

0x4bde569UL;0x6fbb8051UL;0x2f41e8a8UL;

0x2f747580UL;0xca62c1d6UL;0x70f62baeUL;

0x4ada59cfUL;

Step 4. Embedded message. x(0)(i, j) = mn +
x(0)(i, j), i, j = 1, ..., 4, n = 0, ..., 15

Step 5. A total of r iteration operations are performed
with r = 40 + ⌊d/4⌋ and d is the number of output
bits. Each iteration operation is first dynamically
transformed so that the lattice values are combined
with the number of iteration steps, then mapped
transformed using Equation 4, and finally diffusion
iterations are performed using the coupled image
system model given in Equation 6. g(n)(i, j) =
x(n)(i, j) + n, n is the number of iterations, i, j=
1,...,4 n = 0,...,15

x(n)(i, j) = g(n)(i, j) < D?g(n)(i, j) << 1 :
(kn = kn >>> 1,(
∼ g(n)(i, j) << 1

)
+ 1

)

x(n+1)(i, j) =
(
x(n)(i− 1, j) <<< 4

)
+(

x(n)(i+, j) <<< 8
)
+
(
x(n)

(i, j − 1) <<< 12) +
(
x(n)(i, j + 1) <<< 16

)
+ kn

Step 6. Add x(0)(i, j)into new value of x(i, j):

x(i, j) = x(i, j) + x(0)(i, j), i, j=1,...,4.

Add ki(0) into new value of ki:

ki = ki+ ki(0), i=0,...,15

Step 7. After the iteration is completed take the four lat-
erally adjacent lattice points and dissociate and con-
catenate them to obtain 128 bits of data as a node in
the next compression function or as the final output:

(x(1, 1)⊕ x(1, 2)⊕ x(1, 3)⊕ x(1, 4))∥
(x(2, 1)⊕ x(2, 2)⊕ x(2, 3)⊕ x(2, 4))∥
(x(3, 1)⊕ x(3, 2)⊕ x(3, 3)⊕ x(3, 4))∥
(x(4, 1)⊕ x(4, 2)⊕ x(4, 3)⊕ x(4, 4)).

5 Experimental Results

5.1 Sensitivity Test

In order to test the sensitivity of Hash arithmetic to the
initial text, minor changes are made to the initial text
and the obtained Hash values are compared and analyzed.
Randomly select a text plaintext “Development of Com-
puter Hardware The hardware of digital computers has
undergone a series of Development of Computer Hard-
ware The hardware of digital computers has undergone
a series of revolutionary changes. The gain in the work-
ing speed and function has been impressive. The first
transistor was invented in the Bell laboratory in 1948.”.
Simulation experiments are performed in the following 5
different cases. The output length is 128 bits.

Condition 1 , initial plaintext message.
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Figure 13: Sensitivity test

Condition 2 , change the first C in the initial text to a
B.

Condition 3 , change the first ”functions” in the initial
text to ”function”.

Condition 4 , change the full stop at the end of the text
to a comma.

Condition 5 , add a space at the end of the text.

The Hash value in hexadecimal representation generated
using the algorithm proposed in this paper is as follows,
and the resultant output in binary representation is shown
in Figure 13, which shows that a small change in the plain-
text can have a significant impact on the Hash value.

Hash value at condition 1:
c24a2755 508514dd 94b7d7e0 beaf729d.

Hash value at condition 2:
7d75741e 54c3946e 60f81344 f55adec6.

Hash value at condition 3:
d8efbd93 169d6033 feabe82f dcccfa6c.

Hash value at condition 4:
f8f5a5b9 655672f7 59d01a08 37b32576.

Hash value at condition 5:
d24efae5 7d807888 8af6556a 611b2afe.

5.2 Statistical Analysis of Nonlinear Dif-
fusion Properties

The degree of obfuscation and diffusion of a cryptographic
algorithm can be given a probabilistic conclusion by the
statistical detection of nonlinear diffusion properties [16].
The analysis of the degree of nonlinear diffusion of crypto-
graphic algorithms by statistical methods usually has to

include the aspects of algorithm completeness, avalanche
effect and strict avalanche criterion, which are defined as
follows: completeness means that each bit of the function
output value is related to all bits of the message input,
avalanche effect means that a change of any one bit in the
message input should cause a change of the output by an
average of half a bit, and strict avalanche criterion means
that that a change in any one bit of the message input
causes a change in each bit of the output with probability
1/2 [8] [21] [5].

Let H be an n-bit input m-bit output Hash algorithm
with input vector x = (x1, ..., xn) ∈ (0, 1)n and input
vector x(i) ∈ (0, 1)nafter changing only the i-th bit of
x. Their corresponding output vectors after compressed
mapping are denoted as H(x), H(x(i)) ∈ (0, 1)m, respec-
tively.

(.)j denotes the j-th bit of the vector, w(.) denotes
the Hamming weight of the vector, and #{.} denotes the
potential of the set. Let X be the sample space of the in-
put to the Hash algorithm and note that aij = #{x ∈
X|(H(x))j ̸= (H(x(i)))j} (where i = 1, 2, ..., n; j =
1, 2, ...,m) denotes the number of j-th bit differences be-
tween the input vector x and the output vector corre-
sponding to x(i) in X. bij = {{x ∈ X|w(H(x(i))−H(x)) =
j}(where i = 1, 2, ..., n; j = 1, 2, ...,m) denotes the num-
ber of differential Hamming weights of j between the input
vector x and the output vector corresponding to x(i) in
X. Define three statistical measures:

Measure of completeness:

dc = 1− # {(i, j) | aij = 0}
nm

(11)

Measure of the extent of the avalanche effect:

da = 1−

∑n
i=1

∣∣∣ 1
#X

∑m
j=1 2jbij −m

∣∣∣
nm

(12)

Metric for the degree of rigorous avalanche:

dsa = 1−

∑n
i=1

∑m
j=1

∣∣∣ 2aij

#X 1
∣∣∣

nm
(13)

If H(.) is a random transformation and Zα/2 denotes the
α/2 quantile of the standard normal distribution, the pa-
per Zhu et al. [28] gives the following conclusion. The

sample size X for the test should be at least nm×(Zα/2)
2
;

p(dc) = 1− 2−#X ≈ 1.0;
E {da} = 1.0 −

√
2/(π ×m×#X), with a confi-

dence interval of
(
E {da} − Zα/2

√
1/(n×m×#X) ,

E {da}+ Zα/2

√
1/(n×m×#X)

)
E {dsa} =

1.0 −
√
2/(π ×#X),with a confidence in-

terval of
(
E {dsa} − Zα/2

√
1/(n×m×#X) ,

E {dsa}+ Zα/2

√
1/(n×m×#X)

)
.

It is important to note here that the ideal Hash func-
tion should be a random mapping from all possible input
values to a finite set of possible output values. Strictly
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speaking, there is no such Hash function as a random
mapping. This is because Hash functions are determin-
istic, and the deterministic and uniform output property
implies that the entropy of the output is greater than the
entropy of its input. However, according to Shannon’s en-
tropy theory, a deterministic function can never amplify
the entropy. Our design goal is to make the Hash func-
tion indistinguishable from a random mapping in terms
of probability distribution. An actual Hash function that
tests its statistics dc, da, dsa and falls into its confidence
interval indicates that the Hash algorithm satisfies the
basic requirement of nonlinear diffusion, i.e., the Hash
function can be considered to have good completeness
and avalanche effect, satisfying the strict avalanche cri-
terion [17].

Taking the input length n=512 bits and the output
length m=128 bits, the following results are obtained the-
oretically at the significance level α=0.05:

Zα/2=1.96, picking a sample size X of 260,000;

dc = 1.000000;

E{da}=0.999888, with a confidence interval of
(0.999860, 0.999863);

E{dsa}=0.998589, with a confidence interval of
(0.998434, 0.998437).

An example of one-column is shown as Table 1.

Table 1: Beat-by-beat statistics of the diffusion perfor-
mance of the algorithm in this paper

Number of
iterative beats dc da dsa

1 1.000000 0.999861 0.998437
2 1.000000 0.999867 0.998441
3 1.000000 0.999870 0.998437
4 1.000000 0.999869 0.998443
5 1.000000 0.999866 0.998444
6 1.000000 0.999858 0.998435
7 1.000000 0.999866 0.998436
8 1.000000 0.999862 0.998432
9 1.000000 0.999869 0.998434
10 1.000000 0.999863 0.998427

We randomly select a sample set X of 260,000 sets of
512 bit words as the message input for the Hash algorithm
in this paper under the above conditions, and the actual
test results are shown in Table 1. As can be seen from
Table 1, the statistics dc, da, and dsa fall into their re-
spective confidence intervals after 1 beat of iteration, and
all subsequent iterations also fall roughly into or close
to their respective confidence intervals at the significance
level α = 0.05, indicating that the algorithm in this paper
satisfies the basic requirement of nonlinear diffusivity of
the Hash algorithm.
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Figure 14: Sensitivity test

5.3 Collision Analysis and Birthday At-
tack

The collision resistance of a Hash function is an important
indicator to test its security, if two different inputs X1 ̸=
X2 can be found and their Hash values H1 = H2, then it
becomes a collision. While the birthday attack is essen-
tially similar to the collision problem, it deals with the
problem of the probability that two random inputs have
the same Hash value obtained after being processed by the
Hash function. For this algorithm, in the two-dimensional
coupled image lattice model, the message is embedded in
the corresponding lattice before starting the iteration, and
the dynamic integer tent mapping is used as a nonlinear
function of the model, which increases the chaos and dif-
fusion when processing the data, and the adjacent lattice
points receive mutual influence, and the diffusion of the
whole model increases by one level with each further iter-
ation, and eventually all the lattice points will be related
to the initial lattice and the embedded message value, so
that you have me and I have you, which will ensure that
the final Hash value of any bit is related to all bits of
the message, and small changes in the message, amplified
by the continuous diffusion of the iterative process, will
eventually lead to completely different Hash results.

Here, the collision resistance of the algorithm is tested
by the method of reference Wong [22] . That is, a segment
of plaintext is randomly selected in the plaintext space to
find and store its Hash value in ASCII code form, and
then the value of 1 bit in the plaintext is randomly se-
lected and changed to another new Hash result, and the
number of characters with the same value of ASCII code
in the same position is recorded. The above experiment is
repeated 2048 times and the results obtained are shown
in Figure 14 . It can be seen from the figure that the
maximum number of identical characters is only 2. The
degree of collision is very low.
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Meanwhile, character distance is a statistic used to test
whether the Hash values generated by two different plain-
text messages are independent of each other, defined as
follows.

d =
1

s

s∑
i=1

|H1[i]−H2[i]| (14)

Where d is the average character distance, H1 and H2
are the values corresponding to the i-th ASCII character
in the two Hash values, respectively, and s is the byte
length of the resulting Hash value. If the two tested Hash
values are independent and obey uniform distribution, the
average character distance obtained should be 85.33 in
theory. The test result of the algorithm in this paper
is 85.19, which is closer to the theoretical value, and it
can be considered that the Hash values obtained by this
algorithm are independent and obey uniform distribution.

Table 2 gives the comparison of the absolute differ-
ence between the number of ASCII characters at the same
position and the 128-bit hash value of the algorithm in
this paper and the selected literature algorithm based on
N=2048 random tests. The results show that the algo-
rithm proposed in this paper has strong confusion and
diffusion ability and strong collision resistance.

Table 2: Beat-by-beat statistics of the diffusion perfor-
mance of the algorithm in this paper

Algorithm Number of collisions d
0 1 2 3

this paper 1928 119 1 0 85.19
Li et al [14] 1930 117 2 0 84.38

Nabil et al [18] 1931 114 3 0 80.72
Nabil et al [19] 1806 229 13 0 84.85
Lin et al [15] 1931 114 3 0 90.23

5.4 NIST Randomness Test

The NIST Test Suite is a statistical package consisting
of 15 tests, these are designed to test random (arbi-
trary length) binary sequences generated by hardware or
software based cryptographic random or pseudo-random
number generators. The main process of the test is to
observe the magnitude of the obtained P value compared
with the set value α to determine whether it passes or
not, if P value ≥ α, it can be considered to pass the test,
and it is necessary to analyze the pass rate of P value,
i.e., the ratio of all sequences passing the test purpose to
all test sequences, if the pass rate reaches 0.96 or more, it
means that the sequence meets the randomness require-
ment. Using the algorithm proposed in this paper, 100
binary sequences of 106 bits are generated and tested,
and the P value and pass rate in the results are analyzed.
The test results are shown in Table 3. The P values of all
items meet the requirements, and the pass rates are above
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Figure 15: Comparison of execution times

0.96, which indicates that the sequence values generated
by the algorithm meet the randomness requirements.

5.5 Implementation Efficiency Tests

The physical machines used for the experiments are In-
tel(R) Core(TM) i3-2120 CPU @ 3.30GHz, with four
nodes, each with 1GB of memory, and the number of pro-
cessors set to 1. The operating system version installed on
each node is 64-bit Linux Ubuntu 16.04.6, and the JDK
used is JDK1.8. Scala version is Scala 2.11.11, Hadoop
version is Hadoop 2.7.3, and Spark version is Spark 2.2.0.

For the algorithm using Python programming imple-
mentation, Spark uses Standalone client mode to call the
Python program after starting, compared to Standalone
cluster mode, Standalone client mode runs the task pro-
cess driver on the client side, which facilitates the relevant
operations on the program.

The text files of different sizes are processed in Spark
cluster and the time consumed for the processing is
recorded, while the same size files are processed in a lo-
cal environment and the time consumed is recorded. The
time consumed for image encryption processing in the two
different cases is compared and the results of the compar-
ison are shown in Figure 15. It can be seen that the
algorithm runs significantly faster in the clustered envi-
ronment than in the local mode.

6 Conclusions

This paper is based on Spark big data platform with dy-
namic integer tent mapping and two-dimensional coupled
image lattice system with additional dynamic parameters
added to increase the chaotic properties. The main ele-
ments include integerizing the tent mapping and making
it dynamic to further increase the chaotic characteristics;
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Table 3: NIST random test results

test P value Proportion
Frequency 0.708404 1.00

Block Frequency 0.753041 1.00
Cumulative sums Success 1.00

Runs 0.370824 0.97
Longest Run of Ones 0.942695 1.00

Rank 0.394923 0.99
Discrete Fourier Transform 0.310574 0.98

Non-Overlapping Template Matchings Success 0.99
Overlapping Template Matchings 0.153157 1.00

Universal Statistical 0.675325 0.99
Approximate Entropy 0.314443 1.00
Random Excursions Success 0.98

Random Excursions Variant Success 0.99
Serial Success 1.00

Linear Complexity Success 1.00

combining the two-dimensional coupled image lattice sys-
tem, adding dynamic parameters, and using the dynamic
tent mapping to control the change of dynamic parame-
ters, and using the parallelism feature of Spark platform
to make the algorithm execution efficiency nearly dou-
bled compared to the stand-alone operation. It can be
said that the dual dynamic parameters enhance the con-
fusion and diffusion nature of the system to a large ex-
tent. Several tests have shown that the algorithm has
strong obfuscation and diffusion capabilities and high ex-
ecution efficiency, which can be applied to a variety of
cryptographic situations.
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Abstract

In vehicular ad hoc networks (VANETs), a vehicle always
sends and receives different sensitive information on the
road. It will issue some threats to the privacy of a ve-
hicle and users since the communication can link their
identity to their physical entity. Hence secure broadcast
has been an important issue and gained more and more
researchers’ attention in real life. In addition, authori-
ties and official vehicles should confirm the authenticity of
the reported node without exposing the sender’s identity.
The anonymous broadcast protocol can support the se-
cure and anonymous transmission of vehicle safety broad-
cast messages, achieving the receivers’ privacy protection.
This article introduces an attribute-based encryption sys-
tem’s new anonymous broadcast protocol. And a hybrid
broadcast algorithm is put forth to show the efficiency
and security of the introduced scheme. Furthermore, the
sharing information of the proposed scheme achieves con-
stant size, which is essential for the resource-constrained
VANETs since it consists of the rapid movement of the
nodes. The proposed scheme also supports the dynamic
management of the vehicles in the VANETs and does not
need to fix the maximum depth of the VANETs. Finally,
computational results confirm the merits of the proposed
scheme.
Keywords: Anonymous Broadcast Protocol; VANETs;
CP-ABE; Privacy Protection

1 Introduction

As an important component of the intelligent transporta-
tion system (ITS), vehicular ad hoc networks (VANETs)
have gotten much attention and interesting at present [3,
21, 31]. In this network, it is characterized by vehicles
supported by fixed infrastructure, where the infrastruc-
ture is fixed along road sides and on board communica-
tion unit are set on vehicles. Each vehicle is either to
Vehicle communication (V2V) or to Infrastructure com-
munications (V2I) [11–13]. The vehicles share their cur-
rent status, including position, speed, road conditions,

and safety information. In addition, the vehicles must
record data and send them to the infrastructure where
it in turn report them to the service provider (or cen-
ter). As a special mobile ad hoc networks (MANETs),
VANET has its own behaviors and characteristics, such
as availability of location information, frequent link dis-
connections etc [43]. In addition, a VANET inherits all
the known and unknown security weaknesses associated
with MANETs. All of them issue many security and pri-
vacy leak problems. Any behavior of invalid vehicular
users, such as a modification and replay attack with re-
spect to the disseminated messages [38], could be fatal to
the other vehicular users. In addition, privacy informa-
tion may be sensitive, such as the driver’s name, license
plate, speed, position, and traveling routes along with
their relationships. Hence a natural problem is how to
preserve the privacy while the security is achieved. Addi-
tionally, in the Vehicle-to-everything (V2X) communica-
tions, a vehicle may gather and process of large numbers
of messages (data) packets. If the false or bogus mes-
sages are broadcasted it may lead to severe accidents and
threaten human lives [3]. Anonymous broadcast protocol
can guarantee the data confidentiality and provides the
privacy protection for the vehicle. It has been one of hot
topics in VANETs at present [14–16].

1.1 Related works

Following [30], the anonymous broadcast can be clas-
sified into tree types, infrastructure-based anonymity,
cryptography-based anonymity or protocol-based
anonymity.

In [41], [36], authors used specialized network servers
to conceal a broadcaster’s ID from attackers. Beres-
ford and Stajano in [5] introduced the anonymizer con-
cept to keep a user identity from departing the zone
to its identity upon entry. Another concept called k -
anonymity was introduced in [25], [23] to protect a use’s
identities from Location-Based Service (LBS) providers.
Cryptography-based anonymity is a challenging method
at present. A more previous work was given in [44], where
it is based on public key infrastructure (PKI). Then a so-
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lution is based on group signature [18]. Unfortunately,
in some situations such as revocation, it does not work
well [30]. Another solution is based on the ring signa-
ture and encryption algorithm. In [10], authors proposed
anonymous authenticated key agreement protocol based
on the standardized Elliptic Curve Integrated Encryp-
tion Scheme and on ring signatures. But the computa-
tional power and storage requirements was not econom-
ical. Protocol-based Anonymity was introduced in [21].
In [40], Sun etal proposed a real-time adaptive dissem-
ination (RTAD) scheme. Then the TRAck DEtection
(TRADE) and distance defer transmission (DDT) were
proposed in [4]. In 2005, the smart broadcast algorithm
(SBA) [22] and contention based dissemination (CBD)
[42] protocol and time reservation-based relay node se-
lecting algorithm (TRRS) [28] were issued respectively.
The others are Urban multi-hop protocol (UMB) [29],
BROADCOMM [20], fast broadcast (FB) protocol [35],
and REAR protocol [27]. The detailed introduction is
referred to the survey [21].

These schemes have the following shortcomings.

� Do not support dynamic managements of the vehi-
cles.

� There is not a best trade-off between security and
privacy preserving.

� The size of delivery messages is large. It is hard to
send or collect such information for VANET because
of rapid movement of the nodes.

This paper focuses on cryptography-based anonymity
with the hybrid technique. Our protocol is based on the
attribute based encryption. Compared the previous work,
the proposed scheme does not need to distribute certifi-
cates and Key Recovery. The proposed schemes achieves
short public keys, constant size delivery messages. In the
prime order groups, the proposed scheme achieves com-
pact security and anonymity. In addition, the proposed
scheme supports the dynamic management. When a new
vehicle applies to join in the networks, the center only
generates the corresponding the private keys by using
the communal parameters instead of resetting the sys-
tem. And when a vehicle leaves the networks, the center
revokes its attribute by modifying its access policy. In ad-
dition, the proposed protocol is not fixed the scale number
at the beginning of the setup phase.

The rest of this paper is structured as follows. A brief
review of system model for the VANET and some basic
preliminaries are presented in Section 2. The proposed
protocol is described in Section 3. In Section 4, the se-
curity and performance analysis of the protocols are dis-
cussed. We conclude the paper with a summary in Sec-
tion 5.

2 Preliminaries

2.1 VANET Architecture

VANETs includes a trusted authority (TA), immobile
road side units (RSU) and vehicles equipped with on-
board units (Vehicle/OBU) [38].

TA: TA manages the registration of RSUs and Vehi-
cle/OBU.

RSU: It connects the TA and the Internet backbone to
support diversified services. It also stores data from
the vehicles.

Vehicle/OBU: It mainly communicates with each for
sharing local traffic information for making a request
to obtain latest updates from other vehicles and in-
car sensors data.

2.2 Broadcast Protocol

A broadcast protocol consists of four algorithms, Sys-
tem initialization, Vehicle registration (Vehicle Grant and
Key Generation), Message Broadcast and Share Message.
They are described as follows.

System initialization. Suppose there are some vehicles
and Infrastructures to set up a VANET. It will output
public keys and Master key.

Vehicle Grant. If a vehicle want to join in the VANETs,
it sends the information to the Center. Then it
will receive the corresponding private keys which will
make it recover the received broadcast messages.

Message Broadcast. If a vehicle makes a V2V or V2I
communication, it will run the Encrypt (PK,S) to get
the broadcast messages (ciphertexts) and broadcast
them to others.

Share Message. After receiving a broadcast message,
the vehicle recovers the messages with its private
keys.

2.3 Attribute-based Encryption

For the security of data and preserving privacy, the data
is stored in the encrypted form. One disadvantage of en-
crypting data is that it severely limits the ability of users
to selectively share their encrypted data at a fine-grained
level. Sahai and Waters [37] made some initial steps to
solving this problem by introducing fuzzy identity-based
encryption, which issued the concept of Attributed-Based
Encryption (ABE) [24]. In ABE, ciphertexts and keys
are associated with attribute sets and access structure
over attributes, where a particular key can decrypt a par-
ticular ciphertext only if there is a match between the
attributes of the ciphertext and the user’s key [19, 32].
There are two kinds of ABE including ciphertext-policy
ABE (CP-ABE) [6] and key-policy ABE (KP-ABE) [24].
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In KP-ABE, the private key of a user is associated with
an access structure that specifies which type of ciphertext
the user can decrypt. In a CP-ABE scheme, a user can
express any access policy, stating what kind of receivers
is able to decrypt the message.

ABE scheme supports fine-grained access control, but
an attacker can guess the purpose of the message from
the ciphertext by using receiver’s attributes. For exam-
ple, attacker can guess that the receiver is a doctor if some
of the attributes are ”XX hospital, medicine, treatment
cycle, cancer”, etc. Therefore, protecting receiver’s iden-
tity while using ABE is an important problem in the real
life. Anonymous ABE (AABE) is issued from anonymous
identity-based encryption (IBE). In an anonymous IBE
scheme, the ciphertext does not leak the identity of the re-
cipient. The first IBE known to be inherently anonymous
was that of Boneh and Franklin [8]. The further applica-
tion is public key encryption with keyword search (PEKS)
scheme [39]. Later, Abdalla et al. [1] formalized it. In
PEKS, one can search keywords on encrypted data and
the capability for search is delegable. AABE inherits the
feature of IBE. It is introduced in [1, 17, 39] as a promis-
ing public-key primitive that allows sender in achieving
receiver anonymity in ABE. There are two kinds of ABE,
CP-ABE and KP-ABE. In this paper, we discuss anony-
mous CP-ABE. In anonymous CP-ABE, access policy is
hidden in the ciphertext. A receiver decrypts a ciphertext
using secret key belongs to his attributes. If the secret key
matches with the access policy, the receiver can recover
the ciphertext successfully. Otherwise the receiver cannot
get what access policy is specified by the encryptor.

2.4 Access Structure

Our construction will employ AND-gate on multi-valued
attributes access structure. The access structure of AND-
gate on multi-valued attributes is described as follows.

Let U = {att1, att2, · · · , attn} be a set of attributes.
For atti ∈ U , Si = {vi,1, vi,2, · · · vi,mi

} is a set of possible
values, where mi is the number of possible values for each
atti. Let L = [L1, L2, · · ·Ln] be an attribute list for a
user where Li ∈ Si. Let A = [w1, w2, · · ·wn] be an access
structure where wi ∈ Si. The notation L |= A expresses
that an attribute list L satisfies an access structure A
and ̸|= refers to not satisfy symbol. If and only if Li = wi

(where i = 1, 2, · · · , n), we say that the attribute list L
satisfies the access structure A and show as L |= A. Let
L ̸|= A denote that L does not satisfy A.

2.5 Ciphertext-policy Attribute-based
Encryption (CP-ABE)

Based on [23-29], CP-ABE is given as follows.

Setup(1λ, U) → (PK, MSK): It takes as input a secu-
rity parameter λ and attribute universe description
U . Then output the public key PK and the master
secret key MSK.

KeyGen(MSK, PK, S) → SK: For any a set of at-
tributes S, it uses MSK and PK to generate a secret
key SK.

Encrypt(PK,M,A) → CT: It takes in PK, the message
M , and the access structure A, and then outputs the
ciphertext CT.

Decrypt(PK,CT,SK) → M : It takes as input PK, CT
and SK. If the match with A holds, it recovers M .

2.6 Security Model

The security of the proposed scheme is based on the
anonymous ABE (AABE) [28,29]. It is recalled as fol-
lows.

Init : The attribute V ∗ and two policy W ∗
0 ,W

∗
1 are out-

putted as challenged issues.

Setup: The simulator generates the AABE protocol and
outputs PK to the adversary but keeps the master
key secret.

Phase 1 : Adversary adaptively makes queries
q1, · · · , qm. Each is run as :

� Extract query. Output a target Vi with Vi ̸= V ∗

and Vi can not match W ∗. The simulator runs
KeyGen to obtain di as a respond to the query.
Then sends it to the adversary.

Challenge: The adversary outputs two messages
M0,M1 (with the same size). The challenger selects
a random bit b ∈ {0, 1} and generates the challenge
ciphertext C = Encrypt(params, V ∗,Mb,W

∗
b ), as

the respond to the adversary.

Phase 2 : Run as Phase 1.

Guess: Finally, the adversary outputs a b′ ∈ {0, 1} as its
guess. If b = b′, the adversary will win this game.

2.7 Decisional Bilinear Diffie-Hellman
Exponent (BDHE) Assumption

DBHE problem [33] is defined as follows: Given as input
a random tuple (g, y0, y1, · · · , yn, yn+2, · · · , y2n+2), where

yi = gα
i

, y0 = gc and α, c ∈ Z∗
p , output e(g, y0)

αn+1

or e(g, g)α
n+1c. Let TU = (g, y0, y1, · · · , yn, yn+2, · · · ,

y2n+2). An algorithm A that outputs e(g, y0)
αn+1

has
advantage ε in solving it if

Pr(A(TU) = e(g, y0)
αn+1

) ≥ ε.

The decisional BDHE problem in G is defined in
the usual manner. Given as input a random tuple
(g, y0, y1, · · · , yn, yn+2, · · · , y2n+2, T ), Algorithm B’s goal

is to output 1 when T = e(g, y0)
αn+1

= e(g, g)α
n+1c or 0

otherwise. Let TU = (g, y0, y1, · · · , yn, yn+2, · · · , y2n+2).
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Algorithm B that outputs b ∈ {0, 1} has advantage ε in
solving decisional BDHE in G if

|Pr(B(TU, e(g, y0)
αn+1

) = 0)− Pr(B(TU, T ) = 0)| ≥ ε.

We call a (t, ε)-Decisional BDHE Assumption holds, if
the advantage ε of t-time algorithm is negligible advan-
tage in solving decisional BDHE game.

2.8 Decisional Linear Assumption (LA)

[7] defines the decisional LA as: Given a tuple

(g, gz1 , gz2 , gz1z3 , gz2z4 , T ),

decide whether Y = gz3+z4 .
Some modified versions (called Augmented Decisional

linear problem (ADL)) [34] are given as follows.

1) Given a tuple

(g, gz1 , gz2 , gz
2
2 , · · · , gz

n+1
2 , gz

n
2 /z1 , gz

n+1
2 /z3 , gz4 , Y ),

decide whether Y = gz1(z3+z4).

2) Given a tuple

(g, gz1 , gz2 , gz
2
2 , · · · , gz

n
2 , gz

n+2
2 , · · · , gz

2n
2 , gz3 , gz4 , gz4z2 ,

· · · , gz
n
2 z4 , Y ),

decide whether Y = gz1(z3+z4).

3) Given a tuple

(g, gz1 , gz2 , gz
2
2 , · · · , gz

n
2 , gz

n+2
2 , · · · , gz

2n
2 , gz3 , gz4 , gz4z2 , · · · ,

gz
n
2 z4 , gz1z2 , · · · , gzn

2 z1 , Y ), decide whether Y =
gz1(z3+z4).

2.9 Symmetric Bilinear Groups

We briefly review bilinear maps and bilinear map groups.
We use the following notation:

� G and G1 are two (multiplicative) cyclic groups of
prime order p;

� g is a generator of G;

� e is a bilinear map e : G×G → G1.

The bilinear map e has the following properties:

1) Bilinearity: for all u, v ∈ G, a, b ∈ Zp, we have
e(ua, vb) = e(u, v)ab;

2) Non-degeneracy: e(g, g) ̸= 1 ;

3) Computability: There is an efficient algorithm to
compute e(u, v) for all u, v ∈ G.

3 The Proposed Protocol

Our broadcast protocol is constructed in Figure 1.

Center

�� ++

privatekeys

vehicle

Join in

OO

Broadcaset message
// Receiver

Share // Message

Figure 1: Broadcast Protocol in VANETs

3.1 System initialization

Suppose there are some vehicles and Infrastructure to set
up a VANET. Then run it as follows. Choose α, t1, t2, t3
in Zp at random. Set g1 = gα, v = gt1 , u = gt2 , ν = gt3 ,
then select w, g2 ∈ G at random. Compute PK,MSK as
PK = {g, g1, g2, v, u, ν, w,A = e(g1, g2)} and MSK =gα2 .

3.2 Vehicle Grant

Let vi denote a vehicle wants to share the data of the
networks, it requests to join the VANETs V1. Call CA and
run the KeyGen to generate the private keys as follows.
Let V = vi

⋃
V1 = {v1, · · · , vn} denote the whole vehicles

in the VANETs.

Given an attribute vi = (vi1, · · · , vin) ∈ V where
vij ∈ {0, 1} with j ∈ [1, n], PKG first picks αi1, · · · , αin,
βi1, · · · , βin ∈ Z∗

p and performs the operations in the fol-
lowing manner. Let hi0 = g. PKG computes auxiliary

information hij = (hi(j−1))
α

vij
i β

1−vij
i , where 1 ≤ j ≤ n.

Let hkn denote the auxiliary information of the vehi-
cle vk where k ̸= i. Then compute private keys dvi =
(di0, di1, di2, di3, di4) = (gα2 h

r1
in, v

r1 , wr1 , ur1t1 , νr1t1), and
auxiliary private keys Dk = (hr1

kn) with 1 ≤ k ≤ n, k ̸= i.
where r1, r2 ∈ Zp and hin is set as the public parameters.
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3.3 Information Broadcast

To broadcast the information to infrastructure or share
them in the VANETs, the vehicle encodes them and
broadcasts the encrypted files to the rest of vehicles or
infrastructure. At the same time, an access policy W is
defined. Then perform:

Let n = |V ANETs| denote the scale of the VANETs.
V = (v1, · · · , vn) denote all attributes in the VANETs
where vi = (vi1, · · · , vin) is the attribute of the i -th ve-
hicle. Given the access policy W = (W1, · · · ,Wn), it
chooses s1, s2 ∈ Zp and computes the ciphertexts as fol-
lows.

� For 1 ≤ i ≤ n, if vi ∈ Wi, C0 = (
∏n

i=1 hin)
s1us2 .

� Other Ciphertexts :C1 = ws1νs2 , C2 = gs2 , C3 = vs1 .

The session key is set as K = As1 and K will be used as
encryption key to encrypt the messages by some symmet-
rical encryption algorithm such as AES. Finally, output
the ciphertexts C = (C0, C1, C2, C3)

3.4 Share the Message

If a i -th vehicle in VANETs would share the files, it makes
the followings. Recover

K =
e(di0

∏n
j=1,j ̸=i Dj , C3)e(di3di4, C2)e(di2, C3)

e(C1, di1)e(C0, di1)

and obtain the message by using K.
The correctness can be easily checked:

e(di0
∏n

j=1,j ̸=i Dj , C3)e(di3di4, C2)e(di2, C3)

e(C1, di1)e(C0, di1)

=
e(gα2 (

∏n
j=1 hjn)

r1 , vs1)e(gr1(t1t2+t1t3), gs2)e(wr1 , vs1)

e(vr1 , ws1νs2)e((
∏n

i=1 hin)s1us2 , vr1)

= As1 = K.

4 Security Reduction and Perfor-
mance Analysis

4.1 Anonymous Analysis

In this section, we will prove the proposed scheme achieves
not only security but also anonymity. Following [9], both
of them can be achieved by distinguishing three games.
The games are run as follows.

Game 1: C = (C0, C1, C2, C3);

Game 2: C = (R0, C1, C2, C3);

Game 3: C = (R0, R1, C2, C3);

where R0, R1 ∈ G. Note that: for pages limits, we omit
the detailed proof. If it is necessary, the detailed proof
can be found in our full paper.

Lemma 1. Game 1 and Game 2 are indistinguishable if
the decisional BDHE assumption is true.

Proof. (Sketch) We will show if there is an adversary
that can distinguish between Games 1 and Game 2 with
advantage ε, then the Decisional BDHE game will be
solved with advantage 1

2n ε. The proof is issued from
[2]. It starts from a D-BDHE challenge tuple (g, y0, y1,

· · · , yn, yn+2, · · · , y2n+2, T ) where yi = gα
i

and T is

either T = e(g, g)α
n+1c or a random element of G1.

Then adversary outputs the challenge target attribute
V ∗ = (v∗1 , · · · , v∗n) and policies W ∗

0 ,W
∗
1 . The simula-

tor selects t1, t2, t3, t, γ, αij , βij ∈ Z∗
p with 1 ≤ i, j ≤ n,

and sets up the system parameters v = gt1 , g1 = yt11 , u =
gt2 , ν = gt3 , w = gt and g2 = yng

γ . Output PK =
(g, g1, g2, u, v, w, ν,A = e(g1, g2)). The system MSK is
impliedly set as gα2 = yγ1 yn+1 which keeps secretly for
simulator and adversary.

For private key query to V = (v1, · · · , vn) with the
restriction vi ̸= v∗i , the followings can be simulated.

hi1 =

{
gα

vi1
i1 β

1−vi1
i1 if vi1 ̸= v∗i1

y
α

vi1
i1 β

1−vi1
i1

1 if vi1 = v∗i1
,

hi2 =


h
α

vi2
i2 β

1−vi2
i2

1

y
α

vi2
i2 β

1−vi2
i2

1

y
α

vi2
i2 β

1−vi2
i2

2

if vi2 ̸= v∗i2
if vi2 = v∗i2 ∧ vi1 ̸= v∗i1
if vi2 = v∗i2 ∧ vi1 = v∗i1

,

...

where τi is the the number of positions such that vij = v∗ij
in vi (τi ̸= τk for i ̸= k. Let T (vi) =

∏n
j=1 α

vij
ij β

1−vij
ij .

Then

hin = yT (vi)
τi .

The responding private keys for vn are set as

dn0 = yγ1 (y
T (vi)
τi )r

′
i , di1 = gr

′
it1y

− t1
T (vi)

n−τi+1, di2 = gr
′
ity

− t
T (vi)

n−τi+1,

di3 = gr
′
it1t2y

− t1t2
T (vi)

n−τi+1, di4 = gr
′
it1t3y

− t1t3
T (vi)

n−τi+1,

where ri = r′i − αn−τi+1

T (vi)
.

The process is perfect.

di0 = yγ1 (y
T (vi)
τi )r

′
i = yn+1y

γ
1 (y

T (vi)
τi )r

′
iy−1

n+1

= gα2 (y
T (vi)
τi )r

′
ny−1

n+1

= gα2 (y
T (vi)
τi )r

′
i(yT (vi)

τ )
−αn−τi+1

T (vi) = gα2 h
ri
in.

di1 = gr
′
it1y

− t1
T (vi)

n−τi+1 = vri ,

di2 = gr
′
ity

− t
T (vi)

n−τi+1 = wri

di3 = gr
′
it1t2y

− t1t2
T (vi)

n−τi+1 = urit1 ,

di4 = gr
′
it2t3y

− t2t3
T (vi)

n−τi+1 = νrit1 .
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The auxiliary elements of private keys are set to Dj =

y
T (vj)r

′
i

τj y
−

T (vj)

T (vi)

n−τi+τj+1

For challenge phase, according to the adversary’s out-
puts, V ∗ and (W ∗

0 ,W
∗
1 ). the challenge ciphertext is set as

C0 =
∏n

i=1 y
T (v∗

i )
0 gs2t2 . where hin = gT (v∗

i ). The session
key is set as Te(yγ1 , y0). Otherwise, C0 is set as random
element. It also sets (C∗

1 , C
∗
2 , C

∗
3 ) = (yt0g

t3s2 , gs2 , yt10 ). If

T = e(g, g)α
n+1c, runs Game 1 with the adversary. Set

s1 = c. Then we can see that

K = Te(yγ1 , y0) = e(g, g)α
n+1ce(yγ1 , y0)

= e(gα
n

, gαc)e(yγ1 , y0) = e(yn, y1)
ce(gγ , y1)

c

= e(yng
γ , y1)

c = e(g2, g1)
c = e(g2, g1)

s1 ,

C∗
1 = yt0g

t3s2 = gtcgt3s2 = wcνs2 = ws1νs2 ,

C∗
2 = gs2 , C∗

3 = vc = vs1 .

C0 =
n∏

i=1

y
T (v∗

i )
0 gs2t2 = (

n∏
i=1

hin)
s1us2 .

Otherwise, T is a random element inG1, and run Game
2 with the adversary.

All the process ends with the adversary outputting a
guess b′ .

From the [2], the simulator’s advantage in the D-BDHE
game is 1

2n2 ε.

Lemma 2. If the advantage of distinguishing Game 2 and
Game 3 is neglected, then no t-time algorithm can solve
the Decisional Linear assumption.

Proof. This proof is similar to the Lemma 1. Note that
it starts a challenge tuple

(g, gz1 , gz2 , gz
2
2 , · · · , gz

n
2 , gz

n+2
2 , · · · , gz

2n
2 , gz3 , gz4 , gz4z2 , · · · ,

gz
n
2 z4 , , gz1z2 , · · · , gzn

2 z1 , Y ), Y is either gz1(z3+z4) or a ran-
dom element of G.

Theorem 1. If decisional BDHE assumption and ADL
assumption hold, the proposed broadcast protocol is secure
and anonymous.

4.2 Performance Analysis

4.2.1 Efficiency Analysis

The proposed broadcast protocol has short public pa-
rameters, private keys and broadcast messages. It is a
distinct feature over the available, which overcomes the
weakness in the existing works since both rely on the ve-
hicles depth. In addition, we have shown the proposed
construction achieves compact security and anonymity in
the standard model. Another contribution is the well dy-
namic behavior. VENETs are characterized by a highly
dynamic topology with vehicles moving in restricted road
environment with different speeds. A vehicle can move
at variable speeds, pause, change lanes,turn at junctions
and overtake other vehicles. Hence a vehicle may join in

the networks or leave the network whenever it needs to
do. In the existing works, the attribute revocation and
system update are the difficult open problem especially
in the broadcast system. Our protocol resolves partly the
above. When a new vehicle applies to join in the net-
works, the center only generates the corresponding the
private keys by using the communal parameters instead
of resetting the system. And when a vehicle leaves the
networks, the center revokes its attribute by modifying
its access policy. In addition, the proposed protocol is
not fixed the scale number at the beginning of the setup
phase. Table 1 gives the comparison with [30].

The experiment is simulated on a modern workstation
with 64-bit, 3.2 Ghz Pentium 4. The implementation uses
a 224-bit elliptic curve (P224) group over a 512-bit finite
field. On the test machine, the PBC library can compute
bilinear pairing e(, ) in approximately 5.5 ms, and expo-
nentiations in G and G1 take about 6.4 ms and 0.6 ms
respectively. It would take about 1 s to encrypt 6 M-bit
messages by using AES. Hence considering the 1000-bit
message which is used to send, the operation time by AES
in receiving devices is negligible. Let n = 20 and some
comparisons are given in Table 2.

4.2.2 Better Performance-An Extension

For achieving anonymity, access policy must be hidden
in the proposal, which results in performing the whole
decryption procedure in order to verify whether he/she is
the intended receiver of the ciphertext or not [17][36]. In
order to overcome this weakness, a matching verification
before decryption is performed. A new scheme is given as
follows.

System initialization. Suppose there are some vehicles
and Infrastructure to set up a VANET. The param-
eters are generated as basic one.

Vehicle Grant. As basic one.

Message Broadcast. Let n = |V ANETs| denote the
scale of the VANETs. V = (v1, · · · , vn) denote all
attributes in the VANETs where vi = (vi1, · · · , vin)
is the i -th user. Given the access policy W =
(W1, · · · ,Wn), it chooses s1, s2 ∈ Zp and computes
the ciphertexts as follows.

� Matching ciphertexts with W : If vi ∈ Wi,
C0i = hs1

inu
s2i , C2i = gs2i , where s2i ∈ Zp and∑k

i=1 s2i = s2. Otherwise C0i, C2i is set as a
random element in G.

� Other Ciphertexts: C1 = ws1νs2 , C3 = vs1 .

The session key is set as K = As1 and K will
be used as encryption key to encrypt the mes-
sages by some symmetrical encryption algorithm
such as AES. Finally, output the ciphertexts C =
(C0i, C1, C2i, C3)1≤i≤n
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Table 1: Comparisons with [30]

Scheme Broadcast Share Hash Sign Revocation Dynamic
(Sending) (Receiving) feature

[30] O(1) O(1) Yes Yes No No
Ours O(1) O(1) NO NO Yes Yes

Table 2: Comparisons of computational efficiency with [30]

[5] Ours

Broadcast (Sending) 31.05 ms 38.4 ms
Share(Receiving) 62.16 ms 9.25 ms

Share the Message. Besides basic one proceeds, the
sharing user performs as follows.

Let T (vi) =
∏n

j=1 α
vij
ij β

1−vij
ij . the matching opera-

tions is performed as

1 =
e(di4,

∏n
i=1 C2i)e(di2, C3)

e(C1, di1)
.

If it holds, compute

K =
e(di0

∏n
j=1,j ̸=i Dj , C3)e(di3di4,

∏n
i=1 C2i)e(di2, C3)

e(C1, di1)e(
∏n

i=1 C0i, di1)
.

Then it recovers the message by using K.

5 Conclusions

In this paper, we propose a new broadcast protocol. Com-
pared with previous scheme, it achieves a good trade-off
between ciphertexts and privacy protection. The pro-
posed scheme has efficient Broadcasting algorithm and
Shareing message algorithm in terms of computation cost.
In addition, it supports the dynamic management of the
VANETs and does not fixed the scale of the whole net-
works. The constant size of ciphertexts decreases the com-
munication cost and storage cost which is important for
the resource-constrained VANETs.

Acknowledgments

This work was supported in part by the National Na-
ture Science Foundation of China under Grant (NO.
U19B2021), Key Research and Development Program of
Shaanxi (No 2022GY-028, 2022GY-050).

References

[1] M. Abdalla, M. Bellare, D. Catalano, “Searchable en-
cryption revisited: consistency properties, relation to

anonymous IBE, and extensions,” in Proceedings of
Advances in Cryptology (CRYPTO’05), LNCS, vol.
3621, Springer-Verlag, pp. 205-222, 2005.

[2] M. Abdalla, D. Catalano, and D. Fiore, “Verifiable
Random Functions from Identity-based Key Encap-
sulation,” in Proceedings of Advances in Cryptology
(Eurocrypt’09), LNCS, vol. 5479, pp. 554-571, 2009.

[3] W Ahmed, M, Elhadef, “Securing Intelligent Vehic-
ular Ad Hoc Networks: A Survey,” Advances in
Computer Science and Ubiquitous Computing, Lecture
Notes in Electrical Engineering, vol. 474, pp. 6-14,
2018.

[4] A. Benslimane, “Optimized dissemination of alarm
messages in vehicular ad-hoc networks (VANET),”
in Proceedings of the 7th IEEE International Confer-
ence High Speed Networks and Multimedia Communi-
cations, pp. 655-666, 2004.

[5] A. R. Beresford, F. Stajano, “Location Privacy in Per-
vasive Computing,” IEEE Pervasive Computing, vol.
2, no. 1, pp. 46-55, 2003.

[6] J. Bethencourt, A. Sahai, B. Waters, “Ciphertext-
policy attribute-based encryption,” in Proceedings of
Symposium on Security and Privacy, pp. 321-334,
IEEE press, 2007.

[7] D. Boneh, X. Boyen, and H. Shacham, “Short group
signature,” in Proceedings of Advances in Cryptology,
LNCS, vol. 3152, Springer-Verlag, pp. 41-55, 2004.

[8] D. Boneh, M. Franklin, “Identity-based encryption
from the weil pairing,” in Proceedings of Advance in
Cryptology (CRYPTO’01), LNCS, vol. 2139, Springer-
Verlag, pp. 213-229, 2001.

[9] X. Boyen, B. Waters, “Anonymous hierarchical
identity-based encryption (without random ora-
cles),” in Proceedings of Advances in Cryptology
(CRYPTO’06), LNCS, vol. 5677, pp. 290-317, 2006.

[10] C. Büttner, S. A. Huss, “An Efficient Anonymous
Authenticated Key Agreement Protocol for Vehicu-
lar Ad-Hoc Networks Based on Ring Signatures and
the Elliptic Curve Integrated Encryption Scheme,”
ICISSP, pp. 139-159, 2015.



International Journal of Network Security, Vol.25, No.3, PP.468-476, May 2023 (DOI: 10.6633/IJNS.202305 25(3).10) 475

[11] E. F. Cahyadi, C. Damarjati, M. S. Hwang, “Re-
search on identity-based batch verification schemes for
security and privacy in VANETs”, Journal of Elec-
tronic Science and Technology, vol. 20, no. 3, pp. 1-19,
2022.

[12] E. F. Cahyadi, M. S. Hwang, “A comprehensive sur-
vey on certificateless aggregate signature in vehicular
ad hoc networks”, IETE Technical Review, vol. 39, no.
6, pp. 1265-1276, 2022.

[13] E. F. Cahyadi, M. S. Hwang, “An improved efficient
anonymous authentication with conditional privacy-
preserving scheme for VANETs”, Plos One, vol. 16,
no. 9, 2021.

[14] E. F. Cahyadi, M. S. Hwang, “An improved efficient
authentication scheme for vehicular ad hoc networks
with batch verification using bilinear pairings”, Inter-
national Journal of Embedded Systems, vol. 15, no. 2,
pp. 139-148, 2022.

[15] E. F. Cahyadi, M. S. Hwang, “A lightweight BT-
based authentication scheme for illegal signatures
identification in VANETs”, IEEE Access, vol. 10, pp.
133869-133882, 2022.

[16] E. F. Cahyadi, T. W. Su, C. C. Yang, M. S. Hwang,
“A certificateless aggregate signature scheme for secu-
rity and privacy protection in VANET”, International
Journal of Distributed Sensor Networks, vol. 18, no.
5, 2022.

[17] P. Chaudhari, M. L. Das, and A. Mathuria, “On
Anonymous Attribute Based Encryption,” ICISS,
LNCS, vol. 9478, Springer-Verlag, pp. 378-392, 2015.

[18] B. K. Chaurasia, S. Verma, S. M. Bhasker, “Mes-
sage broadcast in VANETs using Group Signature,”
in International Conference on Wireless Communica-
tion and Sensor Networks, pp. 131-136, 2009.

[19] P. S. Chung, C. W. Liu, M. S. Hwang, “A study of
attribute-based proxy re-encryption scheme in cloud
environments”, International Journal of Network Se-
curity, vol. 16, no. 1, pp. 1-13, 2014.

[20] M. Durresi, A. Durresi, L. Barolli, “Emergency
broadcast protocol for inter-vehicle communications,”
in Proceedings of the 11th International Conference on
Parallel and Distributed Systems, pp. 402-406, 2005.

[21] E. C. Eze, S. Zhang, E. Liu, and Joy C. Eze,
“Advances in Vehicular Ad-hoc Networks (VANETs):
Challenges and Road-map for Future Development,”
International Journal of Automation and Computing,
vol. 13, no. 1, pp. 1-18, 2016.

[22] E. Fasolo, R. Furiato, A. Zanella, “Smart Broadcast
algorithm for inter-vehicular communications,” Pro-
ceedings of the Wireless Personal Multimedia Com-
munication, 2005.

[23] B. Gedik, L. Liu, “Location Privacy in Mobile Sys-
tems: A Personalized Anonymization Model,” in Pro-
ceedings of the 25th IEEE International Conference
on Distributed Computing Systems, 2005.

[24] V. Goyal, O. Pandey, A. Sahai, and B. Waters,
“Attribute-based encryption for fine-grained access
control of encrypted data,” ACM CCS, ACM press,
pp. 89-98, 2006.

[25] M. Gruteser, D. Grunwald, “Anonymous Usage of
Location-Based Services Through Spatial and Tempo-
ral Cloaking,” in Proceedings of the First International
Conference on Mobile Systems, Applications and Ser-
vices, 2003.

[26] G. Hu, L. Zhang, Y. Mu and X. Gao, “An Ex-
pressive Test-Decrypt-Verify Attribute-Based Encryp-
tion Scheme With Hidden Policy for Smart Medical
Cloud,” IEEE Systems Journal, vol.15, pp. 365-376,
2021.

[27] H. Jiang, H. Guo, L. J. Chen, “Reliable and efficient
alarm message routing in VANET,” in Proceedings
of the 28th International Conference on Distributed
Computing Systems Workshops, pp. 186-191, 2008.

[28] T. H. Kim, W. K. Hong, H. C. Kim, “An effective
multihop broadcast in vehicular ad-hoc network,” in
Proceedings of the 20th International Conference, pp.
112-125, 2007.

[29] G. Korkmaz, E. Ekici, F. Özgüner, “Urban multi-
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Abstract

The privacy protection issue in blockchain data transac-
tions has received much attention. This paper first briefly
analyzed the privacy protection issue in data transactions
and then explained the current legal problems from the le-
gal perspective. After introducing blockchain technology,
the homomorphic encryption method was applied to pro-
tect privacy under blockchain data transactions. A pri-
vacy protection method based on the Paillier algorithm
was designed, and the method’s performance was ana-
lyzed. After verifying the correctness of the algorithm,
the comparison with the zkSNARKs technique revealed
that our method had better efficiency. When the key was
2,048 bits, the encryption homomorphism time was 0.17
ms, and the encryption and decryption time was 185.75
ms and 256.12 ms, i.e., the method had a slight burden
on the system and could meet the needs of practical use.
The results verify that the designed method was reliable.
Therefore, it can be applied in actual blockchain data
transactions.

Keywords: Blockchain; Data Transaction; Law; Paillier
Algorithm; Privacy Protection

1 Introduction

As society continues to develop toward informationiza-
tion, the importance of data is becoming more and more
prominent. In people’s production and life, a large
amount of data is generated, and data transaction, which
is gradually becoming a method of data circulation, pro-
vides services for scientific research, social management,
etc. [9]. However, there is a lot of information related to
personal privacy in the data, and it is easy to be illegally
leaked in the process of transaction; therefore, privacy
protection under data transactions has become a mat-
ter of great concern. From the legal point of view, illegal
trading, illegal dumping, and illegal leakage in the process
of data transaction involve the infringement of personal

information and privacy, etc. Although data is not a tan-
gible object, data transaction has much in common with
the act of buying and selling and can be analyzed by re-
ferring to the legal provisions of the act of buying and
selling.

The two subjects in the data transaction need to trans-
mit the real and valid data securely and use it legally,
thus ensuring a healthy data flow. However, there are
still many loopholes in the legal regulation of data trans-
actions, and the relevant legal provisions are not clear
enough, which makes it very difficult to protect privacy
under data transactions. In this case, in order to im-
prove the security of data transactions, we can start from
the technical aspect. Blockchain, as a decentralized, open
and transparent technology [4,21], has good security, but
blockchain is not designed for data transactions [3,7]. Fur-
ther research and design are still needed for privacy pro-
tection under blockchain data transactions [6, 22]. Onik
et al. [17] proposed a blockchain-based personal identifi-
able information management system to limit the leakage
problem of personal data and verified the privacy of the
approach. Wang et al. [25] proposed a dual blockchain
privacy protection approach to achieve secure data inter-
action between users, doctors, and hospitals through user
chains and medical chains and found through experiments
that the approach had low communication overhead.

Devidas et al. [8] designed a decentralized group signa-
ture scheme for solving the trust problem of centralized
group managers and the privacy problem of users and ver-
ified the security and correctness of the scheme. Nóbrega
et al. [16] proposed a privacy preserving record linking
method based on blockchain technology and verified the
effectiveness of the method with real-world data sources.
This paper mainly studied the privacy protection prob-
lem under blockchain data transactions, designed a pri-
vacy protection method based on the Paillier algorithm,
and verified the reliability of the method through exper-
iments. This work provides a new method to further im-
prove the security of blockchain and ensure the privacy of
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data transactions.

2 Blockchain Privacy Protection
Method Based on the Paillier
Algorithm

2.1 Data Transactions and the Law

With the development of the network, data is also be-
coming more and more a new productivity. The research
and analysis of data can obtain many valuable informa-
tion, so it has been applied in recommendation systems,
user analysis, etc. [14], but in this process, it is likely to
cause infringement on privacy [12]. In the process of data
transaction, it is more vulnerable to illegal attacks and
tampering, leading to the leakage of private information.

According to the Personal Information Protection Law,
there are personal data right and data property right,
i.e., the data subject enjoys the right to decide whether
his or her data can be collected and used and also has
the right to request the data transaction process to en-
sure the privacy of personal data, inquire about the data,
and delete the data, etc. However, there are still many
problems in the current law: personal information data is
not clearly defined, and defending the rights is difficult.
Therefore, in this case, it is especially important to realize
the privacy protection under blockchain data transactions
through technical means.

2.2 Blockchain Technology

Blockchain technology combines distributed networks,
digital signatures and other technologies [13,19,20], which
is used for recording all transactions and time of all
blockchain nodes. In the public ledger, every transac-
tion is verified by consensus of most participants, and the
transaction information will be permanently written in
the blockchain and will not be deleted [24]. The struc-
ture of the blockchain is shown in Figure 1.

Nodes generate the Merkle root through the Hash al-
gorithm and store it in the block head. All transactions in
the blockchain are permanently stored in the blockchain
through digital signatures. Data transactions under the
blockchain include five steps:

1) Generate transactions: user nodes digitally sign
through private keys, generate transactions, and wait
for miner nodes to pack;

2) Miner nodes randomly select transactions, verify dig-
ital signatures, and pack legitimate transactions into
chunks;

3) Calculate the hash value of the block, create locally
packed blocks as new blocks and broadcast them to
the whole network;

4) Verify new blocks and save legal new blocks into the
local block chain;

5) Write the transactions into the block chain perma-
nently to avoid malicious tampering.

The consensus mechanism is the core of the blockchain,
which is used to ensure the consistency of the blockchain.
Common consensus mechanisms are as follows.

1) Proof of Work (PoW) mechanism [10]: Based on the
workload, the nodes are rewarded, which has high
credibility.

2) Proof-of-interest (PoS) mechanism [2]: It can effec-
tively avoid malicious attacks.

3) Delegated proof-of-stake (DPoS) mechanism [23]: It
reduces the size of committers, which is efficient.

4) Practical Byzantine fault-tolerant (PBFT) consensus
algorithm [15]: It is computation-based and has high
consensus efficiency.

Compared with the centralized system, the decentral-
ized feature of blockchain makes it more advantageous in
terms of privacy protection, but it does not guarantee ab-
solute privacy. Due to the transparency of transaction
information on the chain, there is a threat to the user’s
identity privacy and transaction privacy; therefore, pri-
vacy protection under blockchain data transactions is also
a very important issue.

2.3 Homomorphic Encryption and the
Paillier Algorithm

Homomorphic encryption can ensure the correctness
of operations while securing the original data [11],
which has a wide range of applications in privacy
protection. It is assumed that there is plaintext
space M, ciphertext space C, and key space K,
and the encryption and decryption algorithms are E
and D. If there is P (Ek(m1), Ek(m2), · · · , Ek(mn)) =
Ek(L(m1,m2, · · · ,mn)), then the encryption scheme is
homomorphic. For different operations L, there are sev-
eral scenarios.

For any plaintext mi, mj ∈ M , the corresponding ci-
phertext ci = E(mi), cj = E(mj), and c(i), cj ∈ C, if

1) E(mi + mj) = E(mi) ⊕ E(mj) or D(E(mi) ⊕
E(mj)) = mi+mj , it is an addition homomorphism;

2) E(mimj) = E(mi)⊕E(mj) or D(E(mi)⊕E(mj)) =
mimj , it is a multiplication homomorphism;

3) E(mimj) = E(mi)⊕mj or D(E(mi)⊕mj) = mimj ,
it is a mixed multiplication homomorphism.

The Paillier algorithm is an algorithm that satisfies ad-
dition homomorphism [1], and its definition is as follows.
Big prime numbers p and q are randomly chosen to make
gcd(pq, (p−1)(q−1)) = 1, and gcd is the greatest common
divisor. Then, n = pq and λ = lcm(p−1, q−1) are calcu-
lated, where lcm is the least common multiple. An integer
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Figure 1: Blockchain structure

is randomly selected: g ∈ Z(n
2)∗, µ = (L(gλ mod n2))−1,

L(x) = (x− 1)/x, then, public key PK = (n, g) and pri-
vate key SK = (λ, µ) are obtained. For the message to
be encrypted m(0 ≤ m < n), integer r ∈ Z(n

2)∗ is ran-
domly selected to ensure gcd(r, n) = 1. Then, the encryp-
tion process is written as: c ← E(m,PK), E(m,PK) =
gmrn mod n2, and the decryption process is written as:
m← D(c, SK), D(c, SK) = L(cλ mod n2)µ mod n2.

According to the addition homomorphism property
of the Paillier algorithm, if c1 ← E(m1, PK), c2 ←
E(m2, PK), then:

c1 × c2 = g(m1)r
n
1 × g(m2)r

n
2 mod n2

= g(m1 +m2)(r1r2)
n mod n2

= E(m1 +m2, PK).

2.4 Privacy Protection Method Based on
the Paillier Algorithm

The Paillier algorithm is applied to privacy protection
under blockchain data transactions [5]. Suppose that in
the blockchain, users A and B conduct transactions, the
initial amounts deposited by A and B are B0 and B1, re-
spectively, and the total account balance is B, the transfer
amount of every transaction is {v1, v2, · · · , vn} in the pro-
cess of conducting multiple transactions {T1, T2, · · · , Tn},
and the remaining amounts of A and B are b(0, n) and
b(1, n) at the end of the transaction. Based on the Pail-
lier algorithm, big prime numbers a and b are randomly
selected to ensure gcd(ab, (a− 1)(b− 1)) = 1, n = ab and
λ = lcm(a − 1, b − 1) are calculated, and then integer
g ∈ Z(n

2)∗ is randomly chosen. µ = (L(gλ mod n2))−1 is
calculated, and public key PK = (n, g) and private key
SK = λ are obtained. The public-private key pair of A
is (PK0, SK0), and the public-private key pair of B is
(PK1, SK1).

Both A and B encrypt the balance deposited into
the joint account to obtain M1 and M2. E(M1,M2)
is decrypted by Certificate Authority (CA), and the
decryption process is E(M1,M2) = (g(B0)r

n
1 mod

n2)(g(B1)r
n
2 mod n2) = [g(M1 +M2)(r1r2)

n mod n2].

In the first transaction, A sends the amount of the first
transfer (v1) and the account balance (b0, 1) to CA to ver-
ify T1 after encryption. The ciphertexts after encryption
are: M1 = g(v1)r

n
3 mod n2, M2 = g(b0, 1)r

n
4 mod n2. Ac-

cording to the property of addition homomorphism of the
Paillier algorithm, if m1×m2 = M1, then b0, 1+v1 = B0.

At the end of the transaction, A and B encrypt the cur-
rent account balance and send it to CA for verification,
and the encrypted ciphertexts are M3 = g(b(0, n))r

n
5 mod

n2, M4 = g(b(1, n))r
n
6 mod n2. If E(M3,M4) = B, then

the CA closes the payment channel after writing the en-
crypted balance to the blockchain, i.e., the transaction is
completed.

3 Experiment and Analysis

From the perspective of the correctness of the algorithm,
taking the first transaction as an example, CA determines
whether the transaction is legitimate or not by verifying
the correctness ofm1×m2 = M1. The proof of the process
is as follows:

m1 = E(v1, r3)

= g(v1)r
n
3 mod n2

m2 = E(b0, 1, r4)

= g(b0, 1)r
n
4 mod n2

m1 ×m2 = g(v1)r
n
3 mod n2g(b0, 1)r

n
4 mod n2

= g(v1 + b0, 1)(r3r4)
n mod n2

= E(v1 + b0, 1, r).
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Through the above calculation, b0, 1+v1 = B0 is verified;
therefore, the Paillier algorithm is theoretically correct.

In order to understand the effectiveness of the privacy
protection method based on the Paillier algorithm, exper-
iments were conducted in Windows 10 environment and
8 GB memory. At the same time, the method was com-
pared with the Zero-Knowledge Succinct Non-Interactive
Argument of Knowledge (zkSNARKs) technique based on
the zero-knowledge proof library libsnark [18]. The core
of the zkSNARKs technique is the elliptic encryption al-
gorithm, whose cryptosystem is different from the Paillier
algorithm. Therefore, in the comparison process, the pri-
vacy protection methods under two blockchain data trans-
actions were compared by controlling the number of keys
of the Paillier algorithm and the number of constraints of
libsnark.

First, the number of keys of the Paillier algorithm was
set as 64 bits, 128 bits, 256 bits, 512 bits, 1,024 bits and
2,048 bits, respectively. Depending on the key sizes, the
time required for the addition homomorphism of the Pail-
lier algorithm, encryption, and decryption are shown in
Table 1.

It was seen from Table 1 that the addition homomor-
phic time grew slowly with the increase of key size, but
the change was small. The additive homomorphic time
of the Paillier algorithm was 0.07 ms when the key was
64 bits and 0.17 ms when the key was 2,048 bits, indi-
cating an increase of 0.1 ms. This suggested that the
addition homomorphic time was little affected by the key,
which meant that CA could complete the verification of
the transaction with a low burden during the blockchain
data transaction.

Then, the encryption and decryption time of the Pail-
lier algorithm increased significantly with the increase of
key size. When the key was 64 bits, the encryption time of
the Paillier algorithm was 0.56 ms; when the key increased
to 2,048 bits, the encryption time increased to 185.75 ms,
which was about 331 times of that when the key was 64
bits. In addition, it was found that the encryption time
increased mildly when the key increased from 64 bits to
512 bits, and when it increased from 1,024 bits to 2,048
bits, the encryption time showed a significant increase.
Similarly, the decryption time of the algorithm increased
from 0.59 ms at 64 bits to 256.12 ms at 2048 bits, which
showed an increase of about 434 times. This indicated
that the key change had a great impact on the encryption
and decryption time, and a significant increase occurred
after 1,024 bits. The decryption time was slightly longer
than the encryption time. Taking 2048 bits for example,
the decryption time was 256.12 ms, which was 70.37 ms
longer than the encryption time. In general, the addition
homomorphic time ¡ encryption time ¡ decryption time in
the case of the same key.

Then, the efficiency of the zkSNARKs technique was
analyzed. Different number of libsnark constraints were
set, and the generation time and verification time of zero-
knowledge proofs are shown in Table 2.

It was seen from Table 2 that the zkSNARKs technique

took much time to generate zero-knowledge proofs, and
the generation time reached 0.21 s when the number of
constraints was only 1,000 and 9.87 s when the number
of constraints was 50,000. Although the time required by
the zkSNARKs technique for proof verification was only
milliseconds, overall, its efficiency was significantly higher
than that of the Paillier algorithm, which imposed a large
burden on the system; therefore, the privacy protection
method based on the Paillier algorithm was more appli-
cable.

4 Discussion

With the construction of digitalization and informatiza-
tion, the demand for data transactions has been growing,
while at the same time, the issue of privacy protection
under data transactions has gradually surfaced, reflect-
ing the inadequacy of the current legal regulation. From
the legal point of view, the provider, the buyer and the
intermediary party of data transactions has a legal rela-
tionship, which is closely related to personal privacy. In
June 2018, a user on the dark web sold 1 billion pieces
of express data from YTO Express, which involves per-
sonal information such as the name and phone number of
the user. Moreover, the behavior of collecting personal
information exists in many APPs. These issues seriously
threaten personal privacy; therefore, the legal regulation
of data transaction is very important. For data transac-
tions, the relevant laws are as follows.

1) According to the Network Security Law, data are
generally traded with the network as the medium,
then the network service provider must strictly com-
ply with relevant laws, strengthen industry self-
regulation, and keep honest and faith.

2) The Data Security Law of the People’s Republic of
China regulates the processing and exploitation of
data, providing a new legal basis for the regulation
of data transactions.

3) The Personal Information Protection Act regulates
the trading of personal data to a certain extent.

According to the current legal regulation, the shortcom-
ings are as follows.

1) The ownership of data property is still unclear. In the
process of data trading, many information that has
been anonymized is considered not to be private and
cannot be protected according to the personal infor-
mation protection law; moreover, as a kind of content
that can be copied and disseminated infinitely, the
subject of data rights is also difficult to be clarified.

2) There is no special legislation on data trading yet,
and only some guidelines exist in other related laws,
which have strong limitations.

3) There is no special supervisory department to super-
vise data trading.
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Table 1: Efficiency analysis of the Paillier algorithm

Key size Addition homomorphic time/ms Encryption time/ms Decryption time/ms

64 bits 0.07 0.56 0.59
128 bits 0.08 0.79 0.92
256 bits 0.09 2.46 2.56
512 bits 0.11 5.69 6.72
1,024 bits 0.13 27.65 35.41
2,048 bits 0.17 185.75 256.12

Table 2: Efficiency analysis of the zkSNARKs technique

Number of constraints Zero knowledge proof generation time/s Zero knowledge proof verification time/ms

1000 0.21 1.21
5000 1.25 5.64
10000 2.07 10.3
3 20000 3.56 11.8
9 30,000 4.69 13.5
6 40000 7.55 14.17
50,000 9.87 17.21

4) It relies too much on platform self-regulation, and
the relevant regulation is not yet sound.

From the technical perspective, this paper studied the
privacy protection problem under blockchain data trans-
actions, designed a privacy protection method based on
the Paillier algorithm, and verified the reliability of the
method through experimental analysis, which makes some
contributions to further realize the security of data trans-
actions. In the face of the continuous development of data
transactions, in addition to the technical level, the legal
level should also be taken account to strengthen the su-
pervision; therefore, this paper puts forward the following
suggestion:

1) Further clarify the ownership of data property and
protect the rights and interests of data owners, gen-
erators, users, practitioners, etc.;

2) Further improve the regulation of data transactions,
improve the importance and recognition of data, and
establish relevant regulatory sections to form a well-
organized regulatory system;

3) Strengthen the legal regulation of data transactions
at the level of civil, administrative, and criminal law
to ensure the legitimate rights and interests of indi-
viduals while maximizing the use of data.

5 Conclusion

This paper mainly studied the privacy protection under
blockchain data transactions, elaborated on the relevant

legal knowledge, and then designed a method based on the
Paillier algorithm to enhance the security of data transac-
tions under blockchain. It was found through experimen-
tal analysis that the method had good correctness and
also high computational efficiency, so compared with the
zkSNARKs technique, it was less burdensome to the sys-
tem. The proposed method can be promoted and applied
in the actual blockchain to promote the security of data
transactions.
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Abstract

Aiming at the problems of slow convergence speed, low
convergence accuracy, and reduced population diversity
in the late optimization stage of the sparrow search algo-
rithm (SSA), an adaptive weight and fusion of reverse and
local learning-based sparrow search algorithm (ARLSSA)
is proposed. First, inspired by the particle swarm opti-
mization algorithm, an adaptive inertia weight factor is
designed and introduced into the finder position update
to balance the algorithm’s global and local search capabil-
ities. Then a fusion strategy of reverse and local learning
is designed to enhance population diversity, strengthen
searchability and improve the ability to jump out of the lo-
cal optimum. Finally, six algorithms are tested and com-
pared in different dimensions through 12 benchmark func-
tions. The experimental results show that the ARLSSA
has higher solution accuracy, convergence speed, and sta-
bility than the other five algorithms.

Keywords: Adaptive Weights; Local Iterative; Reverse
Learning; Sparrow Search Algorithm

1 Introduction

Global optimization problems have been widely used in
financial engineering, national defense military, produc-
tion scheduling, and engineering design. Its mathematical
model can be described as:

min
x

f(x), x = (x1, x2, . . . , xn)
T ∈ Rn (1)

where xi ∈ [li, ui], (i = 1, 2, . . . , n), li and ui are the
boundaries of xi.

For solving high-dimensional complex global opti-
mization problems, swarm intelligence optimization al-
gorithms have obvious advantages over traditional op-
timization methods, and have greatly attracted the at-
tention in related fields [6, 8, 9]. A variety of algorithms
based on swarm intelligence optimization, such as parti-
cle swarm optimization (PSO) [7], butterfly optimization
algorithm (BOA) [3], cuckoo algorithm (CS) [22], differ-
ential evolution algorithm (DE) [2], whale optimization
Algorithm (WOA) [13], and Grey Wolf Optimization Al-
gorithm (GWO) [14], have been proposed to solve high-
dimensional complex global optimization problems.

Sparrow search algorithm (SSA) [19] is a new swarm
intelligence optimization algorithm proposed by Xue et al.
in 2020. This algorithm is derived from the simulation of
the foraging behavior and anti-predation behavior of spar-
rows in nature. It realizes the search and optimization
through the mutual division of labor among the finder-
joiner-warner in the sparrow population, and has the char-
acteristics of less adjustment parameters and strong op-
timization performance. It has been successfully applied
to parameter identification of industrial robot [20], Lidar
echo decomposition [24], feature extraction of new coro-
nary pneumonia images [25], optimization of refrigeration
unit load [23], support vector machine model parameter
optimization [17], battery stack parameter optimization
identification [26], and UAV trajectory planning prob-
lem [16].

However, the sparrow search algorithm still has the
disadvantages of dependence on the initial solution, sud-
den decline in population diversity in the later itera-
tion, and easy to fall into local optimum, especially when
solving complex high-dimensional optimization problems.
To overcome these shortcomings, many different methods
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have been proposed to improve the optimization of SSA,
which are divided into three categories: 1) Change the
initialization method of population. Since the random
initialization of the population in SSA cannot guarantee
better population diversity, a reverse learning method in
the initialization stage of the sparrow population was in-
troduced to enhance the diversity [10]. The Tent mixed
pure sequence was introduced to initialize the population,
improving the quality of the initial solution and enhancing
the global search ability of the algorithm [12]; 2) Modify
the position update equations. In SSA, the finders guide
the population to search and forage, and the position up-
date equation provides a great help to the algorithm con-
vergence [11]. In the late search stage, precocious conver-
gence is prone to occur. When joiners move to the opti-
mal position, the population diversity is prone to appear,
making the algorithm easy to fall into local optimum.
Combined with the idea of flight behavior in the bird
flocking algorithm, the position update method of finder-
joiner is improved to enhance the global search ability
and local development ability of the algorithm [5]. Com-
bined with the random following strategy of the chicken
swarm algorithm, the position update method of join-
ers in the algorithm is improved. The global search and
local development capabilities of the algorithm are bal-
anced; 3) Introduce a new mechanism. Different mech-
anisms have different search capabilities. The introduc-
tion of new mechanisms to improve the optimization per-
formance of SSA is also an improved research direction.
Ouyang et al. proposed a lens learning sparrow search
algorithm [15], which introduced lens reverse learning,
variable spiral search strategy and annealing algorithm
to effectively improve the search ability and the ability to
jump out of local optimum. Yang et al. introduced a vari-
able helical factor mechanism and an improved iterative
local search strategy to improve the search accuracy and
the ability to jump out of local optimum [21]. Wu et al.
proposed an improved circle mixed pure mapping theory
and combined with quantum mechanism to randomly ini-
tialize the population [18]. An enhanced search strategy
and new boundary control strategy were used to improve
the optimization ability of the algorithm.

Even though some improvements have been made
based on the standard SSA, there are still some short-
comings:

1) In the optimization process of SSA, the individuals
who have completed the optimization will form their
own experience; especially the position update for-
mula of finders ignores the learning of the position
information of the best individuals in the history of
the current population.

2) The existing literatures have not fundamentally
changed the SSA optimization mechanism, lack
learning ability, and may still fall into local optimum
when encountering high-dimensional complex prob-
lems.

To solve the above problems, a sparrow search algo-
rithm based on adaptive weight and fusion of reverse
and local learning (ARLSSA) is proposed. An adaptive
weighting strategy is introduced to adaptively adjust the
finder position update through the distribution of the his-
torical optimal position of the current population in the
dimension, so as to improve the convergence speed and ac-
curacy of the algorithm. Through fusing the reverse and
local learning strategy, the learning ability and the ability
to jump out of local optimum are improved to increase the
population diversity. To verify the optimization of this al-
gorithm, ARLSSA, PSO, GWO, WOA, SSA, CSSOA [12]
are tested and analyzed on 12 benchmark functions. The
results show that ARLSSA algorithm is effective and fea-
sible in convergence accuracy, stability and convergence
speed. The main contributions of this paper are as fol-
lows:

1) According to the distribution of the historical opti-
mal positions of the population in the D dimension,
a method of adaptively adjusting the weights is de-
signed to balance the global search and local devel-
opment capabilities of the algorithm.

2) A fusion of reverse and local learning strategy is pro-
posed to improve the ability of the population to
jump out of local optimum when dealing with high-
dimensional complex problems.

3) The effectiveness of the ARLSSA algorithm is verified
by using the benchmark functions.

The main arrangements of this paper are as follows:
Section 2 introduces the standard sparrow search algo-
rithm; Section 3 introduces and analyzes the ARLSSA
algorithm; Section 4 gives the experimental parameters,
environment and verification for the effectiveness of the
ARLSSA algorithm, and Section 5 draws the conclusions.

2 Sparrow Search Algorithm

The sparrow search algorithm realizes the purpose of
search and optimization through the mutual division of
labor between finder-joiner-warner. Finders are responsi-
ble for food in the population and provide foraging areas
and directions for the entire sparrow population, generally
accounting for 10%-20% of the total population. Joiners
use finders to obtain food. Warners are randomly selected
individuals in the population, accounting for about 10%-
20% of the total population. When they are aware of
danger, they will issue an alarm to let the sparrows es-
cape to a safe area.

At each iteration of SSA, the position update formula
of finders is:

Xt+1
i,j =

{
Xt

i,j · exp
( −i
a·T
)
, if R2 < ST

Xt
i,j +Q · L, if R2 ≥ ST

(2)

where t is the number of current iterations; T is the max-
imum number of iterations; Xi,j is the position of the i-th
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sparrow in the j-th dimension; a ∈ (0, 1] is a random num-
ber; R2 ∈ [0, 1] and ST ∈ [0.5, 1] are the early warning
value and safety threshold, respectively; Q is a random
number subject to standard normal distribution; L is a
matrix with a size of 1 ×D and elements of 1, and D is
a population dimension. R2 < ST means that no preda-
tors are found around the foraging environment, and the
finders can perform extensive searches to guide the popu-
lation to obtain a higher fitness. R2 ≥ ST indicates that
predators are found around the foraging environment, and
the finders adjust the search strategy to escape and lead
the population to a safe position.

The position update formula of joiners is as follows:

Xt+1
i,j =

{
Q · exp

(
Xt

W−Xt
i,j

i2

)
, if i > N

2

Xt+1
P +

∣∣Xt
i,j −Xt+1

P

∣∣ ·A+ · L, otherwise

(3)
whereXW is the current worst position; XP is the optimal
position currently occupied by the finders; A is a matrix
with 1 ×D, and each element is randomly assigned to 1

or −1, and A+ = AT
(
AAT

)−1
; N is the population size;

i > N/2 indicates that the i-th joiner with poor fitness
does not get food and needs to fly elsewhere for food;
otherwise, the i-th joiner forages around the finders in
the best position.

The position update formula of warners is as follows:

Xt+1
i,j =

Xt
B + β ·

∣∣Xt
i,j −Xt

B

∣∣ , if fi > fg

Xt
i,j +K ·

(
|Xt

i,j−Xt
W |

(fi−fω)+ε

)
, if fi = fg

(4)

where XB is the current global optimal position; β is a
compensation control parameter, obeying a normal dis-
tribution random number with mean 0 and variance 1;
K ∈ [−1, 1] is a random number; ε is a minimum constant;
fi, fg and fω are the fitness values of the i-th sparrow,
and the optimal and worst fitness values of the current
sparrow population respectively. fi > fg indicates that
the i-th sparrow is in the marginal area of the population
and vulnerable to predators; fi = fg indicates that the
first sparrow in the middle of the population is aware of
the danger and needs to escape from its current position.

3 Sparrow Search Algorithm
Based on Adaptive Weight
and Fusion of Inverse and Local
Learning

3.1 Adaptive Weight Strategy

In SSA, finders guide the population to search and forage.
From Equation (2), when R2 < ST , exp

( −i
a·T
)
adopts

a linear decreasing inertia weight strategy. That is, the
value of the inertia weight ϖ decreases linearly from a
larger value in the early stage to a smaller value at each
iteration. This aims to ensure that the algorithm has

better global search and local development capabilities in
the later stage. According to the parameters of i, a and
T and set values,, it can be known that the larger value of
ϖ in the early stage of SSA is usually close to constant 1.
When R2 ≥ ST , ϖ is 1. A larger ϖ can facilitate global
search and increase the population diversity; a smaller ϖ
can improve the local mining ability and speed up the
convergence speed of the algorithm [4]. Many scholars
have pointed out that in the process of groups, such as
birds and fish searching for their own food h, the individ-
uals who have completed the search would form their own
experience, especially the experience of historical optimal
individuals are more worth learning. However, the posi-
tion update formula of finders ignores the learning of the
position information of the optimal individuals in the his-
tory of the current population. To solve these problems,
this paper proposes a method of adaptively adjusting the
weights according to the distribution of the historical opti-
mal position of the current population in the D dimension.
The formula is as follows:

ω(t+ 1) =

{
(pw − pb) /t, if t ≤ T/b, t ̸= 0

1, otherwise
(5)

where ω is the inertia weight, and its initial value is 1; pw
and pb are respectively the maximum value and minimum
value of the historical optimal position of the population
in D dimension at the i-th iteration; b is a positive number
and the default value is 2. t ≤ T/2 indicates that that
the finders adopt an adaptive weight adjustment method
to guide the population to search and forage. Otherwise,
it means that the population is in short supply of food
in the foraging environment, and the finders adjust the
weight strategy for foraging.

The proposed adaptive weight adjustment method is
introduced into the finder position update formula, and
the improved formula is as follows:

Xt+1
i,j =

{
ω(t+ 1) ·Xt

i,j · exp
( −i
a·T
)
, if R2 < ST

ω(t+ 1) ·Xt
i,j +Q · L, if R2 ≥ ST

(6)

Several different types of test functions are tested
Limited by space, Figure 1 shows the inertia weight
ω curve of the SSA solution benchmark test functions
(Sphere, Alpine and Easom) with adaptively adjusted in-
ertia weights. Sphere is the high-dimensional unimodal
function; Alpine is the high-dimensional multimodal func-
tion, and Easom is a fixed 2-dimensional function. The
high-dimensional function dimension is set to D = 30,
the population size N = 30; the maximum number of it-
erations is T = 500, and the fixed-dimensional function
dimension is set to D = 2.
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(a) Sphere

(b) Alpine function

(c) Easom function

Figure 1: Adaptive adjustment inertia weight ω curve

As shown in Figure 1, when optimizing three different
test functions, SSA with adaptive adjustment of inertia
weights obtains a large ω value at the beginning of iter-
ation. This avoids the algorithm falling into the defect
of small range search at the beginning of iteration and is
conducive to global search. As the iterations of the spar-
row population increase, ω will gradually decrease, which
is conducive to the local detailed search of the algorithm.

3.2 Fusion of Reverse and Local Learning
Strategy

In the optimization process, like other swarm intelligence
optimization algorithms, SSA has a contradiction between

group diversity and algorithm convergence speed. For the
improvement of standard SSA, whether it is changing the
population initialization method, modifying the position
update formula or introducing a new mechanism, its aim
is to improve the local search ability while maintaining
the population diversity and preventing premature con-
vergence while the algorithm converging rapidly. The SSA
based on the fusion strategy of reverse and local learning
is also generated based on this idea. That is, relying on
the reverse learning mechanism to make multiple sparrow
individuals learn reversely. While enhancing the popula-
tion diversity, the local mining capacity of the historical
optimal individuals in the population is improved through
the local iterative search mechanisms. The specific im-
provement strategies are as follows:

1) Inverse learning of sparrows. The reverse learning
strategy can improve the search ability of swarm op-
timization algorithm [1]. When it is detected that
the historical optimal position has not been updated
within a certain number of iterations, it is determined
that the algorithm has fallen into a stagnant state
and the finders cannot find a better solution in their
fields. To this end, the sparrows in the noptimal his-
torical positions in the current joiners to perform the
reverse learning of the c-th generation, making them
search in a larger range of activities and improve the
success rate. The learning methods of other N − n
sparrows are constant. Specific steps are as follows:

Step 1. The i-th sparrow of reverse learning is
xj
i = (x1

i , x
2
i , . . . , x

D
i ) (i = 1, 2, . . . , n) (j =

1, 2, . . . , D), and its reverse solution x̄j
i =

(x̄1
i , x̄

2
i , . . . , x̄

D
i ) can be defined as follows:

x̄j
i = k · (lj + uj)− xj

i (7)

where k ∈ (0, 1) is a random number subject to
uniform distribution; xj

i ∈ [lj , uj ] and [lj , uj ] are
the dynamic boundaries of the j-th dimensional
search space, lj = min(xj

i ) and uj = max(xj
i ).

Step 2. If x̄j
i appears and crosses the dynamic

boundary [lj , uj ] to be a non-feasible solution,
it is reset by the following formula:

x̄j
i = rand(lj , uj) (8)

Step 3. When the reverse learning of generation c
is completed, the reverse subpopulation and the
subpopulation of the joiners in the generation
c are merged in the order of original individual
position and participate in the later evolution-
ary competition. The optimization process of
generation c+ 1 restores the search mechanism
before reverse learning.

2) Partial learning of sparrows. The local iterative
search of the historical optimal position neighbor-
hood in the population can effectively prevent the
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sparrow individual from missing a better solution in
the process of jumping directly to the current opti-
mal position. At the same time, local search near the
current optimal solution helps to improve the accu-
racy of the solution and jump out of local optimum
in a small range. Specific steps are as follows:

Step 1. After the sparrow population is updated at
each generation, the historical optimal position
x∗ of the population is updated, and x∗ is dis-
turbed to obtain the intermediate solution x∗∗.
The update formula is as follows:

x∗∗ = x∗ · rand() (9)

where rand() is a random number between 0 and
1.

Step 2. Boundary detection is performed on x∗∗, if
it crosses, return to Step 1 ; otherwise the fitness
value f(x∗∗) of the intermediate solution x∗∗ is
calculated;

Step 3. For the local iterative search result x∗∗, the
greedy retention strategy is adopted, that is,

x∗ =

{
x∗∗, f(x∗∗) < f(x∗)

x∗, f(x∗∗) ≥ f(x∗)

f(x∗) =

{
f(x∗∗), f(x∗∗) < f(x∗)

f(x∗), f(x∗∗) ≥ f(x∗)

(10)

3.3 RLSSA Pseudo Code

The pseudo code of ARLSSA is shown in Algorithm 1.

3.4 Complexity Analysis of ARLSSA Al-
gorithm

N is the sparrow population; D is the dimension; T is
the maximum number of iterations; s1 is the randomly
initialized population time; jd is the time to solve the
individual fitness value; s2 is the time to sort the pop-
ulation according to the fitness value; Pd is the num-
ber of finders; s3 is the update time of each dimension;
s4 is the update time of joiners in each dimension; Sd
is the number of warners, and s5 is the update time of
each dimension. TC1 = O(s1 + N × jd + s2) is the time
complexity in the initial stage; TC3 = O((N − Pd) ×
s4 × D) is the time complexity of finder position up-
date; TC3 = O((N − Pd) × s4 × D) is the time com-
plexity of joiner position update; TC4 = O(Pd× s5 ×D)
is the time complexity of warner position update, and
TC5 = O(N × jd+ s2) is the time complexity of calculat-
ing the fitness value and sorting of sparrows in the t-th
generation. In this way, the time complexity of SSA is
TC = TC1+(TC2+TC3+TC4+TC5)×T = O(D+ jd).

In ARLSSA, s11 is the time for local learning; s12 is
the learning time for reverse learning in each dimension,

Algorithm 1 ARLSSA algorithm

Input: the search space dimension D of the algorithm,
the population size N , the maximum number of iter-
ations T , the upper and lower bounds of initial value
lb and ub, the number of finders Pd, the safe thresh-
old ST , the value of ε, the number of warners Sd,
the adaptive adjustment factor b, the reverse learn-
ing algebra Lt, and the subpopulation size of reverse
learning n;

Output: the historical optimal solution XBof the popu-
lation.

1: Begin
2: According to D and N , the population is randomly

initialized in the search space;
3: The fitness value of each sparrow individual f(xi) is

calculated, i = 1, 2, . . . , N , and sorted according to
the fitness value and its corresponding position. The
values of fg, fω, XB and XW are recorded, let t = 0;

4: while t < T do
5: From the sparrow population, the individuals

whose fitness values are Pd∗N are selected as find-
ers and the positions are updated according to for-
mula (6);

6: if satisfies the reverse learning condition then
7: According to the subpopulation size n of the re-

verse learning, the reverse learning of joiners is
carried out according to formulas (7) and (8);

8: The remaining sparrow individuals after (1−Pd)·
N−n are selected as joiners, and position update
is carried out according to formula (3);

9: else
10: The remaining sparrow individuals after (1−Pd)·

N are selected as joiners, and the position is up-
dated according to formula (3);

11: end if
12: The individuals with Sd ∗N are randomly selected

from the sparrow population as early warners and
the position is updated according to formula (4);

13: The fitness value is calculated and sorted according
to the fitness value and its corresponding position
to update the values of fg, fω, XB and XW ;

14: Local learning on XB is performed according to for-
mula (9); the values of fg and XB are updated ac-
cording to formula (10), and the values of pw and
pb are recorded to solve the inertia weight value ω
according to formula (5);

15: t = t+ 1;
16: end while
17: End
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and s13 is the time for inertia weight calculation. TC11 =
O(s1 +N × jd + s2) is the time complexity in the initial
stage; TC22 = O(Pd× s3 ×D) is the time complexity of
finder position update; TC33 = O(((N − Pd − N/Lt) ×
s4 + N/Lt × s12) × D) is the time complexity of joiner
position update; TC44 = O(Pd × s5 × D) is the time
complexity of warner position update; TC55 = O(N ×
jd + s2) is the time complexity of calculating the sparrow
fitness value and sorting in the t-th generation; TC66 =
O(s11) is the time complexity of local learning in the t-th
generation, and TC77 = O(s13) is the time complexity of
calculating the inertia weight value. The time complexity
of ARLSSA is TC0 = TC11 + (TC22 + TC33 + TC44 +
TC55 + TC66 + TC77) × T = O(D + jd). TC = TC0

indicates that the time complexity of ARLSSA and SSA
algorithms are consistent.

4 Experiment and Analysis

4.1 Parameter Settings and Test Func-
tions

To verify the performance of ARLSSA 12 commonly used
benchmark functions are selected to test and compare
PSO, GWO, WOA, SSA, CSSOA and ARLSSA. The spe-
cific parameter settings are all derived from the origi-
nal literature as shown in Table 1, and the benchmark
functions are shown in Table 2. F1 ∼ F5 is the high-
dimensional unimodal function; F6 ∼ F10 is the high-
dimensional multimodal function, and F11 and F12 are
the fixed dimension functions (D = 2). The experimen-
tal environment is based on Intel(R) Core(TM) i7-9700
CPU@3.00GHz, memory 16GB, Windows 10 64-bit oper-
ating system with Python 3.9.1 installed.

4.2 Convergence Accuracy and Stability
Analysis

For fairness, the population size and the maximum num-
ber of iterations of each algorithm are set to 30 and 500,
respectively. Based on the benchmark function dimen-
sions set to 30, 50, and 100 respectively, each algorithm
runs independently 30 times. Their optimal value (Best),
mean (Ave) and standard deviation (Std) are selected as
evaluation indicators. The mean and the standard devia-
tion respectively represent the convergence accuracy and
the stability of the algorithm. The optimal results are
shown in Table 3 (in bold).

As shown in Table 3, in the five high-dimensional uni-
modal functions F1 ∼ F5, when the dimensions D = 30,
D = 50 and D = 100 are set for optimization, the opti-
mal value (Best), the average value (Ave) and the stan-
dard deviation (Std) of the six algorithms indicate that
ARLSSA found the theoretical optimal value 0 when solv-
ing the three functions of F1, F2 and F3. The obtained
Ave and Std are also 0. In addition, SSA and CSSOA
also found the theoretical optimal value 0 when solving

F1, F2 and F3 in D = 30 and D = 50. The Ave and Std of
ARLSSA optimization results are much higher than the
other five algorithms. Then, when solving F4, the Best,
Ave and Std of ARLSSA are at least 3 orders of magni-
tude higher than the other 5 calculations. When solving
F5, the Best, Ave and Std of ARLSSA are at least 1 order
of magnitude higher than the other five calculations.

In the five high-dimensional multimodal functions F6 ∼
F10, when D = 30, D = 50 and D = 100 are set for
optimization, ARLSSA finds the theoretical optimal value
0 when solving F6, F8, F9 and F10. The obtained Ave
and Std are also 0. Only when solving F6 and F8, the
Best, Ave and Std of CSSOA are 0, and the optimization
performance of the other four algorithms decreases as the
dimension increases. For the solution of F7, ARLSSA,
SSA and CSSOA have basically the same optimization
ability, and ARLSSA does not reflect the superiority of
the algorithm.

In the two fixed dimension functions F11 and F12,
ARLSSA found the theoretical optimal value when solv-
ing F11 and F12, and Std is also 0. PSO also found the
theoretical optimal values when solving F11 and F12. For
the solution of F12, the other four algorithms also ob-
tained theoretical optimal values.

The optimization results of the six algorithms in dif-
ferent dimensions show that compared with the other five
algorithms, whether it is a high-dimensional unimodal,
high-dimensional multimodal or a fixed-dimensional func-
tion, ARLSS not only has significantly improved the op-
timization accuracy, but also has better stability.

4.3 Convergence Curve Analysis

To intuitively compare the optimization process and con-
vergence speed of the six algorithms, Figures 2–13 show
the convergence curves of the six algorithms in the dimen-
sion D = 50 of 12 benchmark test functions.

It can be seen from the above 12 figures, ARLSSA has
fast convergence speed and high convergence accuracy in
the functions F1 ∼ F3, F6 and F8 ∼ F10. It has strong
anti-local attraction ability, excellent search ability, and
the optimization effect is much higher than other algo-
rithms. ARLSSA also has a good convergence effect in the
functions F4 and F5. Its optimization effect is better than
other algorithms, but it does not jump out after falling
into a local extreme point. ARLSSA and CSSOA have
basically the same convergence speed in the functions F7

and F11. ARLSSA does not reflect the superiority of the
algorithm, but its convergence accuracy is higher than
CSSOA. ARLSSA does not converge as fast as the other
four algorithms in the function F12. Through the above
analysis, it can be seen that the ARLSSA algorithm gets
rid of the limitation of the original algorithm search mech-
anism and improves the solution efficiency and quality of
the algorithm.
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Figure 2: d = 50, Convergence curve of F1(x) Figure 3: d = 50, Convergence curve of F2(x)

Figure 4: d = 50, Convergence curve of F3(x) Figure 5: d = 50, Convergence curve of F4(x)

Figure 6: d = 50, Convergence curve of F5(x) Figure 7: d = 50, Convergence curve of F6(x)

Figure 8: d = 50, Convergence curve of F7(x) Figure 9: d = 50, Convergence curve of F8(x)
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Table 1: Parameters
Algorithm PSO GWO WOA SSA CSSOA ARLSSA

Parameter
c1 = 2 c2 = 2
Wmin = 0.2
Wmax = 0.9

a = (2 → 0) b = 1
ST = 0.8
Pd = 0.2
Sd = 0.2

ST = 0.8 Pd = 0.2
Sd = 0.2

ST = 0.8 Pd = 0.2
Sd = 0.2 Lt = 20

n = 0.1

Table 2: Test functions
Function Formula Domain Min

Sphere F1(x) =

n∑
i=1

x2
i [−100, 100] 0

Schwefel’s F2(x) =

n∑
i=1

|xi|+
n∏

i=1

|xi| [−10, 10] 0

Quadric F3(x) =

n∑
i=1

i∑
j=1

x2
j [−100, 100] 0

Rosenbrock F4(x) =

n−1∑
i=1

[100(xi+1 − x2
i )

2 + (xi − 1)2] [−30, 30] 0

Quartic F5(x) =

n∑
i=1

ix4
i + random[0, 1] [−1.28, 1.28] 0

Rastrigin F6(x) =

n∑
i=1

[x2
i − 10 cos(2πxi) + 10] [−5.12, 5.12] 0

Ackley F7(x) = −20

−0.2

√√√√ 1

n

n∑
i=1

x2
i

− exp

(
1

n

n∑
i=1

cos(2πxi)

)
+ 20 + e [−32, 32] 0

Griewank F8(x) =
1

4000

n∑
i=1

x2
i −

n∏
i=1

cos

(
xi√
i

)
+ 1 [−600, 600] 0

Zakharov F9(x) =

n∑
i=1

x2
i +

(
n∑

i=1

0.5ixi

)2

+

(
n∑

i=1

0.5ixi

)4

[−5, 10] 0

Alpine F10(x) =

n∑
i=1

|xi sin(xi) + 0.1xi| [−10, 10] 0

Easom F11(x) = − cos(x1) cos(x2) exp(−(x1 − π)2 − (x2 − π)2) [−100, 100] −1

Six-Hump Camel F12(x) = 4x2
1 − 2.1x4

1 +
1

3
x6
1 + x1x2 − 4x2

2 + 4x4
2 [−5, 5] −1.0316

5 Conclusion

Based on the standard sparrow search algorithm, an adap-
tive inertia weight and a fusion strategy of reverse and lo-
cal learning are introduced. A sparrow search algorithm
based on an adaptive weight and a fusion of reverse and lo-
cal learning is proposed. First, an adaptive inertia weight
factor is introduced into the finder position update for-
mula, so that the algorithm has strong global search abil-
ity in the early iteration, and a high local mining ability
in the later iteration. Then a reverse and local learning
strategy is integrated to increase the population diver-
sity, improve the search ability and the ability to jump
out of local optimum. Finally, 12 benchmark functions
are selected for comparison with other five algorithms in
different dimensions of functions. The experimental re-
sults show that the ARLSSA algorithm has high conver-
gence accuracy, convergence speed and solution stability,

and strong competitiveness. Our next work would apply
ARLSSA to practical engineering problems, such as im-
age segmentation and face recognition, to further test its
effectiveness.
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Abstract

This paper proposes a blockchain signcryption scheme
against quantum computing, which uses the signcryption
to protect the blockchain based on the zero-knowledge
argument of knowledge systems in the lattice to improve
network security and have post-quantum computing. It
can effectively protect the security of core data, such
as the true identity of the blockchain, resist quantum
computing, and hide the accurate identity information
of blockchain users. Using a signcryption to verify the
legitimacy of users and the validity of the signcryption
can’t obtain the accurate identity information of users in
the whole process of signcryption, which well protects the
privacy of blockchain.

Keywords: Blockchain; Privacy; Signature; Zero-
knowledge Argument of Knowledge

1 Introduction

With the continuous increase of the volume of data and
the continuous improvement of the intrinsic value of data,
it becomes particularly important to make full use of the
centralized data value in major traditional organizations
and play its role as a factor of pro-duction in the era of
the digital economy. However, as the carrier of data value,
the traditional data trading platform has many problems,
such as the loss of data ownership and the disclosure of
original data information. How to make data transac-
tions while ensuring the invisibility of the data and the
determination of data ownership has become an urgent
problem to be solved [17, 22, 28, 31]. Blockchains can
store different contents on the chain through the same
data format, to realize the secure sharing of content. At
present, blockchain technology has received widespread
attention, is being derived into a new form of industry,
and has become a new momentum of economic develop-
ment [1–3]. The application of blockchain has been ex-
tended to many fields, such as intelligent manufacturing,
supply chain management, the internet of things, digital

currency, health care, and so on [8–11, 16, 18, 29]. Due to
the rapid development of quantum computer technology
and the continuous improvement of the number of qubits
of quantum computers, quantum computers can quickly
solve difficult exponential problems, so when the num-
ber of qubits of quantum computers increases to a certain
extent, it will bring serious security risks to the existing
computer networks based on classical public key cryp-
tography algorithms. In practical applications, most of
the existing protocols are generally constructed using tra-
ditional cryptographic primitives, such as Diffie-Hellman
or Elliptic Curve Diffie-Hellman. In the future quantum
era of universal quantum computers, these algorithms will
pose a great threat [15,21,26,33]. With the development
of quantum computing, post-quantum cryptography has
attracted much more attention.

The last decade has witnessed important progress in
the field of computing on lattice-based [4, 6, 20, 30]. As
mentioned earlier the security proofs for all these multi-
signatures are either incomplete or rely on a non-standard
heuristic assumption. In 2021, Doss et al. [14] proposed
a Memetic optimization with cryptographic encryption
for secure medical data transmission in IoT-based dis-
tributed systems that can resist inside key exchange by
using the lattice signature technology. The application
of the key exchange and signature scheme also includes
hierarchical electronic voting for multiple regions, digi-
tal copyright management, and much more. For practi-
cal lattice-based zero-knowledge argument of knowledge
(ZKAoK) systems, there are two main approaches in
current literature: Stern-type Protocol and Fiat-Shamir
with Abort [5, 12, 13, 19]. In 2019, Bootle et al. pro-
posed the algebraic techniques for short exact lattice-
based zero-knowledge argument of knowledge systems [7].
In 2021, Lyubashevsky et al. proposed a shorter lattice-
based zero-knowledge argument of knowledge systems via
one-time commitments [25]. The research on the prob-
lem of voter privacy data disclosure in the application of
blockchain and the identity privacy protection scheme of
blockchain applied to different scenarios not only has a
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certain theoretical value, but also has important practi-
cal significance. Hence, it is meaningful to construct a
blockchain post-quantum signcryption scheme based on
the zero-knowledge argument of the knowledge system,
which can pro-vide useful information privacy and un-
forgeability.

The rest of the paper is organized as follows: in Sec-
tion 2, we introduce some basic concepts and algorithms
of lattice schemes. In Section 3, we give our post-quantum
blockchain privacy protection scheme. In Section 4, we
analyze the correctness and security. In Section 5, finally,
we summarize the post-quantum blockchain privacy pro-
tection scheme.

2 Lattice Problem

Definition 1. Let Λ be an n-dimensional lattice and ε >
0. Then, the smoothing parameter ηε(Λ) is the smallest
real s > 0 such that ρ 1√

2πs
(Λ∗\{0}) ≤ ε.

Lemma 1. For any n-dimensional lattice Λ with basis B
and ε > 0, we have:

ηε(Λ) ≤
∥∥∥B̃∥∥∥ ·√ln(2n/(1 + 1/ε))/π.

Lemma 2. Let Λ be an n-dimensional lattice. Then, for
any ε ∈ (0, 1), σ ≥ ηε(Λ) and and c ∈ Rn

ρσ,c(Λ) ∈
[
1− ε
1 + ε

, 1

]
· ρσ(Λ).

Lemma 3. Let m, k > 1, Λ be m-dimensional lattice
andc ∈ Zm. Then:

Pr
Z
← Dσ[|z| > kσ] ≤ 2e

−k2

2

Pr
Z
← Dm

σ [∥z∥2 > kσ
√
m] ≤ kmem

2 (1−k2)

Pr
Z
← Dm

Λ,σ,c[∥z∥2 > kσ
√
m] ≤ 2kme

m
2 (1−k2).

Lemma 4. ( [27, 32]). Let Q ∈ Zm×nand Λ be an n-
dimensional lattice. Then, for any σ ∈ Rm

>0 and s ∈ Rm

we have:

ρσ(s)∑
z∈Λ ρσ(Qz)

≤ ρσ(s)∑
z∈Λ ρσ(s+Qz)

≤ 1∑
z∈Λ ρσ(Qz)

.

Theorem 1. ( [32]). Let A ∈ Zn×m and W ∈ Zk×m be
arbitrary matrices and denote wi ∈ Zm to be the i-th row
of W . Furthermore, supposeσ = (σ1, σ2, · · · , σk) satisfies

forσi ≥ qn/m
√

ek
m ∥wi∥ + 2. Then, for any s ∈ Rk, we

have:
ρσ(s)∑

z∈Λ⊥
q (A) ρσ(s+Wz)

≤ 1

2
.

Definition 2. (MLWEn,m,χ) ( [24, 32]). Given A ←
Rn×m

q , a secret vector s ← χm and error vector e ← χn,
the Module− LWE problem with parameters n,m > 0 and

an error distribution χ over R asks the adversary ψ to
distinguish between the following the cases: (A,As + e)
for A. Then, ψ is said to have advantages in solving
MLWEn,m,χ if

|Pr[b = 1|A← Rn×m
q ; s← χm; e← χn; b← ψ(A,As+e)]

−Pr[b = 1|A← Rn×m
q ; b← Rn

q ; b← ψ(A,b)]| ≥ ε.

Definition 3. Module− SIS(.MSISn,m,B..) ( [24]).
Given A ← Rn×m

q , the Module− SIS problem with pa-
rameters n,m > 0 and 0 < B < qasks to find z ∈ Rm

q

such that Az = 0 over Rq and 0 < ∥z∥ < B. An algo-
rithm ψ is said to have advantages in solving MSISn,m,B

if:

Pr[0 < ∥z∥ < B ∧Az = 0|A← Rn×m
q ; z ← ψ(A)] ≥ ε.

Lemma 5. (Lattice Trapdoors [6]). TrapSamp(1n, 1m, q)
that, given any integers n ≥ 1, q ≥ 2, and sufficiently
large m = Ω(n log q), outputs a matrix A ∈ Zn×m

q and a
trapdoor matrix T ∈ Zn×m such that the distribution of
A is negl(n)-close to uniform.

Lemma 6. ( [23]). and v ∈ Rn. Then, for all t > 0, it
holds that:

1) Px ∼ DΛ,σ [∥x∥2 > σ
√
n] < 2−2n,

2) Px ∼ DΛ,σ [∥x∥∞ > σlog2n] ≤ 2ne−π log2
2 n,

3) Px ∼ DΛ,σ [|⟨x⟩| > σt∥v∥2] ≤ 2e−πt2 .

Lemma 7. ( [19]). Let n, p be positive integers. Let Λ
be a lattice of rank n, and let V = [−p, p]n. Let T =
p
√

5n(1 + δ)/8, where

δ =

√
32(λ+ 1)

25nlog2e
.

Define h the distribution obtained by sampling α from
[−p, p] and s from ψn

1 and outputting v = α · s. Further,
let M > 1, t =

√
(λ+ 2)/(πlog2e) and definitely

σmin =

(
−t+

√
t2 + ln(M)

π

)−1

· T.

Let σ ≥ σmin. We now define two distributions

P1: Sample v ← h and y ← DΛ,σ. Define z = y + v.
Output (v, z) with probability

min

(
1,

DΛ,σ(z)

M ·DΛ,σ(z − v)

)
.

P2: Sample v ← h and z ← DΛ,σ. Output (v, z) with
probability 1/M.

Then, it holds that P1 outputs something with proba-
bility at least (1− 2−λ)/M , and that

∆(P1, P2) ≤ 2−(λ+1)(1 + 1/M) ≤ 2−λ.
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3 Blockchain Privacy Protection
Scheme

The blockchain privacy protection scheme involves a few
parameters: a prime q1 and prime q modulus, and integer
dimensions n, k, d, ℓ, ℓ1, ℓ2, τ, λ,M ≥ 1. More precisely,
we define:

ℓ = ℓ1 + ℓ2 + 2n

B1 ← Zℓ1×(ℓ2+2n)
q

B2 ← Z2n×ℓ2
q

B =

[
Iℓ1 B1

0 I2nB2

]
∈ Z(ℓ1+2n)×ℓ

q .

We now present the zero-knowledge argument of
knowledge (ZKAoK) protocol in [19]. First, let aCommit
be an auxiliary commitment scheme with randomness
space {0, 1}n and message space Zn+2ℓ

q , and that is bind-
ing and hiding. The following interactive protocol in-
volves a prover P with public input A ∈ Zn×m

q , y ∈ Zm
q ,

and M ∈ [n]3 with |M | = n and private input x ∈ Zn
q .

The verifier V is only given the public input. In the pro-
tocol, the P must convince V in zero-knowledge that they
know x verifying{

yT = xT ·A mod q
∀(h, i, j) ∈M,x[h] = x[i]x[j] mod q

The Signcryption Generation: the Prover and
the Verifier will implement the following algo-
rithms to generate the signcryption:KeyGen(A, γn),
Pi[A,B,M,H, η, η

′
, yj , xi, t, r],

Vj [H,A,B,M, η, η
′
, yi, xj , t]. Assume that the Prover is

i-th user and the Verifier is j-th user, the KeyGen(A, γn)
will be generated as shown in the following:
KeyGen(A, γn):

1) Choose a random public matrix A ∈ Zn×m
q .

2) Choose random parameter x: xi ← {−τ, · · · , τ}n,
i = 1, 2, · · · , Q, where i and Q represents the i-th
user and total number of users respectively.

3) Compute: yTi = xTi ·A mod q, i = 1, 2, · · · , Q.

The Pi[A,B,M,H, η, η
′
, yj , xi, t, r] will be generated as

shown in the following:
Prover Pi[A,B,M,H, η, η

′
, yj , xi, t, r]:

1) Choose random parameters: θ ← {−τ, · · · , τ}m, e←
{−τ, · · · , τ}n, e′ ← {−τ, · · · , τ}.

2) Compute: η = q1 ·A · θ + q1 · e mod q.

3) Choose a random message µ: µ ∈ {0, 1}n.

4) Choose a hash function H:

H : {0, 1}∗ → {v1 : v1 ∈ {0, 1}n}

5) Compute: µH = H(µ).

6) Compute: η
′
= q1 · yTj · θ + q1 · e

′
+ µ mod q.

7) Sample Gaussian parameters: r ← Dn
Zq,r

, s1 ← Dℓ
σ1
,

s2 ← Dℓ
σ2
.

8) Compute: tT = rTA mod q.

9) Let a and b be two n-dimension vectors. For h ∈
[1, n], let (k1, k2, k3) be the h-th element of M , com-
pute:

a[h] = r[k1]− r[k2] · xi[k3]− r[k3] · xi[k2]

b[h] = r[k2] · xi[k3]

c1 = B · s1 +

 0
xi
a

 mod q

c2 = B · s2 +

 0
r
b

 mod q

10) Sample: ρ← {0, 1}k.

11) Output the commit: Caux = aCommit(t||c1||c2; ρ).

Prover sends the commit Caux to the Verifier.
Verifier sample a parameter α:α ← [−p, p] to the

Prover.
Prover Pi[A,B,M,H, η, η

′
, yj , xi, t, r]:

1) Compute: z0 = α · x+ r.

2) Compute: z1 = α · s1 + s2

3) Abort with probability 1−p(α ·s1, z1), p(α ·s1, z1) =
min(

1,Dσ2
(z1)

M ·(z1−α·s1) ).

Prover sent the commit (µH , H,t, η, η
′
, s1, s2, z0, z1) to

the Verifier.
The Vj [H,A,B,M, η, η

′
, yi, xj , t] will be generated as

shown in the following:
Verifier Vj [H,A,B,M, η, η

′
, yi, xj , t]:

Let a and b be two n-dimension vectors. For h ∈ [1, n],
let (k1, k2, k3) be the h-th element of M , compute:
d[h] = α · z0[k1]− z0[k2] · z0[k3] µ

′
= ((η

′ − xTj · η) mod
q) mod q1

Accept if:

1) Caux = aCommit(t||c1||c2; ρ).

2) ∥z1∥∞ ≤ s2log2ℓ.

3) ∥z1∥2 ≤ s2
√
ℓ.

4) zT0 ·A = α · yTi + tT.

5) B · z1 +

 0
z0
d

 = α · c1 + c2 mod q.

6) µ
′

H = H(µ
′
) = µH
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4 Analysis

4.1 correctness

The correctness of the decryption in the post-quantum
blockchain privacy protection scheme follows from our
choice of parameters. Specifically, to show correctness,
we follow the proof strategy, we first compute µ

′
=

((η
′ − xTj · η) mod q) mod q1. We have:

µ
′
= ((η

′
− xTj · η) mod q) mod q1

= ((q1·yTj ·θ+q1·e
′
+µ−xTj ·(q1·A·θ+q1·e)) mod q) mod q1

= ((q1·yTj ·θ−q1·xTj ·A·θ+q1(e
′
+xTj ·e)+µ) mod q) mod q1

= ((q1 · (e
′
+ xTj · e) + µ) mod q) mod q1

Since we assumed (n · d · γ +1) ≤ q
2q1
− 1

2 and ∥µ∥∞ ≤
q1/2, then ∥∥∥q1 · (e′ + xTj · e) + µ

∥∥∥
∞
≤ q1/2H

Therefore there is no reduction modulo q1 in q1 · (e
′
+xTj ·

e) + µ and hence

µ
′
= ((q1 · (e

′
+ xTj · e) + µ) mod q) mod q1 = µ

Then
µ

′

H = H(µ
′
) = H(µ) = µH

4.2 Proof of ZKAoK

Proof. For the zero-knowledge argument of knowledge
proof of the post-quantum blockchain privacy protection
scheme, we follow the proof strategy from [32].

Completeness: by Lemma 7, it holds that the prover re-
sponds with probability at least (1−2−λ)/M , and that z1
is within statistical distance 2−(λ+1)(1+1/M) of Dσ2

. We
further condition on a non-aborting transcript. Lemma 6
combined with the union bound gives

P
[
∥z1∥∞ ≥ s2log2ℓ ∨ ∥z1∥2 ≥ s2

√
ℓ
]

≤ 2−(λ+1)(1 + 1/M) + 2−2ℓ + 2ℓe−π log2
2 ℓ

The equation zT0 ·A = α · yTi + tT is easily verified as:

zT0 ·A = (α · xTi + rT) ·A

= α · xTi ·A+ rT ·A

= α · yTi + tT.

Let a and b be two n-dimension vectors. For h ∈ [1, n],
let (k1, k2, k3) be the h-th element of M , we have:

d[h] = α · z0[k1]− z0[k2] · z0[k3]

= α·(α·xi[k1]+r[k1])−(α·xi[k2]+r[k2])·(α·xi[k3]+r[k3])

= α2 · (xi[k1]− xi[k2] · xi[k3])− r[k2] · r[k3]
+α · (r[k1]− r[k2] · xi[k3]− r[k3] · xi[k2])

= α · a[h] + b[h] mod q

As a result, it holds that d = α · a + b mod q. It thus
yields

B · z1 +

 0
z0
d

 = B · (α · s1 + s2)+

 o
α · xi + r
α · a+ b

 mod q

= α ·

B · s1 +
 0
xi
a

+

B · s2 +
 0
r
b

 mod q

= α · c1 + c2 mod q

In summary, the verifier will accept with all but neg-
ligible probability, thus, the protocol is complete with a
completeness error of 1-1/M.

Proof. Proof of Knowledge: Let (A, y,M) be a statement,
let B be the public parameter. Suppose a cheating prover
P̂ can convince the verifier that he possesses a valid wit-
ness for (A, y,M) with probability 1/M +ε for some non-
negligible ε, then we construct a knowledge extractor that
can extract a valid witness for (A, y,M) via invoking P̂ .
By the binding property of the auxiliary commitment, the
extractor is able to obtain

(α,t, c1, c2, z0, z1)

(α
′
,t, c1, c2, z

′

0, z
′

1)

(α
′′
,t, c1, c2, z

′′

0 , z
′′

1 )

For distinct α, α
′
and α

′′
that satisfies

∥z1∥∞ ≤ s2log2ℓ
∥z1∥2 ≤ s2

√
ℓ

zT0 ·A = α · yTi + tT

B · z1 +

 0
z0
d

 = α · c1 + c2 mod q



∥∥∥z′

1

∥∥∥
∞
≤ s2log2ℓ∥∥∥z′

1

∥∥∥
2
≤ s2
√
ℓ

z
′T
0 ·A = α

′ · yTi + tT

B · z′

1 +

 0

z
′

0

d

 = α
′ · c1 + c2 mod q



∥∥∥z′′

1

∥∥∥
∞
≤ s2log2ℓ∥∥∥z′′

1

∥∥∥
2
≤ s2
√
ℓ

z
′′T
0 ·A = α

′′ · yTi + tT

B · z′′

1 +

 0

z
′′

0

d

 = α
′′ · c1 + c2 mod q

For h ∈ [1, n], let (k1, k2, k3) be the h-th element ofM ,
we have:

d[h] = α · z0[k1]− z0[k2] · z0[k3]
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d
′
[h] = α

′
· z

′

0[k1]− z
′

0[k2] · z
′

0[k3]

d
′′
[h] = α

′′
· z

′′

0 [k1]− z
′′

0 [k2] · z
′′

0 [k3]

Now, let ∆1 = α
′−α and ∆2 = α

′′−α. The output of
the extractor is the vector x̃ = ∆−1

1 · (z
′

0 − z0),
Honest − V erifierZero − Knowledge : The simula-

tor first retrieves the challenge α from ξ via feeding it
with a commitment of 0 under the auxiliary commitment
scheme. Then it:

1) Caux = aCommit(t||c1||c2; ρ).

2) Sample: z0 ← Zn
q , α← [−p, p] and z1 ← Dσ2 .

3) Compute: tT ← zT0 ·A− α · yTi .

4) Sample: c1 ← Zℓ1+2n
q .

5) For h ∈ [1, n], let (k1, k2, k3) be the h-th element of
M , Then, d[h] = α · z0[k1]− z0[k2] · z0[k3].

6) Compute: c2 = B · z1 +

 0
z0
d

− α · c1 mod q.

7) Sample: ρ← {0, 1}k.

8) Computes Caux = aCommit(t||c1||c2; ρ) and C
′

aux =
aCommit(0; ρ).

9) Finally, with probability 1/M, output
(Caux, α,t, η, η

′
, c1, c2, ρ, z0, z1) and with proba-

bility 1-1/M, output (C
′

aux, α,⊥).

Next, we argue that the output of the simulator is com-
putationally indistinguishable from verifier’s view in an
interaction with an honest prover with a valid witness x
for (A, y,M). More detailed proof reference [32].

4.3 Efficiency Analysis

In this section, we mainly focus on the proof compu-
tational complexity, verification computational complex-
ity. First, we make a comparison of proof computa-
tional complexity and verification computational com-
plexity between our signcryption scheme base on the zero-
knowledge proof and other related zero-knowledge proof
schemes, Maller et al. Scheme [26], Bünz et al. Scheme [8]
and Ben-Sasson et al. Scheme [5]. The specific results of
computational complexity comparison of the schemes are
shown in Table.1.

As depicted in Table.1, we make a comparison of proof
computational complexity and verification computational
complexity between our signcryption scheme base on the
zero-knowledge proof and Maller et al. scheme [26], Bünz
et al. scheme [8] and Ben-Sasson et al. scheme [5]. The
time complexity of proof computational is O(nm log n) in
Maller et al. [26] zero-knowledge proof scheme and Bünz
et al. [8]. The time complexity of proof computational is
O(nmpoly log n) in Ben-Sasson et al. [5] zero-knowledge
proof scheme. The time complexity of proof computa-
tional is O(n(k+ l) log n) in our signcryption scheme base

Table 1: Computational complexity of all schemes

Scheme Proof Com-
plexity

Verification
Complexity

Maller et al.
Scheme [26]

O(nm log n) O(l + log n)

Bünz et al.
Scheme [8]

O(nm log n) O(n log n)

Ben-Sasson et
al. Scheme [5]

O(nmpoly log n) O(poly log n)

Our Scheme O(n(k + l) log n) O((k + l) log n)

on the zero-knowledge proof. The time complexity of ver-
ification computational is O(l+log n) in Maller et al. [26]
zero-knowledge proof scheme. The time complexity of
verification computational is O(n log n) in Bünz et al. [8]
zero-knowledge proof scheme. The time complexity of
verification computational is O(poly log n) in Ben-Sasson
et al. [5] zero-knowledge proof scheme. The time com-
plexity of verification computational is O((k + l) log n)
in our signcryption scheme. Moreover, our signcryption
scheme base on the zero-knowledge proof, and Plonk can
Ben-Sasson et al. Scheme [5] achieve a constant level in
the time complexity of verification computational, but the
time complexity of verification computational of Maller et
al. [26] zero-knowledge proof scheme and Bünz et al. [8]
will increase with the logarithmic or logarithmic square
speed with the circuit size. By comparing the results,
our proposed the signcryption scheme base on the zero-
knowledge proof has certain advantages in computational
complexity.

5 Conclusions

In this paper, a post-quantum blockchain privacy protec-
tion scheme is proposed, which uses the signcryption to
protect the blockchain based on zero-knowledge argument
of knowledge systems in the lattice, so as to improve the
network security and have anti-quantum computing. It
can effectively protect the security of core data, such as
the true identity of blockchain, resist quantum comput-
ing, and hide the real identity information of blockchain
users. The use of a signcryption to verify the legitimacy
of users and the validity of the signcryption can’t ob-
tain the true identity information of users in the whole
process of signcryption, which well protects the privacy
of blockchain. Future work, we will continue to study
the post-quantum blockchain privacy protection scheme
based on zero-knowledge argument of knowledge systems
in the lattice that support a more flexible zero-knowledge
argument of knowledge systems. Additionally, the effi-
ciency of the post-quantum blockchain privacy protection
scheme can be further improved.
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Abstract

The protection of genuine digital music works is critical.
In this paper, a watermarking algorithm was designed
based on the technique of discrete wavelet transform and
vector norms to achieve the protection of music works.
The experiments on different types of digital music works
showed that the watermarking algorithm designed in this
paper had good security, a high mean opinion score and
signal-to-noise ratio, and good imperceptibility, and it
kept a high normalized coefficient and low bit error rate in
the face of noise addition and resampling attacks and had
an embedding capacity greater than 20 bps. The results
demonstrate the effectiveness of the designed watermark-
ing algorithm in protecting genuine digital music works.

Keywords: Digital Music; Genuine Protection; Robust-
ness; Watermarking Algorithm

1 Introduction

With the continuous development of computer and In-
ternet, traditional compact discs and tapes are gradually
fading out of the market, music is getting closer and closer
to digitalization, and the Internet is gradually becoming
the way people enjoy music works, which, at the same
time, brings the problem of rampant piracy [12]. In or-
der to achieve protection of genuine digital music works,
digital right management (DRM) has emerged [31], but
the great inconvenience of DRM is not conducive to its
practical promotion [8, 26]. Digital watermarking has a
wide range of applications in digital media [6, 7, 13, 15]
and plays a good role in the protection of genuine im-
ages and videos [23], and it can also be applied to audio
signals.

Watermarking algorithms for audio signals has become
a key issue for researchers to focus on [10]. Mosleh et
al. [19] proposed a watermarking algorithm based on dis-
crete cosine transformation (DCT) and LU decomposition
and found through experiments that it had a good per-

formance. Mohammed et al. [18] used discrete wavelet
transform (DWT) to decompose the signal and then used
DCT to encrypt the watermarked image. They found
that the DCT method was not easy to be detected and
the average signal-to-noise ratio (SNR) reached 61 dB.

Safitri et al. [22] proposed a watermark embedding
method combining compressed sampling, DWT, and QR
decomposition to embed the watermark into audio by
quantization index modulation (QIM) and found through
experiments that the SNR of the method was greater than
20 dB, indicating good robustness. Dronyuk et al. [9]
designed a digital watermarking method based on gen-
eralized Fourier, Hartley transform, and Ateb function
and verified the stability of the method in supporting the
security of audio and image. This paper designed a wa-
termarking algorithm based on DWT, verified the secu-
rity and robustness of the algorithm through experimen-
tal analysis, and proved the reliability of the algorithm
for genuine digital music protection. The designed water-
marking algorithm can be applied in actual music works.
This work provides a new method for the protection of
audio signals.

2 Protection of Genuine Digital
Music Works

DRM realizes the protection of genuine works through
controlling the right to use the works. The technology
strictly manages the playing and copying of works but
brings greater inconvenience to the actual appreciation of
music works [21]. Music works protected by DRM have
a strong exclusivity, which restricts the use environment
of the player and affects the experience of enjoying the
works, which is not conducive to the promotion of the
technology.

Digital watermarking is a method to protect works by
embedding watermark information without changing the
content of the original work [1]. Since the perception of
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the human ear is more sensitive than that of the human
eye [20], modifications to the audio signal can be easily
perceived by the human ear, so an excellent watermark-
ing algorithm needs not only to have good resistance to
attacks but also to be able to guarantee the quality of the
musical work. The evaluation of watermarking algorithms
includes the following three main aspects.

The subjective evaluation of perceptibility is based on
the mean opinion score (MOS) [4], which refers to the lis-
tener’s subjective perception of the music piece after em-
bedding the watermark. The evaluation criteria of MOS
are shown in Table 1.

Table 1: MOS evaluation criteria

Score Audio indicators Description

5 Excellent Imperceptible
4 Good Slightly perceptible
3 Medium Perceptible, slightly un-

pleasant
2 Poor Obviously perceptible,

but tolerable
1 Very poor Unbearable

The objective evaluation of perceptibility is based on
the peak signal-to-noise ratio (PSNR) [27], which is a
measure of the quality of the music piece after embedding
the watermark. Let the audio signal before and after em-
bedding the watermark be x(n) and x′(n) and the audio
length be L. The PSNR is calculated by:

PSNR = 10 log10(
max0≤n≤L{x2(n)}∑L
n=1[x

′(n)− x(n)]2

The robustness is generally evaluated using the bit
error rate (BER) [29] and the normalized coefficient
(NC) [2]. The calculation formulas of BER and NC are:

BER =

∑M
i=1

∑N
j=1A(i, j)⊕B(i, j)

M ×N

NC =

∑M
i=1

∑N
j=1A(i, j)B(i, j)√∑M

i=1

∑N
j=1A

2(i, j)
√∑M

i=1

∑N
j=1B

2(i, j)

where A is the original watermark, B is the extracted
watermark, ⊕ is the exclusive or operation, and M and
N are the row and column of the watermark signal.

The unit of embedding capacity is bps. Let the water-
mark size be N and the length of audio signal be K. The
embedding capacity is:

payload =
N

K

According to the International Federation of the
Phonographic Industry (IFPI) [16], this value needs to
be greater than or equal to 20 bps.

3 Watermarking Algorithm Based
on Vector Norms and Wavelet
Transform

3.1 Watermark Pre-processing

A binary image is used as a watermark information for
genuine digital music protection. It is preprocessed first
in order to improve security. Arnold transform [24] is a
method to achieve encryption by scrambling the coordi-
nates of pixel points, defined as:[

x′

y′

]
=

[
1 1
1 2

] [
x
y

]
mod N,

where x and y are the pixel coordinates before scrambling,
x′ and y′ are the pixel coordinates after scrambling, and
N is the row or column width of the image.

After scrambling, the watermarked signal is reduced
dimensionally. For a N ×M watermarked image W , its
one-dimensional binary sequence is w′(x, y). The dimen-
sionality reduction process is written as:

V = {v(k) = w′(x, y),

0 < i ≤ N, 0 < j ≤M,k = i×M + j}.

For a one-dimensional watermark, the encryption is
performed using logistic mapping [28], and the relevant
formula is:

x(n+ 1) = µxn(1− xn),

where xn ∈ [0, 1] and µ ∈ [0, 4]. When 3.569945 < µ ≤
4, the system is chaotic. Let µ = 3.8 and initial value
x0 = 0.6, the system is in a chaotic state. Sequence xn
is obtained according to the above formula, and chaotic
sequence µk is obtained after quantification. Then, it is
processed by exclusive or along with v(k) to obtain the
watermark sequence after secondary encryption:

W ′′ = v(k)⊕ µk, 1 ≤ i ≤ N ×M.

3.2 Watermark Embedding

The principle of the watermarking algorithm designed in
this paper is to firstly DWT the original audio signal,
write down the low frequency coefficients in it as a vector,
and then combine the vector parametrization to achieve
the embedding of the watermark. The two theories in-
volved in the process are as follows.

1) Vector norm [14]: For vector A = (a1, a2, · · · , an), its
P-norm is ρ, defined as ρ = AP = (

∑n
i=1 |ai|P )1/P .

2) Wavelet transform: It is a method of signal process-
ing [11], which solves the shortage of Fourier trans-
form in dealing with abrupt signals [25] and can
extract more useful information. It has good per-
formance in signal processing [30], image process-
ing [5], etc. Suppose there is square productable
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function ψ(t), ψ(t) ∈ L2(R), whose Fourier trans-

form ψ(ω) satisfies
∫ |ψ(ω)|2

ω dω < ∞, then the equa-
tion is called the admissible condition. Let the scale
factor of ψ(t) be α and the translation factor be τ ,
then ψ(t) after translational expansion is written as:
ψα,τ (t) = α−1/2ψ( t−τα , a > 0, τ ∈ R, and ψα,τ (t)
is the non-interrupted wavelet basis function. Since
most of the signals in practice are discretized digital
signals, DWT is more commonly used [3].

α and τ are discretized: α = 2j , τ = 2kTs, and
then the discrete wavelet function is obtained: ψj,k(t) =
2−j/2ψ(2−jt − k). For f(t), its discrete wavelet function
is: WTf (j, k) = (f, ψj,k) =

∫
R
f(t) ¯ψj,k(t)dt. After the

signal is processed by DWT, the energy is mainly concen-
trated in the low-frequency component, so the watermark
information can be embedded into it.

The process of watermark embedding based on vector
norms and DWT is as follows.

1) The watermark is divided into N ×M frames. Two-
stage DWT processing is performed on the audio sig-
nal to get a low-frequency component cA2 and two
high-frequency components cD1 and cD2.

2) The low-frequency coefficient is denoted as vector D,
which is divided into vectors V 1 and V 2: V 1 =
{D(i), 1 ≤ i ≤ Lc/2}, V 2 = {D(i), (Lc/2) + 1 ≤
i ≤ Lc}, where Lc is the length of cA2 and cD2,
Lc =

L
N×M×22 (L is the length of the audio signal).

3) The 2-norm of V 1 and V 2, i.e., NormV 1 and
NormV 2, are calculated. Average value Norm is cal-
culated. When the watermark bit to be embedded
W ′′ is 1, the watermark is embedded according to
the formula

NormV 1 = Norm+ q

NormV 2 = Norm− q,

when the watermark bit to be embedded W ′′ is 0,
the watermark is embedded according to the formula

NormV 1 = Norm− q

NormV 2 = Norm+ q,

were q is the adjustable quantization strength, 0.03
here.

4) Vectors V 1′ and V 2′ are reconstructed using the re-
vised norms, and the results are combined to obtain
vector D′.

5) Inverse discrete wavelet transform (IDWT) is per-
formed to obtain a frame of audio signal after embed-
ding the watermark. The above steps are repeated
until all watermark bits are embedded.

3.3 Watermark Extraction

The watermark extraction process is as follows.

1) The audio is divided into N × M frames for two-
stage DWT processing. The low-frequency vector is
denoted as D’, which is divided into vectors V 1′ and
V 2′.

2) The vector norms of V 1′ and V 2′, i.e., NormV 1 and
NormV 2, are calculated. If NormV 1 > NormV 2,
then the watermark bit is 1; otherwise, it is 0.

3) Arnold transform and logistic mapping are used for
decryption to get the watermark information.

4 Results and Analysis

Experiments were carried out in MATLAB2018 environ-
ment. Five different types of digital music (rock, pop,
blues, classical, and jazz) were randomly selected from
the network music library for experiments, and they were
all wav format and monophonic. The sampling frequency
was 44.1 kHz, 16 bit. A piece of 5 s was taken from every
music as experimental audio signals. In the case of correct
and incorrect keys, the extracted watermarked images are
shown in Figures 1-3.

Figure 1: Original watermarked image

Figure 2: The extracted watermark image in the case of
key error
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Figure 3: The extracted watermark image when the key
is correct

It was seen from the comparison between Figures 1-3
that when the watermark was embedded using the wa-
termarking algorithm designed in this paper, the correct
watermarked image was not obtained in the case of in-
correct key, while the complete watermarked image was
extracted when the key was correct.

Ten students with normal hearing functions were se-
lected as listeners to make MOS evaluation on the musics
in a quiet environment, and their SNRs were calculated.
The results are shown in Figure 4.

Figure 4: Imperceptibility evaluation results

It was seen from Figure 4 that, for these five types of
music works, the MOS was always above 4.5 after em-
bedding the watermark, with an average score of 4.93,
indicating that the impact of embedding the watermark
on the quality of music works was very small. Then, in
terms of the objective perception, the SNR of different
music genres was all above 20 dB after embedding the
watermark, which was in line with the standard of greater
than 20 dB as stipulated by IFPI.

The following attacks were performed on the water-
marked audios.

1) Noise addition: Gaussian white noise with an expec-
tation value of 0.01 and a variance of 0.05 was added.

2) Low-pass filter: a low-pass filter with six orders and
a cut-off frequency of 10 kHz was used.

3) Requantization: the audio resolution was quantized
from 16 bit to 8 bit and from 8 bit to 16 bit.

4) MP3 compression: the audios were converted from
wav format to mp3 format and from map format to
wav format.

5) Resampling: the audios were resampled using 22.05
kHz and then 44.1kHz.

6) Random cropping: ten locations were randomly se-
lected to cut and remove 200 sampling points. The
BER and NC of different types of music works under
different attacks are listed in Table 2.

It was seen from Table 2 that the NC and BER of the
audios was 1 and 0, respectively, under no attack. Dif-
ferent types of music works always maintained low BER
(below 0.1) and high NC (above 0.9) under different at-
tacks, indicating that the audios were less affected by at-
tacks. The BER and NC values of different types of mu-
sical works were averaged, and the results are shown in
Figure 5.

Figure 5: Results of robustness analysis of the watermark-
ing algorithm

It was seen from Figure 5 that the BER of the au-
dios was small under different attacks, the BER of the
audios under random cropping was the largest, 0.0756,
and the BER under MP3 compression was the smallest,
0.0001, which indicated that the watermarking algorithm
designed in this paper maintained a low BER under differ-
ent attacks. Then, in terms of NC, it was found that the
NC of the audios under different attacks was very close to
1, with a maximum of 0.9994 and a minimum of 0.9037,
both above 0.9, indicating that the designed watermark-
ing algorithm maintained a high NC under different at-
tacks. Finally, the embedding capacity was analyzed. The
embedding capacity of the watermark was 87.64 bps after
calculation, which met the IFPI standard–at least 20 bps.
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Table 2: BER and NC of different music works

NC/ No Noise Low-pass MP3 Random
BER attack addition filter Requantization compression Resampling cropping

Rock NC 1 0.9964 0.9652 0.9568 0.9998 0.9995 0.9021
BER 0 0.0044 0.0524 0.0763 0.0001 0.0004 0.0754

Popular NC 1 0.9956 0.9646 0.9525 0.9998 0.9996 0.9056
BER 0 0.0043 0.0526 0.0756 0.0001 0.0003 0.0764

Blues NC 1 0.9974 0.9626 0.9556 0.9989 0.9989 0.9025
BER 0 0.0051 0.0512 0.0758 0.0001 0.0004 0.0755

Classical NC 1 0.9986 0.9646 0.9578 0.9997 0.9996 0.9056
BER 0 0.0043 0.0525 0.0765 0.0001 0.0005 0.0752

Jazz NC 1 0.9969 0.9646 0.9578 0.9989 0.9996 0.9025
BER 0 0.0042 0.0526 0.0749 0.0001 0.0004 0.0754

5 Conclusion

This paper mainly studied the protection of genuine dig-
ital music works, designed a watermarking algorithm
based on norms and DWT, and conducted experiments on
actual music works. It was found that the designed wa-
termarking algorithm had good security, high MOS, SNR
above 20 dB, and good imperceptibility, and it maintained
high NC and low BER even under different attacks, sug-
gesting good robustness, and the embedding capacity also
met the demand of digital music genuine protection. The
designed watermarking algorithm can be promoted and
applied in practice.
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Abstract

With the rapid development of the Internet, telemedicine
information systems (TLS) appear more and more around
us. Nevertheless, the security of patient’s medical infor-
mation remains one of the most critical factors for the
widespread adoption of TLS. Recently, Liu et al. pro-
posed an improved three-factor authentication scheme.
Through the BAN logic verification, their scheme is se-
cure. However, the user needs to remember the long
random number, which is impractical. In addition, their
scheme could not withstand the fake smart card attack
and a difficult-to-remember random number. In this ar-
ticle, we will improve their scheme for practicality and
security.

Keywords: Password; Telemedicine Information System;
Three-Factor Authentication; User Authentication

1 Introduction

User authentication schemes are designed to authenti-
cate authorization services in servers over insecure chan-
nels. Users and servers can authenticate each other and
then use the server’s services using user authentication
schemes [13,14,25]. Many scholars have proposed user au-
thentication schemes [2,5,6, 9,10,12,15,16,18–24,26–29].
A good user authentication scheme must meet security
requirements and be simple and practical [3, 8, 11].

In 2013, Chang and Lee proposed a bright card-based
user authentication scheme. Their scheme is easy to im-
plement and practical [4]. However, Chang-Lee’s scheme
couldn’t withstand online guessing identity, password,
and denial of service attacks, as shown by Chiou et al..
Therefore, Chiou et al. also propose an improved user
authentication scheme to withstand the vulnerability of
Chang-Lee’s scheme [7].

In 2015, Amin et al. proposed an RSA-based user au-
thentication and key agreement scheme for telecare med-
ical information systems [1]. They claimed their scheme

provides good security protection against relevant security
attacks. However, in 2019, Liu et al. showed that Amin
et al.’s scheme could not be against the privileged in-
sider attack, replay attack, stolen smart card attack, and
user impersonation attack [17]. They thus proposed en-
hancements to Amin et al.’s user authentication scheme.
This article will show that Liu et al.’s user authentication
scheme could not withstand the fake smart card attack
and a difficult-to-remember random number.

The rest of the paper is organized as follows. First, the
review and weaknesses of Liu et al.’s scheme are described
in Sections 2 and 3. Then, in Section 4, we propose an
improved user authentication scheme that can resist all
possible attacks mentioned in Section 3. Finally, Section
5 concludes the paper.

2 Review of Liu et al. User Au-
thentication Scheme

In 2021, Liu et al. proposed a secure user authentication
scheme [17]. We will review their scheme in this section.
There are two primary entities in the Liu et al. scheme:
the user Ui and server S. Furthermore, there are three
phases: Registration, login and authentication, and pass-
word change.

2.1 Registration Phase

The procedures of the registration phase of Liu et al.’s
scheme are listed as follows:

Step R1: The User Ui selects his/her identity (IDi),
password (PWi), and a random number r.

Step R2: The User Ui extracts his/her fingerprint (Ti)
as the second-factor authentication.

Step R3: The User Ui computes a strength password by
Ai = h(PWi||r); a hiding fingerprint Fi = H(Ti); an
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anonymous RID = h(IDi||r). Here, the sybmol ||
denotes a concatenation operation.

Step R4: The User Ui sends < RIDi, Ai, Fi > to S by
a secure channel.

Step R5: Server S calculates W , Bi, and CIDi in the
following equations:

W = h(IDs||x||RIDi)

Bi = h(RIDi||Ai)⊕W

CIDi = Ex(RIDi||Rs).

Here, IDs is the server identity; x denotes a se-
cure key of the Server S; E is an enciphering algo-
rithm; and Rs denotes a random number by gener-
ating by S. Next, Server S stores these parameters
< Ai, Bi, CIDi, Fi, h(·) > in smart card SD.

Step R6: The Server S sends the smart card SC to the
User Ui by a secure channel.

2.2 Login & Authentication Phases

Identify applicable funding agency here. If none, delete
this text box. The procedures of the login and authenti-
cation phases of Liu et al.’s scheme are listed as follows:

Step LA1: Ui starts SC. Ui keyins messages
{IDi, PWi, r}, and extracts his/her fingerprint
Ti. Next, Ui verifies the following parameters
whether hold:

F ∗
i = h(Ti)

?
= Fi;

A∗
i = h(PWi||r)

?
= Ai;

RID∗
i = h(IDi||r)

?
= RIDi.

If the above equations are valid, the user generates a
random number ri and computes

W = Bi ⊕ h(RIDi||Ai);

C1 = riP ;

C2 = ri ⊕W ;

C4 = h(RIDi||ri||W ||T1).

Here, ri is a random number; P denotes a point
on the elliptic curve; Ti denotes the current time
of the smart card. Next, Ui sends messages
{C2, CIDi, C4, T1} to server S.

Step LA2: Server checks |Ts − T1| < ∆T , where Ts is
the current time of the server, and T is a threshold
for delaying the transmission time. Next, S extracts

RIDi from CIDi and computes

RID||R = Dx(CIDi);

W = h(IDs||x||RIDi);

r∗i = C2 ⊕W ;

C∗
i = r∗i P ;

C∗
4 = h(RIDi||r∗i ||W ||T1).

Here D denotes a deciphering algorithm. S verifies
whether C∗

4 = C4 trues; If it is true, the server pro-
duces a random number rj and computes

SK = rjC
∗
1 ;

D1 = rjP ;

Li = h(RID∗
i ||h(D1)||W ||T2);

G1 = D1 + C∗
1 ;

CID′
i = Ex(RIDi||R′).

Here rj denotes a random number; T2 is the
current time of S. Next, S submits messages
{CID′

i, G1, Li, T2} to the user.

Step LA3: Ui verifies |Tc − T2| < ∆T , here Tc is the
current time of SC. Next, SC computes

D∗
1 = G1 − C∗

1 ;

L∗
i = h(RIDi||h(D∗

1)||W ||T2);

SK = riD
∗
1 ;

= rirjP.

Here, SK is the session sharing by the user Ui and
server S. SC verifies whether L∗

i = Li trues, if it
is true, calculates and sends Zi = h(RIDi||SK) to
server.

Step LA4: S computes Z∗
i = h(RIDi||SK) and verifies

whether Z∗
i = Zi holds.

2.3 Password Change Phase

Identify applicable funding agency here. If none, delete
this text box. The procedures of the password change
phase of Liu et al.’s scheme is listed as follows:

Step PC1: Ui starts smart card SC. Ui keys in messages
{IDi, PWi, r}, and extracts his/her fingerprint Ti.
Next, Ui verifies the following parameters whether
hold:

F ∗
i = h(Ti)

?
= Fi;

A∗
i = h(PWi||r)

?
= Ai;

RID∗
i = h(IDi||r)

?
= RIDi.
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User Ui/Smartcard Server S

R1: Chooses < IDi, PWi >
R2: Extracts < Ti >
R3: Chomputes

Fi = h(Ti)
Ai = h(PWi||h(Fi))

RID = h(IDi||h(Fi))
R4: < RIDi, Ai, Fi >−−−−−−−−−−−−−−−−−−→ R5: Computes < W,Bi, CIDi >

W = h(IDs||x||RIDi)
Bi = h(RIDi||Ai)⊕W
CIDi = Ex(RIDi||Rs)

Embeds < Ai, Bi, CIDi, h(·), h(Fi), h(W ) > in SC
R6: Delivers SC to Ui←−−−−−−−−−−−−−−−−−

R7: Computes
W ′ = h(RIDi||Ai)⊕Bi

Verifies W ?
= W ′

Figure 1: The registration phase of the proposed scheme

If the above equations are valid, Ui produces a new
password PWinew

and computes

Ainew = h(PWinew ||r);
Binew = h(RIDi||Ainew)⊕W.

Replaces < Ai, Bi > with < Ainew
, Binew

> in Smart
Card SC.

3 Weakness of Liu et al. User Au-
thentication Scheme

This section shows that Liu et al.’s user authentication
scheme [17] could not withstand the fake smart card at-
tack and a difficult-to-remember random number.

3.1 The Fake Smart Card Attack

Step R6‘: The Hacker sends the fake smart card SC to
the User Ui. The fake smart card has installed ma-
licious software in order to steal the user’s Ui finger-
print information.

Step LA1‘: Ui inserts the fake SC. Ui keys in messages
{IDi, PWi, r}, and extracts his/her fingerprint Ti.
Once the fake smart card obtains the fingerprint in-
formation, it sends the fingerprint information to the
hacker and displays a message, ”the smart card failed
and should replace it”, with the user Ui. Since the
hacker has obtained the fingerprint information of the
user Ui, the hacker can forge the identity of the user
Ui and register with the Server.

3.2 A Difficult-To-Remember Random
Number

Step LA1‘: Ui starts SC. Ui keys in messages
{IDi, PWi, r}, and extracts his/her fingerprint Ti.
In this step, the user Ui needs to know the random
number r, at least 32 bits. Generally, It is difficult
for users to remember a 32-bit random number.

4 The Proposed User Authentica-
tion Scheme

In the proposed scheme, there are also three phases: Reg-
istration, login and authentication, and password change.

4.1 Registration Phase

The registration phase of the proposed scheme is shown
in Figure 1. The procedures of the registration phase of
the proposed scheme are listed as follows:

Step R1: The User Ui selects his/her identity (IDi),
password (PWi).

Step R2: The User Ui extracts his/her fingerprint (Ti)
as the second-factor authentication.

Step R3: The User Ui computes a hiding finger-
print Fi = h(Ti); a strength password by
Ai = h(PWi||h(Fi)); an anonymous RID =
h(IDi||h(Fi)).

Step R4: The User Ui sends < RIDi, Ai, Fi > to S by
a secure channel.
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User Ui/Smartcard Server S

LA1: Insert the smart card SC
Keys < IDi, PWi > and Extracts Ti

Verifies
F ∗
i = H(Ti)

?
= Fi

A∗
i = h(PWi||h(F ∗

i ))
?
= Ai

RID∗
i = h(IDi||h(F ∗

i ))
?
= RIDi

If the above equations are valid,
Ui generates ri and computes

W = Bi ⊕ h(RIDi||Ai)
C1 = ri · P
C2 = ri ⊕W

C4 = h(RIDi||ri||W ||T1)
{C2, CIDi, C4, Ti, } to S
−−−−−−−−−−−−−−−−−−−→

LA2: Checks |Ts − T1| ?< ∆T
Extrocts RIDi from CIDi

Computes
RID||R = Dx(CIDi)
W = h(IDs||x||RIDi)
r∗i = C2 ⊕W
C∗

1 = r∗i · P
C∗

4 = h(RIDi||r∗i ||W ||T1)
Checks C∗

4
?
= C4

Generates random number rj
Computes

D1 = rj · P
SK = rj · C∗

1

G1 = D1 + C∗
1

Li = h(RID∗
i ||h1(D1)||W ||T2)

{CID′
i, G1, Li, T2}←−−−−−−−−−−−−−− CID′

i = Ex(RIDi||R′
s)

LA3: Verifies |Tc − T2| ?< ∆T
Computes

D∗
i = G1 − C∗

1

L∗
i = h(RIDi||h(D∗

1)||W ||T2)
SK = ri ·D∗

1 = ri · rj · P
Checks L∗

1
?
= Li

Computes Zi = h(RIDi||SK)
{Zi}−−−→ LA4: Computes

Z∗
i = h(RIDi||SK)

Checks Zi
?
= Zi

Figure 2: The login and authentication phases of the proposed scheme

Step R5: S calculates W , Bi, and CIDi as follows:

W = h(IDs||x||RIDi)

Bi = h(RIDi||Ai)⊕W

CIDi = Ex(RIDi||Rs).

Here, IDs is the server identity; x denotes a se-
cure key of the Server S; E is an enciphering algo-
rithm; and Rs denotes a random number by gener-
ating by S. Next, Server S stores these parameters
< Ai, Bi, CIDi, h(·), h(Fi), h(W ) > in SD.

Step R6: The Server S sends the smart card SC to the

User Ui by a secure channel.

Step R7: The User Ui takes Ai and Bi and computes

W ‘ = h(RIDi||Ai)⊕Bi.

Next, Ui verifies the W whether equal or to W ‘. If it
holds, the smart card is issued by Server S.

4.2 Login and Authentication Phases

The login & authentication phases of the proposed scheme
are shown in Figure 2. The procedures of the login and
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authentication phases of the proposed scheme are listed
in the following:

Step LA1: Ui starts SC. Ui keys in messages
{IDi, PWi}, and extracts his/her fingerprint
Ti. Next, Ui verifies the following parameters
whether hold:

F ∗
i = h(Ti)

?
= Fi;

A∗
i = h(PWi||h(F ∗

i ))
?
= Ai;

RID∗
i = h(IDi||h(F ∗

i ))
?
= RIDi.

If the above equations are valid, Ui produces a ran-
dom number ri and computes

W = Bi ⊕ h(RIDi||Ai);

C1 = riP ;

C2 = ri ⊕W ;

C4 = h(RIDi||ri||W ||T1).

Here, ri is a random number; P denotes a point
on the elliptic curve; Ti denotes the current time
of the smart card. Next, Ui sends messages
{C2, CIDi, C4, T1} to server S.

The other Steps LA2 ∼ LA4 are the same as that of Liu
et al.’s scheme.

4.3 Password Change Phase

The password change phase of the proposed scheme is
shown in Figure 3. The procedures of the password
change phase of the proposed scheme is listed in the fol-
lowing:

Step PC1: Ui starts SC. Ui keys in messages
{IDi, PWi}, and extracts his/her fingerprint
Ti. Next, Ui verifies the following parameters
whether hold:

F ∗
i = h(Ti)

?
= Fi;

A∗
i = h(PWi||h(F ∗

i ))
?
= Ai;

RID∗
i = h(IDi||h(F ∗

i ))
?
= RIDi.

If the above equations are true, Ui generates a new
password PWinew

and computes

Ainew = h(PWinew ||h(F ∗
i ));

Binew = h(RIDi||Ainew)⊕W.

Replaces < Ai, Bi > with < Ainew , Binew > in Smart
Card SC.

User Ui/Smartcard

PC1: Insert the smart card SC
Keys < IDi, PWi > and Extracts Ti

Verifies
F ∗
i = H(Ti)

?
= Fi

A∗
i = h(PWi||h(F ∗

i ))
?
= Ai

RID∗
i = h(IDi||h(F ∗

i ))
?
= RIDi

If the above equations are valid,
Ui generates PWinew

Computes
Ainew

= h(PWinew
||h(Fi))

Binew
= h(RIDi||Ainew

)⊕W
Replaces < Ainew

, Binew
> in SC

Figure 3: The password change phase of the proposed
scheme

4.4 Cryptanalysis

In this article, we proposed an improvement of Liu et al.
’s scheme [17]. The security analysis is similar to their
scheme.

5 Conclusion

In summary, we have shown the weakness of Liu et al.’s
user authentication scheme [17]. Their scheme could not
withstand the fake smart card attack and a difficult-to-
remember random number. We also propose an improved
user authentication scheme that to withstand these weak-
nesses as that in Liu et al.’s scheme.
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Abstract

To effectively improve the quality of image encryption and
the security of data transmission, this paper proposes a
new image encryption theme based on Hyperchaotic sys-
tems and DNA encoding. First, L plaintext images are
operated by a double-layer cross-coupled piece-wise linear
chaotic map (PWLCM). And the noise-like images are
obtained by XOR merging. Then, based on the chaotic
sequence, the image plaintext is encoded by DNA, and
the image scrambling and diffusion are realized by DNA
operation, so the image encryption is completed. Finally,
Simulation results show that this new encryption algo-
rithm’s number of Pixels Change Rate (NPCR) and Uni-
fied Average Change Intensity (UACI) is close to or higher
than the theoretically calculated values. Furthermore, the
Peak Signal Noise Ratio (PSNR) is less than 10, indicat-
ing that the proposed algorithm is susceptible to plaintext
and key and can effectively resist differential attacks.

Keywords: DNA Encoding; Hyperchaotic Systems; Image
Encryption; Scrambling and Diffusion

1 Introduction

With the development of network, there are many infor-
mation carriers. Digital image has become the most ex-
tensive communication medium in network communica-
tion because of its high fidelity and vivid image. But in
the actual network life and real life, there are a lot of im-
ages are used fraudulantly, copyright infringed [5, 15, 16].
For example, some people will use other people’s photos
to carry out illegal activities, violating others’ privacy. No
one wants their privacy violated. Therefore, the security
of image information becomes the focus of people’s atten-
tion, and some image encryption technology is urgently
needed to protect the image information.

Image information redundancy is large. Generally for
text encryption practical encryption algorithms such as
DES [21], 3DES [2] and so on, it cannot achieve good re-

sults on the image, therefore, chaotic encryption is arised.
Since many earlier chaotic systems are easy to be attacked
and cracked, resulting in information exposure. So high-
dimensional chaotic systems, hyperchaotic systems, deep
learning, wavelet transform combined with chaotic system
image encryption operations have been emerged.

Chaos is widely used in the field of image encryption
because of its randomness, high sensitivity to initial value
and replicability [20]. There are two kinds of image en-
cryption methods. One is to improve the original chaotic
mapping to increase its complexity and security. The
second is to improve the encryption algorithm. Refer-
ence [17] expanded the scope of the mapping by improving
the Logistic mapping. Reference [6] increased the com-
plexity of sequences and enhanced the scrambling diffu-
sion effect by improving Henon mapping. Reference [18]
improved Lorenz equation to make its chaotic behavior
more complicated. Reference [24] combined Sine map-
ping and Logistic mapping to form a chaotic system with
higher complexity.

Traditional encryption algorithms, such as Arnold
scrambling transform [8] and Hilbert scrambling trans-
form [14], have some defects and low security. There-
fore, reference [12] proposed an encryption algorithm that
scrambled filling curves and adjacent pixel bits. Refer-
ence [23] proposed a hybrid Encryption algorithm based
on the advantages of Data Encryption Standard (DES) al-
gorithm, such as high efficiency, strong security and good
performance, combined with Logistic mapping. Refer-
ence [4] proposed the calculation of Deoxyribo Nucleic
Acid (DNA), which provided a new direction for im-
age encryption algorithm technology. In reference [10],
two-dimensional Logistic mapping was used to generate
chaotic sequences, and DNA coding algorithm was com-
bined to encrypt images. In reference [19], Lorenz and
Rossler double chaotic system was used by combining
with DNA coding to increase the complexity of computa-
tion and difficulty of cracking. In this paper, an improved
Hyperchaotic chaotic map with better chaos is designed.
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An image encryption algorithm based on Hyperchaotic
systems and DNA encoding is proposed by combining
with the DNA sequences with high parallelism and abun-
dant storage space.

2 Related Works

2.1 Piece-wise Linear Chaotic Map
(PWLCM)

When selecting any chaotic mapping in image encryp-
tion, two important characteristics of chaotic mapping,
namely ”simplicity” and ”ergodicity”, must be consid-
ered. Compared with other one-dimensional chaotic sys-
tems, PWLCM is relatively uniform in phase distribution
and has simple equations, satisfying the above two fea-
tures [3]. Therefore, the PWLCM system will be used
in this paper to generate random sequences, its dynamic
equation is defined as follows:

xi+1 = Fp(xi) =

 xi/p if 0 ≤ xi < p
xi − p/0.5− p if p ≤ xi < 0.5
Fp(1− xi) 0.5 ≤ xi < 1


Where, p is the control parameter, whose value range is

(0, 0.5). xi ∈ [0, 1) is the state variable. In the encryption
algorithm in this paper, in order to obtain a more unpre-
dictable chaotic sequence, PWLCM mapping is used to
carry out double-layer cross-coupling operation, and the
behavior trajectory generated is more complex and not
easy to predict, which can achieve a better image scram-
bling effect.

2.2 2D-CTMM Chaotic System

Low-dimensional chaotic system runs fast, but it has some
problems, such as small key space, easy to predict behav-
ior trajectory and low security performance. However, the
behavior trajectory of high-dimensional chaotic system is
difficult to predict and the structure is complex, which
leads to the decrease of encryption rate. After weigh-
ing encryption rate and encryption security, this paper
combines one-dimensional tent chaotic mapping [9] and
one-dimensional cubic chaotic mapping to propose two-
dimensional cubic tent chaotic mapping (2D-CTMM).
This is a new chaotic system, which combines two one-
dimensional chaotic systems. Compared with other high-
dimensional chaotic systems, 2D-CTMM has a simple
structure. Compared with low-dimensional chaotic sys-
tem, its behavior trajectory is not easy to predict. On the
premise that encryption security is satisfied, 2D-CTMM
has a relatively high running rate, and its system equation
is shown in Equations (1) and (2):

xi+1 =

{
4axi + 4byi/0.5mod1 if yi < 0.5
4axi + 4b(1− yi)/0.5mod1 if yi ≥ 0.5

(1)

yi+1 =

{
4ayi + 4bxi/0.5mod1 if xi < 0.5
4ayi + 4b(1− xi)/0.5mod1 if xi ≥ 0.5

(2)

Figure 1: Comparison of LE curve between CTMM and
LTMM

Where, a and b are control parameters of the 2D-
CTMM system. mod is complementary function. Since
the modular operation of a 2D-CTMM chaotic system is
whole-office bounded, it can always fold the value into a
fixed range, so the value of the control parameter can be
set to any large value. In this article, the parameter range
is set to a, b ∈ [1, 100].

2.3 Performance Analysis of 2D-CTMM
Chaotic System

Lyapunov exponent (LE) is a key quantitative index to
measure the dynamic characteristics of the system, which
describes the convergence rate or divergence rate of the
system trajectory. When there are multiple Lyapunov ex-
ponentials greater than zero in a chaotic system, it indi-
cates that the chaotic system has hyperchaotic behavior.

Compared with other two-dimensional chaotic maps,
Two-dimensional logistic tent modular map (2D-LTMM)
shows better chaotic characteristics, so in this paper,
the Lyapunov exponential curve of 2D-CTMM and 2D-
LTMM is compared, as shown in Figure 1. The initial
value is set as x0 = 0.528, y0 = 0.135, control parame-
ter b = 50, a ∈ [1, 100]. As can be seen from Figure 1,
2D-CTMM is in hyperchaotic behavior in the whole in-
terval range, and compared with 2D-LTMM, 2D-CTMM
has a larger LE value, indicating that it has more complex
chaotic characteristics.

2.4 DNA Encoding Rule and Operation

According to the base-complementary pairing rules in bi-
ology, adenine (A) complements thymine (T) and cyto-
sine (C) complements guanine (G). This is similar to the
complementarity of 0 and 1 in binary, with the binary
number being 00, 01, 10 and 11. There are 24 encoding
rules according to permutation and combination, but only
8 encoding rules in Table 1 are left according to DNA en-
coding rule [22]. The operations of DNA sequence mainly
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include addition, subtraction and XOR operations. Eight
kinds of rules correspond to eight kinds of DNA arith-
metic rules.

Table 1: DNA encoding rule

DNA type A T C G
1 00 11 01 10
2 00 11 10 01
3 01 10 00 11
4 01 10 11 00
5 10 01 00 11
6 10 01 00 11
7 11 01 11 10
8 11 00 10 01

3 Proposed Image Encryption Al-
gorithm

Known plaintext matrix P and the chaotic sequence gen-
erated by the key set A = A1, A2, · · · , AI |I ∈ C∗, B =
B1, B2, · · · , BI |I ∈ C∗. Where AI and BI represent the
I − th chaotic sequence. C∗ represents the set of posi-
tive integers. In this paper, the encryption process of the
image encryption algorithm based on Hyperchaotic sys-
tems and DNA encoding is shown in Figure 2. First, it
takes each element in sets A and B to 8 decimal places,
and maps the element in set A to [1, 8] through certain
operations to obtain Q = Q1, Q2, · · · , QI |I ∈ C∗. Sim-
ilarly, it maps the elements of set B to [1,8] and [1,3]
respectively, and gets W = W1,W2, · · · ,WI |I ∈ C∗ and
E = E1, E2, · · · , EI |I ∈ C∗. Q and W correspond to 8
encoding rules, and E corresponds to 3 operation rules.
Secondly, the elements in set A are converted into a ci-
phertext matrix of the same size (M×N) as the plaintext
matrix P . Each element in the plain-text and ciphertext
matrices is converted to an 8-bit binary number. Accord-
ing to the DNA encoding rules in Table 1, DNA encoding
is performed for every 2 bits of binary number. If the
plaintext encoding rule is determined byQ and the cipher-
text encoding rule is determined by W , each element can
be converted into four DNA encodes. In order to ensure
that the matrix size remains M ×N after DNA encoding,
the plaintext and ciphertext are partitioned according to
every 4 DNA codes to generate a new plaintext matrix
P ′ and a new ciphertext matrix A′ with size M ×N and
composed of DNA codes. Then, DNA operation is carried
out on DNA code blocks at corresponding positions in the
new plaintext matrix and the new ciphertext matrix. The
operation rules are determined by E, and the scrambling
matrix R is obtained. Next, starting with the last ele-
ment, each element in the scrambled matrix R is DNA
computed with the previous element to obtain the diffu-
sion matrix R′. Finally, the diffusion matrix is decoded

for DNA and restored to binary sequence, and the final
encrypted image matrix R′′ is obtained by reconstructing
the matrix.

3.1 Key Generation

In the process of generating the system key, this paper
uses two improved mappings. The first mapping produces
the initial values x0, y0 and parameters a, b of the chaotic
sequence. The second mapping produces the initial val-
ues x′

0, y
′
0 and parameters a′, b′ of the chaotic sequence.

The generating process of initial values x0, x
′
0, y0, y

′
0 is

connected with the original image information to form
a dynamic key and achieve an one-password encryption
effect. Parameters a, a′, b, b′ are used as fixed keys.

Firstly, XOR operation is performed by pixel and an
8-bit binary number, then all pixel values are added to
generate a new value, and then divided by the size of the
plaintext image. Finally, the decimal part is taken as the
key. The calculation formula is as follows:

Ki = mod(sum(P ⊕Ni)/(M ×N), 1).

Where, K is the generated key and P is the plaintext
information. Ni is any number in the range of 0 to 255.
mod indicates mod operation. M × N is the size of the
plaintext image.

3.2 Generation of Decision Parameters

The image encryption algorithm based on hyperchaotic
sequence and DNA encoding in this paper has three de-
cision parameters, Q, W and E. Q is used to determine
the DNA encoding mode of the plaintext and the final
decoding mode, which is generated by the first chaotic se-
quence. W is used to determine the DNA encoding mode
of the ciphertext. E is used to determine the algorithm
and is generated by the second chaotic sequence.

Firstly, it takes the decimal part of the sequence, and
then converts the sequence value to 0-255. The calcula-
tion formula is as follows:

A′(i) = A(i)− floor(A(i)).

A′′(i) = mod(floor(A′(i)× 108), 256).

Then the parameters Q, W and E are generated. The
size of Q and W ranges from 1 to 8, corresponding to 8
encoding rules. The range of E is 1-3 corresponding to 3
operation modes, and the values of Q(i), W (i) and E(i)
are converted into:

Q(i) = mod(A′′(i), 8) + 1.

W (i) = mod(B′′(i), 8) + 1.

E(i) = mod(B′′(i), 3) + 1.

3.3 Scrambling and Diffusion Operations

First, the elements in the plaintext and ciphertext matri-
ces are converted to binary numbers. According to the
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Figure 2: Image encryption process

encoding rules in Table 1, every 2 bits are used for DNA
encoding, and every 4 DNA codes form an encoding block.
The plaintext selects the encoding rule according to the
Q value, and the ciphertext selects the encoding rule ac-
cording to the W value, and each element corresponds
to different Q and W , realizing dynamic encoding. Then
the scrambling operation is performed. According to the
corresponding E value, DNA operation is performed on
the plaintext block and ciphertext block. The calculation
formula is as follows:

R(i) = f(A(i), P (i), E(i)).

Where, R(i) is the block of the i − th block after scram-
bling. f is DNA operation. A(i) is the i − th ciphertext
block after DNA encoding. P (i) is the i − th plaintext
block after DNA encoding. E(i) is the operation mode
selected by block i.

Then there is the diffusion operation. DNA operation
is performed again on R(i) and the previous scrambled
block R(i−1). The calculation method is also determined
by the value of E. The calculation formula is as follows:

R′(i) = f(R(i), R(i− 1), E(i)).

4 Image Encryption Performance
Analysis

4.1 Encryption Effect and Histogram
Analysis

The dynamic key x0 = 0.8945, y0 = 0.3694, x′
0 = 0.9978,

y′0 = 0.3642 is generated by the improved hyperchaotic
mapping. Fixed key a = 12.0011, b = 40.0012, a′ =
16.3779, b′ = 42.8676. A 256-level gray image of 512×512
is selected and MATLAB2020b platform is adopted for

simulation experiment. The image encryption effect and
histogram are shown in Figures 3 and 4.

Image decryption is the reverse process of encryption.
First, two chaotic sequences are generated using the eight
keys used in encryption, and the decision parameters,
DNA decoding, and inversion rules are generated from
them. That is, DNA addition is decrypted by subtraction,
and subtraction is decrypted by addition. Then, accord-
ing to DNA inversion rules and decision parameters, the
diffusion and scrambling operations are carried out suc-
cessively. Finally, DNA decoding is used to restore the
binary sequence to get the decrypted image. The image
decryption effect and histogram are shown in Figures 3
& 4. As can be seen from figure 3, the decrypted image
is completely consistent with the original image and its
histogram after decryption using the proposed algorithm,
indicating that the proposed algorithm has a good decryp-
tion effect. As can be seen from Figure 4, the encrypted
image can no longer distinguish the original image infor-
mation visually and is close to the noisy image. The gray
value distribution of encrypted images is more uniform,
which means that the images are more difficult to iden-
tify, provide less effective information, and have higher
security.

4.2 Information Entropy Analysis

Information entropy [11] is one of the indicators to mea-
sure the effect of image encryption. The maximum en-
tropy of a grayscale image is 8. Ifthe encryption effect is
better, the information entropy is closer to 8. The calcu-
lation formula is as follows:

H(x) = −
2N−1∑
i=1

Pilog2Pi.
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Figure 3: Encryption and decryption effect

Figure 4: Encryption and decryption image gray histogram
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Where, H(x) is information entropy. Pi is the probability
of gray value i.

The plaintext image in figure 3 is selected and the ci-
phertext image is encrypted by the algorithm in this pa-
per. The entropy of plaintext and ciphertext information
is calculated and compared with the entropy values ob-
tained in reference [7] and reference [13]. The results are
shown in Table 2.

Table 2: Plaintext and ciphertext entropy of different al-
gorithms

Method Plaintext entropy Ciphertext entropy
Proposed 7.3733 7.9995

reference [7] 7.4543 7.9974
reference [13] 7.3451 7.9896

As can be seen from Table 2, in the three algorithms,
the image information entropy after encryption with the
proposed algorithm is closer to 8, indicating that the pro-
posed algorithm has better encryption effect.

4.3 Differential Attack Resistance and
Sensitivity Analysis

Differential attack is mainly through changing the origi-
nal image information, and then encrypting with the same
key by comparing the difference before and after the im-
age encryption to find the difference between the plaintext
and the key, so as to decipher the encrypted image. Num-
ber of Pixels Change Rate (NPCR) and Unified Average
Changing Intensity (UACI) are used to evaluate the differ-
ential attack resistance capability. NPCR reflects the ra-
tio of different gray values of different images at the same
position. UACI reflects the average density of change be-
tween different images. The larger NPCR and UACI de-
note the better differential attack resistance, the stronger
sensitivity, and the better encryption effect. NPCR and
UACI are calculated as follows:

NPCR =

∑
i,j G(i, j)

M ×N
× 100/%.

UACI =
1

M ×N

∑
i,j

R1(i, j)−R2(i, j)

255
× 100/%.

In the formula, R1(i, j) and R2(i, j) are the pixel val-
ues of pixel points in i − th row and j − th column of
the original encrypted image and the changed encrypted
image respectively. When R1(i, j) = R2(i, j), G(i, j) = 0,
otherwise G(i, j) = 1.

In reference [1], the 256-grade gray image was theoret-
ically calculated according to Equations (??) and (??),
and the theoretical calculated values of NPCR and UACI
were 99.6094% and 33.465%, respectively.

In the experiment of plaintext sensitivity analysis,
firstly, the new algorithm in this paper is used to en-
crypt the original plaintext image to form the original

encrypted image. Then, the pixel value of a certain point
in the original plaintext image is changed, and the new
algorithm is used for encryption to form a new encrypted
image. The original encrypted image is compared with
the new encrypted image to obtain NPCR and UACI. In
the experiment, P (i, j) represents the pixel value of co-
ordinate point (i, j). The pixel value of the coordinate
(20,30) is changed from 12 to 13, the pixel value of the
coordinate (155,100) is changed from 14 to 15, the pixel
value of the coordinate (200,300) is changed from 169 to
170, and the pixel value of the coordinate (512,512) is
changed from 65 to 66. The test results are shown in
Table 3.

Table 3: Plaintext sensitivity of the proposed algorithm

Index NPCR UACI
P(20,30) 99.6151 33.4862
P(155,100) 99.6372 33.4015
P(200,300) 99.6179 33.4062
P(512,512) 99.6234 33.4323

As can be seen from Table 3, the calculated NPCR and
UACI values are close to or higher than the theoretical
calculated values in reference [1] when the pixel value of a
coordinate point of the plaintext image is slightly changed
and encrypted by the new algorithm in this paper. It
shows that the proposed algorithm can effectively resist
differential attacks and has high plaintext sensitivity.

5 Conclusion

This paper proposes an image encryption algorithm based
on hyperchaotic mapping and DNA coding, which en-
hances the security of images, expands the key space, and
improves the ability to resist differential attacks. How-
ever, the new algorithm in this paper only applies to
256-level gray image encryption. The subsequent plan is
to carry out research on color image encryption, extract
RGB channels of color images, and carry out chaotic en-
cryption for each channel and between channels, so as to
further improve the application of the algorithm in the
field of image encryption.
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Abstract

Aiming at the security problem of English private data
in a cloud environment, this paper puts forward a novel
homomorphic encryption and k-center algorithm for the
secure storage of English data. Firstly, we cluster the En-
glish data. The clustering method is improved by using
the clustering process under the condition of changing the
vertical data distribution. Secondly, Paillier homomor-
phic encryption is introduced in clustering. Then, this
method is applied to the k-center clustering algorithm,
which further guarantees data security. The experimental
results show that the efficiency of the ciphertext comput-
ing model is greatly improved. Moreover, the model puts
a lot of computing in the cloud environment, which can
reduce the client’s pressure and fully use the resources in
the cloud environment.

Keywords: Clustering; Data Secure Storage; Homomor-
phic Encryption; k-center Algorithm

1 Introduction

At present, more and more enterprises and individuals
begin to use cloud storage to store data and use cloud
computing to process data [7,9,10,16]. Cloud computing
is easy to expand, it has low requirements on devices, and
enhanced computing power, which improves resource uti-
lization and reduces costs [5,11]. Moreover, the large-scale
cluster and huge computing power of cloud environment
enable cloud computing to process big data, carry out
data mining on big data, and realize classification, clus-
tering and image recognition through machine learning
algorithm [2].

Generally, the structure of machine learning for privacy
protection can be divided into two categories: privacy
training and privacy classification. Existing studies focus
on the first type, which not only protects the privacy of

the training samples provided by the data provider, but
also protects the classifier parameters of the evaluator and
the prediction results of the client [20], that is, only the
client can obtain the prediction results.

There are many algorithms for privacy data protec-
tion, such as naive Bayes, decision trees, linear discrim-
inant classifiers and more general kernel methods. Ref-
erence [21] proposed a back-propagation neural network
training algorithm that was suitable for randomly seg-
menting training data sets and protecting privacy. Refer-
ence [18] proposed to use a single homomorphic encryp-
tion scheme to train multiple machine learning classifiers.
Reference [8] used parallel deep learning to design, imple-
ment and evaluate a deep learning for privacy protection.
In the above studies, each participant trained the local
data set with the same neural network model and used
the sharing of the model’s selective parameters as a tech-
nique to benefit from other participants’ models without
explicitly sharing training inputs. But this approach took
up storage space for the participants who keep sensitive
data [17]. At the same time, each participant had to go
through some calculations to train.

With the deepening of research, homomorphic encryp-
tion algorithms begin to improve the resistance against
attack algorithms. Indiscriminability (IND) and non-
malleability [15] are the most important things for encryp-
tion schemes because they are contradictory. In this pa-
per, the definition of security objective of involved encryp-
tion scheme refers to indiscriminability. For all homomor-
phic encryption schemes, it has homomorphic properties
that make it impossible for any of the all homomorphic
encryption schemes to fulfill the security requirements of
IND-CCA2. In the existing researches, the security of all
homomorphic encryption is mostly considered from IND-
CPA. In 2010, Loftus et al. implemented the first fully
homomorphic encryption scheme with IND-CCA1 secu-
rity [12]. Akleylek et al. [1] used ”Modified Key” and
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”Modified Decryption” to attack the homomorphic en-
cryption scheme, and completed the attack on Gentry’s
encryption scheme. Hu’s scheme could decrypt cipher-
texts in specific subsets in Gentry’s ciphertext space.

For the homomorphic encryption scheme, because it
can realize homomorphic calculation of ciphertext, the
attacker can access the decryption predictor after the ci-
phertext is given. Chen et al. [4] proposed a feedback
attack algorithm to solve this problem. In their research,
they assumed that the attacker was a cloud server, which
expected to obtain users’ private data while performing
operations. If the plaintext space was set as (0, 1), the at-
tacker would add their selected ciphertext when returning
the user ciphertext. After the user decrypted and calcu-
lated, the attacker would complete the feedback attack
based on the observed result [14].

How to protect the privacy and security of English data
while maintaining better data mining has become an im-
portant challenge. In this paper, the clustering method
is improved by changing the clustering process under the
condition of vertical distribution of data, and homomor-
phic encryption technology is introduced in the clustering.
Then this method is used in the k-center clustering algo-
rithm, so that the security of data is further guaranteed.

2 Preliminaries

2.1 k-center Algorithm

The description of cluster analysis is as follows. Set a data
set that needs cluster analysis as S = (S1, S2, · · · , Sn).
In this data set, each sample S is composed of its
characteristic data into a vector with m dimensions
(Si1, Si2, · · · , Sim). When clustering S, Ai is one of the
clusters, and all clusters satisfy the condition U t

i=1At = S,
and Ai ∩ Aj = ϕ(i ̸= j). Cluster analysis can be divided
into static clustering and dynamic clustering. Static clus-
tering refers to the fact that the number of clusters has
been determined before the start of clustering, time t is
a definite value. In dynamic clustering, the number of
clusters is not determined in advance, but it is based on
the actual situation of the sample data set. In the era
of data information explosion, cluster analysis deals with
a huge amount of data, and has a variety of forms. The
traditional cluster analysis technology has been greatly
challenged. These problems require cluster analysis to
have new characteristics, that is, efficient scalability; It
can process different attribute types in the data set, and
find different clusters in the data set. The clustering is
accurate and the data noise can be processed correctly. It
performs well in high dimensional data sets. The cluster-
ing results have high reliability and so on.

The main steps of partitioning method are as follows.
Firstly, it sets the partition k to be established. Parti-
tions are created first with an initial partition and then
using iterative relocation techniques to move objects from
one group to another. To determine whether the result of

partition is good or bad, the correlation degree of the ob-
jects in the cluster should be as high as possible and the
difference between the clusters should be as large as pos-
sible. The traditional partition method can be extended
to the subspace clustering, without traversing all the data
space, reducing the amount of computation. In practical
clustering applications, the most commonly used heuris-
tic methods, such as k-mean method and k-center point
algorithm, can gradually improve the quality of clustering
to approximate the local optimal solution.

2.2 Paillier Homomorphic Encryption

Taking two large prime numbers p and q, set n = pq, and
obtain φ(p, q) = (p−1)(q−1). λ is defined by Carmichael
function as the least common multiple of (p− 1) and (q−
1), that is, λ = lcm(p − 1, q − 1), lcm means to take the
least common multiple.

According to the definition of the n− th-order residual
class puzzle, if an integer x is called the n − th-order
residual class of module n2, then there is an integer y ∈
Z∗
n2 , which makes x = ynmodn2 valid. Where mod is the

modulus value. Z∗
n2 = Zn × Z∗

n. Zn is the set of all non-
negative integers. Z∗

n is the set of all numbers in set Zn

that satisfy gcd(x, n) = 1. gcd means to take the greatest
common divisor.

Paillier homomorphic encryption [19] includes key gen-
eration, encryption and decryption.

1) Key generation. Randomly select two large prime
numbers p, q and integer y ∈ Z∗

n2 , compute n = pq
and λ = lcm(p−1, q−1), make gcd[L(yλmodn2), n] =
1, the public key is (n, g), and the private key is λ.
After the key is generated, the random number r ∈
Zn is selected to encrypt the data, and the ciphertext
c is obtained, while m is the encrypted information.
The calculation is shown in Equation (1).

c = E(m, r) = ymrnmodn2. (1)

2) Encryption. Based on the theory of compound resid-
ual hypothesis, the inverse operation of Equation (1)
in the definition domain can be obtained by calcu-
lating λ from p and q. That is, for ciphertext c, the
plaintext m can be obtained after being processed by
Equation (2), where L(i) = (i− 1)/n.

m = D(c, λ) =
L(cλmodn2)

L(yλmodn2)
modn. (2)

3) Decryption. According to the addition homomor-
phism property of Paillier encryption algorithm, for
the ciphertext E(x) and E(t) of data x and t, the
relation shown in Equation (3) is satisfied.

D[E(x)⊕ E(t)modn2] = D[(yxrn1 )⊕ (ytrn2 )E(t)modn2]

= D[yx+t(r1r2)
nmodn2]

= D[E(x+ t)modn2]

(3)
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By processing E(x) and E(t), E(x + t) can be ob-
tained, and the specific value of data x + t also can
be obtained. This principle can be extended to the
case of multiple groups of data. The properties of
Paillier algorithm provide flexible ideas for tamper-
proof and security protection of data encryption.

3 The Proposed Ciphertext En-
cryption Algorithm

3.1 Encryption Algorithm

Secret key generation (Keygen). First, it chooses
two strong prime numbers p and q. And with the
properties of strong prime numbers, we can get two
more prime numbers p′ and q′, where p′ = (p− 1)/2,
q′ = (q − 1)/2. And then, assume N = pq, λ =
lcm(p − 1, q − 1)/2. It selects a generation factor
g ∈ Z∗

N2 (where Z∗
N2 is a set of non-zero integers less

than N2, g = N+1) to obtain the public key pk = N
and the private key sk = λ.

Encryption (Enc). Given a plaintext m ∈ ZN and a ran-
dom number r ∈ ZN , the ciphertext can be expressed
as:

[m] = gmrNmodN2 = (1 +mN)rNmodN2.

Decryption (Dec). The private key is required to de-
crypt the ciphertext. First, it calculates:

[m]λmodN2 = (1 +mN)λrλNmodN2 = 1 +mλN.

Since gcd(λ,N) = 1, it can obtain the plaintext:

m = L([m]λmodN2)λ−1modN.

Where L(x) = (x − 1)/N , λ−1 satisfies λ−1λ ≡
1modN , and then it uses the residual theorem to find
the value of λ−1.

Key decomposition. It selects a parameter δ so that
δ ≡ 0modλ and δ ≡ 1modN2. Define a polynomial,

q(x) = δ +

k−1∑
i=1

βix
i.

Where βi is any number in Z∗
λN2 , where Z∗

λN2

is a set of non-zero integers less than λN2. Let
α1, α2, · · · , αn ∈ Z∗

λN2 be n different non-zero num-

bers. Set s
(i)
k = q(αi) as part of the secret key and

send it to part i.

Partial decryption (PDec). After receiving the ci-

phertext [m], partial secret key s
(i)
k = q(αi) is used

to partially decrypt the ciphertext, and partial plain-
text T (i) is obtained, namely,

T i = [m]q(αi)modN2.

Merge decryption (TDec). Once d(d ≥ k) par-
tially decrypted ciphertexts are received, let S =
T τ1 , T τ2 , · · · , T τd , the algorithm can select any k ci-
phertexts in the set S to decrypt it.

T ′′ =
∏
l∈S

(T (l))∆l,S(0)modN2.

Where ∆l, S(x) =
∏

j∈S,j ̸=l
x−αj

αl−αj
. So the plaintext

m can be obtained by the following formula, namely,

m = L(T ′′).

Ciphertext refresh (CR). Once the ciphertext [m] is
received, CR algorithm can update the ciphertext
without changing the plaintext. It selects a random
number r′ ∈ ZN , and calculates,

[m]′ = [m]r′N = (rr′)N (1 +mN)modN2.

In addition, given m ∈ ZN , there is

[m]N−1 = (1 + (N − 1)mN)r(N−1)NmodN2 = [−m].

3.2 Ciphertext Computing Algorithm

In order to ensure that the data can be calculated in the
case of encryption, and to operate the encrypted data in
the case of protecting the private data and the secret key
from being leaked, the following three ciphertext comput-
ing algorithms are proposed.

A. Ciphertext multiplication Algorithm (CTMA)

CTMA computes [xy] securely when cloud storage
provides two encrypted data [x] and [y] as inputs.

Step 1. Cloud storage selects two random numbers
rx, ry ∈ ZN , it calculates:

X = [rx][x] = [x+ rx].

Y = [ry][x] = [y + ry].

X1 = P
s
(1)
k

(X), Y1 = P
s
(1)
k

(Y ).

P
s
(1)
k

is the partial decryption (PDec) and, it

sends X, Y , X1 and Y1 to the cloud computing
center.

Step 2. The cloud computing center receives X, Y ,
X1 and Y1 and calculates:

T (i)
x = P

s
(i)
k

(X), T (i)
y = P

s
(i)
k

(Y ).

Cloud computing center uses TDec to decrypt
X and Y , get x′ = x+ rx and y′ = y + ry, then
calculates h = x′y′. It uses pk to encrypt h, that
is, H = [h], and sends H to cloud storage.

Step 3. OnceH is received, cloud storage computes:

S1 = [x]N−ry = [−ryx].

S2 = [y]N−rx = [−rxy].

S3 = [ryrx]
N−1 = [−ryrx].
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Then, cloud storage computes HS1S2S3 = [(x+
rx)(y+ry)−ryx−rxy−ryrx] = [x, y]. Therefore,
cloud storage and cloud computing centers can
jointly compute [xy].

B. Ciphertext comparison algorithm (CTCA)
Given two encrypted numbers [x] and [y], CTCA can
be used to determine the relationship between the
plaintexts of two encrypted data (i.e. x > y, x < y
or x = y).

Step 1. It selects two random numbers r, l ∈ ZN

and calculates:

E = [x]r[y]N−r[l] = [r(x− y) + l]

E1 = P
s
(1)
k

(E).

And it sends E, E1 and [l] to the cloud comput-
ing center.

Step 2. The cloud computing center receives E, E1

and [l] and computes:

T (i)
e = P

s
(i)
k

(E).

And it uses TDec to decrypt E to get e =
r(x − y) + l. Then the cloud computing cen-
ter compares e and l. If e > l, it denotes x > y,
then l is sent to cloud storage; If e = l, it de-
notes x = y, then 0 is sent to the cloud storage.
Otherwise x < y, -1 is sent to the cloud storage
system.

Step 3. The cloud storage system receives results
from the cloud computing system. If 1 is re-
ceived, it means x > y; If 0 is received, then
x = y; If -1 is received, then x < y.

C. Ciphertext logarithm algorithm (CTLA)
Given an encrypted number [x], CTLA will calculate
[lnx] securely.

Step 1. It selects a random number rx ∈ ZN , and
calculates X = [x]rx = [xrx], R = [Inrx]. Since

the cloud storage knows s
(1)
k , it can calculate:

T (1) = P
s
(l)
k

(X).

It sends X, R, and T (l) to the cloud computing
center.

Step 2. The cloud computing center receives X, R,
and T (l). It computes:

T (i) = P
s
(i)
k

(X).

Then it decrypts X with TDec and gets x′ =
xrx and then calculates:

L = [lnx′] = [lnx+ lnrx].

The cloud computing center sends L to the
cloud storage.

Step 3. The cloud storage system receives L and
calculates:

LRN−1 = [lnx+ lnrx][lnrx]
N−1

= [ln(x)]

So it can obtain [lnx].

4 Experiment and Performance
Analysis

In order to verify the reliability of this new scheme
(HWKA) for English data encryption, HWKA and other
similar algorithms are tested under the same conditions in
the simulation environment, and the results are analyzed
and compared. The experimental environment is shown
in Table 1.

Table 1: Experiment environment

Name Statement
Operating system Win11

RAM 32GB
CPU Interl(R) Core TMi6

In the experimental environment of Table 1, the
HWKA in this paper is tested and verified, and it is com-
pared with FHE [13], MKHE [3] and LPPA [6] under the
same conditions. The time of encryption and decryption
and the accuracy of data interaction are analyzed and
compared.

In the process of English data encryption and decryp-
tion by Paillier algorithm, the size of n in the public key
determines the complexity of the key, and also indirectly
determines the encryption and decryption time. In this
paper, keys with n values of 32 bit, 64 bit, 128 bit, 256 bit,
512 bit, 1024 bite and 2048 bit are generated. Multiple
encryption and decryption experiments are conducted on
randomly generated data of the same length, and the re-
sults are sorted and analyzed. The relationships between
the execution time of encryption, secondary encryption
and decryption and the key length of Paillier homomor-
phic encryption algorithm are obtained, as shown in Ta-
ble 2 and Figure 1. The decryption time includes the
decryption of the ”secondary encryption” ciphertext and
the decryption of the transaction data.

As can be seen from Figure 1, when the key length
is below 1024 bit, the encryption and decryption time
of Paillier homomorphic encryption algorithm increases
slightly but it has little change with the increase of the
key length. When the key length exceeds 1024 bit, the
key is quite complicated, and the encryption and decryp-
tion time spent also increases proportionately, and the
requirements on hardware also increase.

On the premise of encrypting and decrypting English
data of different data lengths, the encryption and decryp-
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Table 2: Relation between execution time of HWKA and key length/t

key length First encryption time Secondary encryption time Decryption time
0 12.1 12.1 14.6
32 14.7 15.4 15.8
64 16.9 17.2 25.2
128 18.4 18.6 28.7
256 23.5 23.9 35.4
512 51.6 53.4 62.8
1024 130.5 151.8 191.7

Figure 1: The visualization result of Table 2

tion execution time taken by the new method in this paper
and other schemes is shown in Table 3 and Figure 2.

Table 3: Comparison of encryption and decryption exe-
cution time of different algorithms

data length FHE MKHE LPPA HWKA
32 41.6 40.7 39.8 27.6
64 42.7 41.8 40.9 28.3
128 44.9 43.7 42.6 29.8
256 53.8 52.4 52.1 44.7
512 123.7 105.2 89.7 61.8
1024 189.9 173.8 149.5 121.7
2048 492.7 426.5 397.2 224.5

Table 4: The accuracy of encryption and decryption with
different algorithms/%

FHE MKHE LPPA HWKA
90.8 92.7 95.3 98.6

As can be seen from Figure 2, compared with the en-
cryption and decryption scheme of Paillier algorithm that
only performs one-time encryption and decryption, the
HWKA scheme slightly increases the execution time of en-

Figure 2: The visualization result of Table 3

cryption and decryption, but compared with other meth-
ods, the HWKA has certain advantages in the execution
time of encryption and decryption process.

In addition to the efficiency of encryption and decryp-
tion, the success rate of English information encryption
and decryption is also an important indicator to measure
the data security scheme. The results are shown in Fig-
ure 3 and Table 4.

As can be seen from Figure 3, compared with other
algorithms, under the same key length and the same en-
crypted information, the encryption and decryption accu-
racy rate of the proposed algorithm reaches 98.6%. This
shows that the scheme has a positive effect on ensuring
the reliability of data transmission in power trading pro-
cess.

5 Conclusions

In this paper, we improve the clustering method by chang-
ing the clustering process under the condition of vertical
distribution of data, and introduce homomorphic encryp-
tion technology in the clustering. Then this method is
applied to the k-center clustering algorithm, which makes
the security of data further guaranteed. In this paper, the
complexity of communication and accuracy of the new al-
gorithm are analyzed. In the last experiment, it is proved
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Figure 3: The accuracy of encryption and decryption with
different algorithms

that the algorithm in this paper has better performance
compared with other algorithms of the same type, and
the communication encryption and decryption cost has
been greatly reduced, which makes the computing load
in distributed mode more balanced. On the other hand,
this paper also studies and analyzes the privacy security
of data mining, and proves the role of order preserving
encryption and homomorphic encryption in the privacy
security of clustering algorithm.
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Abstract

The rapid growth of internet usage and its various appli-
cations, such as banking, shopping, social networks, and
other business-related activities, has moved people closer
to cyberspace. The implications of this growth have also
come to Pakistan, where cyber security and threats are
becoming an essential aspect of cyberspace. This paper
will discuss the challenges Pakistan faces regarding cy-
ber security and the steps that need to be taken to ad-
dress those threats. It will focus on the recent cyber-
attacks, such as ransomware and distributed denial-of-
service (DDoS), which have disrupted vital services in
Pakistan. Furthermore, it will discuss the potential so-
lutions and strategies that can be used to ensure that all
users in Pakistan have a secure experience when accessing
the internet. Finally, it will also present recommendations
for organizations to consider when developing cyber secu-
rity policies for their operations in Pakistan.

Keywords: Challenges for Pakistan; Cyber Security; Cy-
ber Security Policies; Cyberspace

1 Introduction

Cyber Security is the practice of protecting systems, net-
works, and programs from digital attacks. These attacks
usually aim to access, change, or destroy sensitive infor-
mation, extort money from users, or interrupt normal
business processes [15]. Cyber security involves the pre-
vention of, detection of, and response to security incidents
that take place in a digital environment [22, 23]. It is a
rapidly evolving field that is becoming increasingly impor-
tant today [5,24]. The amount of data created and stored
online increases each year. This growing quantity of data
increases the risk of cyber-attacks as hackers look for op-

portunities to exploit it. Organizations must put in place
various measures to protect their confidential information
and prevent malicious actors from gaining unauthorized
access or disrupting their operations [17].

Pakistan is one of the developing countries where cy-
ber security is yet to gain momentum due to a lack of
awareness, expertise, and resources available for this pur-
pose. The country faces challenges ranging from a lack
of technical capacity to develop and implement effective
cyber security strategies, a lack of legal framework, an
absence of public-private partnerships, and funding con-
straints [4]. In addition, Pakistan also faces several social
challenges, such as low levels of education, poverty, and
a lack of access to technology, making it difficult for peo-
ple to protect themselves from cyber threats. Further-
more, due to its proximity to volatile countries such as
Afghanistan and Iran, Pakistan is also at risk of becoming
a target for cyber-attacks by state-sponsored hackers [7].
The government has taken several steps to address these
challenges, such as establishing the Cyber Emergency Re-
sponse Team (CERT), which monitors the country’s IT
networks and responds to any cyber threats it detects.
The government also provides awareness campaigns to
educate people about cyber security threats and how to
protect themselves online as shown in Figure 1.

However, these efforts are just a drop in the ocean, con-
sidering the scale of the problem. The country needs to
develop more comprehensive policies and strategies on cy-
ber security to combat the threat posed by cybercriminals
effectively [8].

With the world increasingly becoming interconnected
through technology, the threat of cybercrime is also on
the rise. As a result, countries worldwide are making
great strides to increase their cyber security measures to
prevent cyberattacks and data breaches. Pakistan is no
exception. The government is constantly grappling with
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Figure 1: The theoretical concept of national security

Figure 2: Population using the internet in Pakistan, India,
and UK

various cybersecurity challenges, from the risk of mali-
cious actors exploiting its networks and infrastructure to
the need to update critical information systems and pro-
tect citizens data [15].

The percentage of the population using the internet in
Pakistan, India, and the UK is shown in Figure 2. In
recent years, Pakistan has made some critical reforms to
improve its cyber security. In 2019, the Ministry of In-
formation Technology and Telecommunications launched
the National Response Centre for Cyber Crimes (NR3C).
This center has been instrumental in increasing awareness
about cyber threats and coordinating efforts between law
enforcement and other relevant agencies on cybercrime in-
vestigations. The center also develops training materials
for law enforcement officers and raises public awareness
about cyber safety and security best practices [9].

The government has also enacted several laws to help
protect against cybercrime. In August 2020, the National
Assembly passed the Prevention of Electronic Crimes Act
(PECA) 2020, which criminalizes various activities, in-
cluding hacking, fraud, intellectual property rights in-
fringement, terrorism, extortion, and identity theft. The
government has also issued guidelines for protecting the
personal data of individuals, including measures to pre-
vent unauthorized access or disclosure [10]. Despite these
efforts, several challenges remain that need to be ad-
dressed to ensure a secure cyberspace in Pakistan for ex-
ample, adequate resources and personnel to be improved

to investigate cyber threats and enforce cyber laws. In
addition, there are areas for improvement in existing le-
gal frameworks that make it challenging to pursue so-
phisticated cybercrime cases. Furthermore, the country’s
critical infrastructure remains vulnerable to attack due
to outdated technology and weak security measures. Fi-
nally, there is a need to develop comprehensive policies
and strategies that address both domestic and interna-
tional threats [11].

Overall, it is clear that Pakistan still faces a range of
cyber security challenges. However, by taking steps such
as improving laws and regulations, strengthening infras-
tructure protection measures, and enhancing collabora-
tion between relevant stakeholders, the country can make
progress toward achieving a safe and secure cyberspace
for its citizens.

2 Research Question

What strategies can be used to improve cyber security in
Pakistan and address the challenges faced by the country
in this regard?

3 Research Objectives

1) To measure the levels of cyber security in Pakistan
and assess the current efforts to mitigate the risk of
cyber-attacks.

2) To identify and analyze the critical challenge of cyber
security in Pakistan and suggest ways to strengthen
the existing protection infrastructure.

3) To assess the extent to which Pakistani businesses are
vulnerable to cyber threats and suggest measures for
their protection.

4) To investigate the government’s and other stakehold-
ers’ role in promoting cyber security in the country.

5) To understand the various tools and technologies
hackers use to penetrate Pakistani networks and de-
vise practical solutions to combat them.

6) To evaluate the preparedness of Pakistan to counter
emerging threats posed by cybercriminals, such as
phishing and malware attacks.

7) To examine the efficacy of existing international laws,
regulations, and practices in safeguarding Pakistani
networks from external cyber threats.

8) To develop an effective strategy for raising public
awareness of cyber security in Pakistan and suggest
necessary steps for its implementation.



International Journal of Network Security, Vol.25, No.3, PP.529-536, May 2023 (DOI: 10.6633/IJNS.202305 25(3).18) 531

Figure 3: Distribution of articles according to methodol-
ogy

4 Research Problem

Cyber security is an increasing concern in Pakistan. The
country has faced numerous cyber-attacks, from tradi-
tional cybercrime and identity theft to political attacks
targeting government and private institutions. Despite
the growing cyber security threats, there needs to be more
knowledge, awareness, and preparedness among the pub-
lic and organizations to counter such threats. Moreover,
the country needs more adequate laws and infrastructure
to combat cybercrime effectively. As such, it is essential
to research the cyber security challenges faced by Pak-
istan and develop strategies to safeguard its citizens and
institutions from these threats. This research will focus
on identifying the major cyber security threats faced by
Pakistan, understanding their impact on the country, an-
alyzing the current strategies adopted by the government
to address these challenges, and proposing potential solu-
tions to these cyber security issues.

5 Literature Review

Cyber security is a significant concern today, and Pakistan
is no exception. As technology advances, the security of
digital systems and networks has become increasingly im-
portant in maintaining the integrity of nations and busi-
nesses. The prior research for cyber security has been
categorized based on research methodology (i.e., experi-
mental, qualitative, quantitative, and hybrid), as shown
in Figure 3. Figure 4 displays the percentage of databases
containing the number of papers published for cyber se-
curity. We have selected four well-known databases to
evaluate the statistics for this review. The experience of
Pakistan in this regard has been mixed, with some suc-
cesses and many challenges. This paper will review the
existing literature on cyber security in Pakistan, examin-
ing the country’s main challenges and possible solutions
to address these issues [12].

It is essential to understand the scope of the cyber
security problem in Pakistan. Over the past few years,
several documented cases of cyberattacks originated in
Pakistan, and hackers are targeting an increasing number

Figure 4: Distribution of articles according to the per-
centage of databases

of individuals. In addition, state actors are involved in
state-sponsored cyber espionage and other malicious ac-
tivities. These threats come from both external actors as
well as domestic criminals. Furthermore, due to lax regu-
lations on data protection, businesses are more vulnerable
to data breaches and cybercrime in general [13]. One of
the main challenges faced by Pakistan is the need for a
practical legal framework governing cyber security issues.
Several laws and regulations exist on the books, but they
must be more comprehensive to address all aspects of cy-
ber security. This system has hindered efforts by public
and private organizations to address cyber threats with
any degree of permanence. Furthermore, enforcement of
these laws could be more robust due to a lack of adequate
resources or political will [14]. According to [3] modern
threats and types of data expected to be attacked are
presented in Table 1.

Another critical challenge is more awareness and edu-
cation about cyber security among citizens and govern-
ment agencies. People have become increasingly depen-
dent on technology without understanding its associated
risks, leading to a higher incidence of online fraud, iden-
tity theft, and other malicious activities. Similarly, gov-
ernmental institutions lack sufficient resources and train-
ing to address the challenges cyber criminals pose effec-
tively. Fourth, another major challenge for Pakistan is the
need for skilled professionals to protect networks from at-
tackers. While some professionals are currently working
in the field, their numbers are insufficient to address the
growing problem that Pakistan faces from external ac-
tors and domestic criminals [16]. Additionally, there are
also numerous challenges related to international coop-
eration on cyber security issues faced by Pakistan. For
example, some countries are unwilling to cooperate with
Pakistan due to sensitive information being shared across
borders or because they may seek a competitive advan-
tage over Pakistan regarding cyberspace capabilities. Ad-
ditionally, government agencies in other countries may be
unwilling to share information or provide assistance due
to security concerns or because they view Pakistan as a
potential source of cybercrime or terrorism [18]. While
there have been some successes in addressing cyber secu-
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Table 1: Modern threats and types of data expected to be attacked

Threats Domains
Surveillance Social, E-commerce, environment, and political governance
User Profile Actives and behavioral characteristics
Cyberstalking Harassment and intimidation
Clickjacking Press the link or like button, move cursors, use the camera and microphone

Location Privacy Geotagging
Identity profile cloning Creating a fake profile
Information Leakage Health, infrastructure, operational, and intellectual property information
Fake profile Attacks User information
De-anonymization Health services, social media, and E-commerce trades
Inference Attacks Prediction Sensitive, political, religious, and educational information

rity threats in Pakistan, numerous challenges still need
to be addressed before meaningful progress can be made.
These include a lack of adequate legal frameworks and en-
forcement mechanisms; inadequate public awareness; in-
sufficient numbers of skilled professionals; and difficulty
with international cooperation on cyber security issues.
With improved governance and better regulations, Pak-
istani citizens and businesses can be better protected from
cyber threats.

6 Theoretical Framework

Cyber security is the collective set of activities intended
to protect computers, networks, programs, and data from
unauthorized access, exploitation, and disruption. Pak-
istan is no stranger to cyber threats. As a rapidly devel-
oping economy, the country faces various cybersecurity
challenges due to its limited capacity to handle sophisti-
cated cyber-security threats, weak policy frameworks, and
limited access to technology and know-how for proactive
security measures. The cyber security challenge faced by
Pakistan is multi-faceted, as it involves both state and
non-state actors who use the internet for criminal activ-
ities, espionage, hacking, and manipulation of informa-
tion. In particular, the country has been subject to fre-
quent cyber-attacks from state actors in the region and
abroad. Furthermore, Pakistan faces challenges from cy-
bercrime, ranging from fraud and hacking to identity theft
and phishing. As more organizations increasingly connect
to the internet and rely on digital systems for their op-
erations, they face an increased risk of becoming cyber-
attack targets [19]. To address these challenges, effec-
tive policy measures that promote cyber security amongst
organizations operating in Pakistan need to be estab-
lished. There is a need to develop a comprehensive reg-
ulatory framework that will ensure the safety of digital
systems and networks. Furthermore, organizations must
invest in effective cyber security measures such as firewalls
and encryption technologies to protect their systems from
threats. Additionally, organizations should adopt effec-
tive incident response plans that will enable them to ad-

dress any incidents occurring due to cyber security threats
quickly [20].

Organizations must invest in capacity-building initia-
tives to develop adequate cybersecurity capabilities and
provide technical assistance for properly implementing
security measures. Additionally, Pakistan must work
closely with regional and global partners on international
forums such as the United Nations Group of Govern-
mental Experts on Cyber Security (UNGGE) to coordi-
nate better efforts to enhance its cyber security capabili-
ties [21]. At a national level, initiatives such as awareness
campaigns must be undertaken to educate individuals on
their role in maintaining existing levels of cyber security.
Such efforts can improve Pakistan’s security by encourag-
ing citizens and organizations to adopt proactive measures
against threats.

7 Cyber Design Structure

1) Understand the fundamentals of user experience de-
sign: User experience (UX) design is a process for
understanding how users interact with digital prod-
ucts and services to improve usability, satisfaction,
and efficiency. It includes researching user needs de-
signing and visual elements such as visuals, anima-
tions, illustrations, and other graphical elements that
enhance the user’s experience.

2) Develop a security-first mindset: Security is integral
to cyber design since it helps protect users from ma-
licious threats or data theft. By creating secure de-
signs and processes from the ground up, you can help
ensure that your product or service meets industry
best practices for keeping users safe online.

3) Establish innovative-cation protocols: Authentica-
tion protocols are vital when protecting sensitive
data stored on a system or website. An exemplary
cation protocol should combine factors such as pass-
words, biometrics, two-factor authentication (2FA),
URL scanning checks, and captcha challenges to bust
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Figure 5: Intelligent Cyber security assistant architecture ***The figure did not cited in this text.***

layers of protection against unauthorized attempts by
hackers or malicious actors.

4) Keep performance in mind: Performance is critical
when providing a great user experience on any digital
platform; poor performance leads to poor usability,
which can n reduce customer satisfaction levels over
time if not addressed quickly enough. It is crucial es-
sential performance in mind while designing applica-
tions as this will ensure that they remain responsive
even under heavy load times or network delays due
to peak traffic periods or the geographic location of
customers using your product/service etc.

5) Utilize analytics tools for testing & optimization:
Analytics tools are essential for measuring how well
users interact with your product/service over time;
these insights can then be used to improve design de-
cisions based upon customer feedback, helping shape
future releases towards better customer experiences
overall!

8 Cyber security and Pakistan

Pakistan is vulnerable to cyber-attacks as its infrastruc-
ture and security systems need more resources, personnel,
and technology resources against cyber-attacks, making it
an attractive target for hackers. Pakistan’s economy also
suffers from the lack of enforcement of laws related to cy-
ber security. Cybercrime legislation is badly needed in
Pakistan, but the government has yet to pass any signif-
icant laws that would better protect citizens against at-
tacks. In addition, numerous cybercrimes such as fraud,
identity theft, illegal downloads, and hacking remain un-

resolved due to a lack of resources dedicated to fighting
these crimes [25].

For Pakistan to be better protected from cyber threats,
it must strengthen its legal framework on cyber secu-
rity and increase investment into technological solutions
that can defend networks from attack. The government
needs more effective coordination between law enforce-
ment agencies and tech companies to identify malicious
actors online and take appropriate action against them.
Additionally, organizations need to promote a more ro-
bust culture of cyber security by providing proper train-
ing on security protocols so that potential breaches can be
identified before they cause severe damage or loss. Fur-
thermore, public campaigns should be conducted nation-
wide to educate users about what actions to take when
using the internet to minimize their risk of exposure to
cyber threats [1].

Pakistan’s cyber security is a significant concern due
to its weak infrastructure, limited resources, and lack of
expertise. The Cyber preparedness, elements, and strate-
gic areas are shown in Figure 6. The country is vul-
nerable to various cyber threats, including data theft or
manipulation, ransomware attacks, website defacement,
distributed denial-of-service (DDoS) attacks, keylogging,
and phishing. Pakistan’s legal framework for cybercrime
prevention and response is also inadequate due to its lack
of expertise in this area. In addition, there is a lack of pub-
lic awareness of the importance of cyber security and lim-
ited resources allocated for developing and implementing
effective cyber security measures. Furthermore, govern-
ment agencies have failed to provide contractors with rele-
vant security training so that they can adequately protect
sensitive information stored within their systems. These
vulnerabilities are further compounded by the fact that
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Figure 6: Cyber preparedness, strategic trust areas, and
elements

Pakistan has one of the lowest internet penetration rates
in Asia, with only 37 million internet users out of its es-
timated population of more than 200 million. This low
level makes it difficult for citizens to access vital online
services such as banking or health care, which puts them
at risk of being targeted by malicious actors who could
use these weaknesses to gain access to personal data or
inflict damage upon individuals or organizations operat-
ing within Pakistan’s borders [6].

9 Pakistan’s Preparedness for Cy-
ber Threats

Pakistan is actively engaging in initiatives to protect itself
from cyber threats. The government has established the
National Cyber Security Authority (NCSA). It is devel-
oping comprehensive strategies, policies, and procedures
for protecting the country from cyber-attacks [12]. The
NCSA also works with various stakeholders, including in-
dustry groups, universities, law enforcement agencies, and
even other countries, to develop a holistic approach to
tackling the issue of cyber security in Pakistan as shown
in Table 2. It has put together an extensive policy frame-
work that guides how to deal with incidents of cybercrime
as well as directives on how the public sector should re-
spond. Moreover, law enforcement agencies like the Fed-
eral Investigation Agency (FIA), the Ministry of Interior’s
National Response Centre for Cybercrime (NR3C), and
the Ministry of Information Technology & Telecommuni-
cations’ Cyber Crime Reporting Portal are also playing
their part in providing quick response to incidents related

to cyber security [2].

To ensure an effective response against malicious online
activities, Pakistan Telecommunication Authority (PTA)
has blocked more than 800 websites hosting anti-state
content since 2016. It has taken further proactive steps
like setting up a 24/7 monitoring system for social media
websites & networks [20].

The last cyber security ranking is shown in Table 2 for
the comparison of different countries. In addition, vari-
ous educational programs are being conducted through-
out the country regarding understanding best practices
when dealing with cyber security issues so that people
become aware of these issues, which can help reduce risks
associated with them in the future.

10 Conclusion and Recommenda-
tions

In conclusion, Pakistan’s current cyber security state is in-
adequate and poses a severe risk to national security. Nu-
merous reports have been of government and private net-
work attacks, often with devastating consequences. The
National Assembly of Pakistan has passed the Cyber Se-
curity Act, 2018, which aims to protect citizens from cy-
bercrime by strengthening the legal framework and pro-
viding safeguards against cybercrimes. However, the ef-
fectiveness of the law is yet to be seen. The lack of compe-
tent personnel and resources within governmental agen-
cies means that many organizations must be equipped
to respond effectively to threats or defend against them.
Additionally, public awareness about cyber security mea-
sures must be raised for citizens and businesses to protect
themselves from malicious actors. By developing a culture
of preparing for and protecting against future attacks, we
can reduce the number and severity of incidents our soci-
ety suffers in this digital age.

1) Improve Governance & Legislation: The govern-
ment should create and implement strict cyber se-
curity laws and regulations to protect the coun-
try’s cyberspace from malicious activities. This pro-
cess should include watching citizens’ data, imposing
penalties on cybercriminals, and protecting critical
infrastructure such as power grids and banking sys-
tems.

2) Focus on Network Security: Companies need to in-
crease their security investments and focus on updat-
ing their networks with the latest cybersecurity solu-
tions. This strategy will enable them to detect ma-
licious activity quickly and prevent significant data
breaches.

3) Train Cyber Security Professionals: Companies and
government agencies should focus on training cyber
security professionals to deal with the ever-growing
number of cyber security threats they face.
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Table 2: Countries ranking concerning cyber security

4) Increase Cyber Security Awareness: The government
and companies should increase general cyber security
awareness among the citizens by running campaigns
in schools, universities, and other public places.

5) Collaborate with Cybersecurity Companies: The
Pakistani government should collaborate with private
cybersecurity companies to develop cutting-edge so-
lutions for protecting cyberspace from malicious ac-
tivities.
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Abstract

Deep neural networks have significant gradient redun-
dancy in gradient descent. Therefore, excessive noise is in-
troduced when the differential privacy mechanism is used
to resist member inference attacks. This paper proposes a
local differential privacy protection theme of high dimen-
sional data in embedded systems based on a hybrid dif-
ferential swarm algorithm to solve this problem. Firstly,
the data source differential privacy protection algorithm
is used to disturb the client data set and generate the
disturbed data set to protect the privacy of the original
local data set. Then, a hybrid differential swarm algo-
rithm reduces the high-dimensional data set to multiple
low-dimensional attribute sets, and a new data set is syn-
thesized. The algorithm uses the maximum spanning tree
criterion to get the initial population. Then the crossover
and mutation rules in differential evolution algorithms op-
timize the initial population. Using the differential evolu-
tion algorithm, the swarm algorithm is applied to the mu-
tation stage, the optimization and improvement crossover
stage, respectively, and the adaptive cloud theory is ap-
plied to the selection stage to select the generated indi-
viduals. Finally, the proposed algorithm is verified on the
standard data sets MNIST and CIFAR-10 to more effec-
tively bridge the gap between the proposed algorithm and
the non-privacy model.

Keywords: Embedded System; High Dimensional Data;
Hybrid Differential Swarm Algorithm; Local Differential
Privacy Protection

1 Introduction

In recent years, social networks have obtained massive
user information through websites and applications on
users’ smart devices, including e-commerce information
data, medical diagnosis information data, national census
data and financial business data [12, 19]. People rely on
the network to access and collect all kinds of information,
and to pass out their own information, but the process
of information collection, storage, mining and exchange
has the risk of privacy disclosure. In 2006, Dworku et
al. [3] proposed the concept of differential privacy, which
could realize privacy protection by adding interference to
the user privacy data provided by the database system,
and provide a privacy protection mechanism for users. At
the same time, it also allowed statistical analysis for pri-
vate data, such as mean value estimation and histogram
estimation. Different from traditional privacy protection
models such as k-anonymity [6] and l-diversity [11], differ-
ential privacy hardly assumes the background knowledge
of the opponent, which provides a strong theoretical basis
for the privacy of published data.

The ultimate goal of data management and data min-
ing is data query and data release. Researchers have pro-
posed many effective methods to protect the privacy of
data release. Liang et al. [8] proposed the optimization-
based k-anonymity method, which was mainly applied
to the privacy protection of relational databases. This
method generalized user records so that a single user
record could not be distinguished from other k − 1
records, thus preventing privacy leakage. The subse-
quent k-anonymity methods and their derivative tech-
nologies, such as l-diversity, t-closeness [7] and (a, k)-
anonymity [18], are all proposed when the attacker has
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certain background knowledge. If the background knowl-
edge is changed or is mastered by the attacker, these
methods will no longer be applicable. Piao et al. [13]
proposed a method for publishing equal-width histograms
under differential privacy protection. Chen et al. [1] im-
proved the reference [13] and increased the number of
queries under the same privacy budget. However, his-
togram publishing method cannot solve query consis-
tency problem. Therefore, some researchers improve the
accuracy of the histogram of equal width. The post-
processing method proposed by Zhu et al. [22] not only
satisfied the query accuracy, but also reduced the ad-
dition of noise. However, the privacy budget cost of
the above publishing strategy is high, and to solve this
problem, the raw data is usually converted first, then
the noise is added. These strategies mainly include his-
togram, wavelet change, Fourier transform, tree-based di-
vision and network-based division. The disadvantage of
histogram differential privacy publishing method is that
the number of queries allowed is limited, so it is necessary
to design an efficient publishing algorithm to respond to
query requests, so as to protect user data and prevent
sensitive information from leaking.

With the development of various inheritance sensors
and crowdsourcing systems, crowdsourcing information in
various aspects can be collected and analyzed from various
high-dimensional attributes to better generate rich knowl-
edge related to groups, so that everyone in the crowd-
sourcing system can gain benefits. High dimensional het-
erogeneous data hides a lot of rules and information, min-
ing these rules and information can provide better services
for individuals and groups. High dimensional heteroge-
neous data is prone to dimensional disasters [4], and rich
correlation is generated between data of different dimen-
sions. This correlation facilitates data analysis and data
mining. But as correlation increases, so does the dimen-
sion of the data, and the cost of processing these high-
dimensional data increases exponentially. In differential
privacy publishing of high-dimensional data, the relation-
ship between high-dimensional data is complicated and
simple linear processing cannot reflect the essential rela-
tionship between private data. Therefore, to release high-
dimensional data under differential privacy, it is necessary
to reduce the dimensions of privacy data and simplify the
relationship between attributes, so that it is particularly
important to control the sensitivity within a certain range.

Many scholars have studied the publishing of high-
dimensional data sets that satisfy differential privacy.
Zhang et al. [21] used classification tree to generalize
high-dimensional data, determined the joint distribution
of a group of approximate original data sets through at-
tribute clusters, and determined the sample data. The
PriView method [2] estimated the high-dimensional joint
probability distribution by constructing the edge distri-
butions of multiple low-dimensional attribute sets. This
method provided effective privacy protection, but only ap-
plied to binary data sets. Xu et al. [17] presented DPPro
method to publish high-dimensional data through ran-

dom projection, which maximized practicality while en-
suring privacy. The Lo Pub method [10] could identify
the correlation between high-dimensional attributes, thus
reducing the data dimension and improving the opera-
tional efficiency. Aiming at the problem of correlation
between high-dimensional attribute sets, this paper pro-
poses a local differential privacy protection theme of high
dimensional data in embedded system based on hybrid
differential swarm algorithm. In this paper, the maxi-
mum expectation algorithm is used to calculate the joint
probability distribution of high dimensional data sets, and
the Bayesian network is constructed based on normalized
information entropy and mutual information, so that the
constructed Bayesian network can restore the correlation
of the original attribute set to a large extent. In this
algorithm, the correlation between variables is obtained
by mutual information method, and then the initial net-
work is obtained by maximum spanning tree algorithm.
If a node is arbitrarily designated as the root node of the
undirected graph, a directed graph is automatically gen-
erated, and then the initial Bayesian network structure is
obtained.

2 Related Works

2.1 Differential Privacy Protection
Model

Differential privacy defines the limit of disclosure of user’s
personal data information in a specific database to the
attacker or adversary, and achieves the effect of privacy
protection by adding noise to the user’s original data. Dif-
ferential privacy ensures that even powerful attackers can
limit their inferences about private information. There-
fore, differential privacy is a feasible method to eliminate
data privacy information leakage from data sources.

Definition 1. (ε-difference privacy) For any two adja-
cent data sets D and D′, given a privacy-protecting ran-
dom algorithm M , R(M) represents the set of all possible
outputs of the random algorithm M , and S represents any
subset of R(M). If the random algorithm M satisfies:

Pr[M(D) ∈ S] ≤ Pr[M(D′) ∈ S]× eε. (1)

Then it is said that random algorithm M satisfies ε-
difference privacy [18].

In Formula (1), D represents a specific database. The
ε is called the privacy budget and represents the privacy
level provided by the random protection algorithm M on
a particular database D, which determines the privacy
protection intensity.

Definition 2. (Sensitivity) For query f : D → R, given
adjacent data sets D1 and D2, sensitivity ∆f of f is
shown in Formula (2).

∆f = maxD1,D2 ||f(D1)− f(D2)||1. (2)
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Where || · ||1 is L1-normal form. Sensitivity is defined as
the maximum impact that a single individual can have on
the results of a data query. It represents the amount of
noise that needs to be added to the result.

Local differential privacy is an improvement over tra-
ditional differential privacy protection. Traditional dif-
ferential privacy defines the information boundaries of a
user’s data in a particular database that can be disclosed
to third parties, and requires a trusted data collector. But
local differential privacy does not require a trusted data
collector [16]. Local differential privacy is used to solve
the problem of private data for end users, and no data
collector can access the complete real data set.

Definition 3. (Local difference privacy) Given a random
algorithm M , for any two user records Xi and X̂i, the
probability of getting the same output X∗ on the random
algorithm M satisfies:

P (M(Xi) = X∗) ≤ eεP (M(X̂i) = X∗).

Then it is said that random algorithm M satisfies ε-local
difference privacy [14].

2.2 Artificial Colony Algorithm

Artificial bee colony algorithm [20] is to simulate the col-
lective cooperative behavior of bee colonies in the process
of collecting honey. In this collaborative search model, a
bee colony consists of three main parts: leading bees, fol-
lowing bees and scouting bees. During the search, points
in the solution space are simulated as food sources when
the swarm is looking for food. The process of collecting
honey by artificial bees is also the process of searching for
the best solution.

At the beginning, the bees are led to conduct a neigh-
borhood search for the food source. If the fitness value of
the searched solution is better than the previous one, the
previous food source location will be replaced with the
new one; otherwise, the original food source location will
remain unchanged. After searching the location of the
food source, all the leading bees return to the dance area
and pass the nectar information on the food source to the
following bees, who then select the food source to collect
honey according to the generated probability based on the
nectar information. For leading bee Xi and following bee
Vi, according to the following formula,

Vi(j) = Xi(j) + r[Xi(j)−Xk(j)].

Update the food source location, where i = 1, 2, · · · , NP .
k is a random number not equal to i, k = 1, 2, · · · , NP ;
j = 1, 2, · · · , D. D is the dimension of solution space; r ∈
(−1, 1) is a random number used to control the generation
range of the Xi(j) neighborhood.

The following bees select the food source by receiving
the food source information conveyed by the leading bees,
and then select the food source to collect honey according

to its fitness value. Selection probability:

Pi = fi/

NP∑
i=1

fi.

Where, fi is the fitness value of the i− th solution. NP is
the number of solutions, that is, the number of individuals
in the colony who have completed the food source location
update.

For each solution in the swarm algorithm, the update
is counted by the corresponding variable with an initial
value of zero. If the fitness value of a solution does not
improve after successive limit times, it can be considered
that the solution falls into local optimal. So the lead-
ing bee corresponding to this solution has to turn into
a scouting bee. Assuming the solution is Xi, then the
scouting bee passes:

Vi(j) = Xi(j) + rand(0, 1)[Xbest(j)−Xi(j)].

A new solution Vi is randomly generated to replaceXi and
rejoin the colony for foraging, where Xbest is the optimal
individual in the colony.

3 Proposed Local Differential Pri-
vacy of High Dimensional Data

The problem of dimensionality reduction should be con-
sidered in publishing high dimensional data, which can
be achieved by constructing Bayesian network. The low-
dimensional edge distribution in Bayesian networks can
accurately approximate the complete distribution of at-
tributes in the corresponding high-dimensional data set.
However, once the constructed Bayesian network is at-
tacked by attackers, the privacy of users will be leaked.
Therefore, it is necessary to add noise in the process
of constructing Bayesian networks to generate disturbed
data, so that the attacker will not cause the leakage of user
privacy data when attacking Bayesian networks. There-
fore, it is necessary to add noise to the constructed di-
rected acyclic graph before constructing Bayesian net-
works.

3.1 Problem Description

Suppose there are n users, and each user has d attributes.
The original user data set is U = (u1, u2, · · · , un), where
ui represents the data record of the i − th user, and
each user data has d attribute values, whose attribute
values are expressed as ui = (ui

1, u
i
2, · · · , ui

d). Attribute
set A = a1, a2, · · · , ad, the value of each attribute is
ai = (ai1, a

i
2, · · · , aid), where aik represents the k − th

value of the i − th attribute. Attribute value domain is
Ω = Ω1,Ω2, · · · ,Ωd.
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3.2 Data Source Differential Privacy Pro-
tection

The purpose of local differential privacy protection for raw
high-dimensional data sets is to prevent the data set from
being attacked by attackers during transmission or on the
server. Suppose that the original data of the i − th user
ui is ui = (ui

1, u
i
2, · · · , ui

d), the i− th original attribute is
ai = (ai1, a

i
2, · · · , aid). Setting the number of bits (|Ωi|) in

the string based on the range size of each attribute value.
For each attribute ai, the value of its corresponding bit is
set to 1, the rest values of the bits are set to 0, and finally
a binary string ŝi of length (|Ωi|) is formed.

After binary processing of the original data, the binary
string sij is obtained, and then each bit is answered ran-
domly with the probability of f , and answered truthfully
with the probability of 1− f , as shown in Formula (3).

ŝij =

{
0 or 1 if pro = f/2
sij [b] if pro = 1− f

}
(3)

Where, f is a user adjustable parameter to control the
level of privacy protection.

The pseudo-code of the local differential privacy binary
string conversion algorithm is as follows.

Algorithm 1 Local differential privacy binary string con-
version algorithm

1: Input: user raw data set ui
j |j = 1, 2, · · · , d, original

attribute set A = a1, a2, · · · , ad, random flip proba-
bility f .

2: Output: The randomized binary string ŝi of the orig-
inal data.

3: Begin
4: if 1 ≤ j ≤ d then
5: Set the corresponding bit of the j − th attribute

value of the user i to 1 and the other bits to 0 in
the bit string, and finally convert it to the binary
string sij ;

6: Answer each bit of each bit string randomly with
a probability of f , and answer truthfully with a
probability of 1− f ;

7: Finally, get a random flipped binary string ŝij ;
8: end if
9: if Connect d attributes to form a binary string, de-

noted as ŝi then
10: Return ŝi
11: end if
12: End

3.3 Hybrid Difference Bee Colony Al-
gorithm for Bayesian Network Con-
struction

A. Coding, Crossover and Mutation Operations
In this paper, the connection matrix between nodes
E = (Cij) is used to represent the network structure.

Figure 1: Structure of Bayesian network

Cij = 1 means that node i points to node j. Cij = 0
indicates that node i and node j are not connected.
Each matrix is an individual for a Bayesian network,
as shown in Figure 1. Its coding matrix is:

E =

 0 1 1
0 0 1
0 0 0


The crossover process takes two particles to cross,
and randomly selects their crossing positions. The
elements at the intersection of the two individuals
are exchanged at the given intersection rate. In the
mutation process, a position is randomly selected ac-
cording to the adaptive adjusted mutation rate, so
that Cij changes from 1 to 0 or from 0 to 1 (that is,
edge addition, edge reduction and reverse operation
of the network structure).

B. The Generation of Initial Population Structure

Average mutual information is the difference
between a priori uncertainty and a posteriori un-
certainty under the meaning of statistical average,
which is the statistical average of mutual informa-
tion. Calculate the mutual information between
the two nodes to know whether the two variables
are related. There must be no causal relationship
between those variables that do not exist correlation,
which can initially narrow the search space. The
mutual information between nodes is calculated as
follows:

I(X,Y ) =
∑
i,j

P (xi, yj)log2[
P (xi, yj)

P (xi), P (yj)
].

Where, I(X,Y ) represents the mutual information
between variables X and Y . xi and yj represent
the values of the variables X and Y respectively.
P (xi, yj) denotes the probability between xi and yj .

According to the mutual information, the weight of
each node is calculated, and then a candidate net-
work is generated by using the method of maximum
spanning tree. In this case, the alternate network is
an undirected graph, and then any node is designated
as the root node and a tree with this node as the root
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Figure 2: Hybrid differential swarm algorithm

node is generated. Finally, we randomly add edges,
subtract edges and reverse operations between nodes
other than the tree of the alternate network, and se-
lect the reasonable network structure as the initial
population.

C. Scoring Function
The scoring function is to measure the matching de-
gree between the generated Bayesian network struc-
ture and the data sample. In this paper, the Bayesian
Information Criterion (BIC) [5], a scoring function
commonly used in Bayesian network structure learn-
ing algorithms, is selected as the fitness function.
The larger fitness value denotes the higher matching
degree. The expression formula is:

QBIC = LL(B|D)− 1

2log2N
Dim(B).

Here,

LL(B|D) =

n∑
i=1

log2P (B|D).

It is a measurement of the number of bits needed to
describe D. 1/(2log2N) indicates the number of bits
used for each parameter.

Dim(B) =

n∑
i=1

(ri − 1)qi. (4)

Formula (4) is the dimension of the Bayesian net-
work, i.e., the number of required free parameters.

D. Description of Hybrid Differential Swarm Algorithm

Figure 2 shows the process of hybrid differential
swarm algorithm.

1) Mutation behavior. The colony algorithm is ap-
plied to the mutation behavior of differential
evolution algorithm to improve it. The main

search is based on the behavioral changes of the
leading bees, the following bees and the scouting
bees. For each individual Xi and the fitness fi
of each individual in the population X to be op-
timized, the mutation rate is generated by adap-
tive method to accelerate the convergence of the
population.

For leading bee Xi and following bee Vi, the
food source location is updated according to the
following rules. Let f̄ be the average fitness
value of the current population, then individ-
uals whose fitness value is lower than f̄ will be
mutated with the variation rate Pm1. Individ-
uals with fitness value higher than f̄ are mu-
tated with variation rate Pm2, and fitness values
are calculated respectively. The variation rate
Pm1 is generally set at [0.2,0.3], because indi-
vidual fitness values at this time are lower than
the average value, so a larger variation rate is
used. Similarly, variation rate Pm2 is generally
set at [0.1-0.2], because individual fitness values
at this time are higher than the average value.

The choice of food source for the following bees
is based on the rate of return, i.e. Pi ≥
rand(0, 1), then the following bees after the mu-
tation of the leading bees will be identified as ef-
fective mutation; otherwise, the following bees
will be identified as invalid. The individuals
before the mutation will continue to search for
food, and the fitness values of each individual
will be calculated after the selection is com-
pleted.

2) Crossover behavior. For each individual X in
the modified population Xi, it finds individual
X ′ whose fitness value is lower than the average
fitness value f̄ , and individual X ′′ whose fitness
value is higher than the average fitness value f̄ .
Some individuals are randomly selected from X ′

and X” to cross probabilities Pc. The crossover
rate Pc is generally set as [0.1,0.3]. Pc is set to a
large range because there is too much difference
between individuals, so there is a big room for
choice according to the actual situation.

3) Selection behavior. For each individual Xi and
the fitness f of each individual in the population
X to be optimized, the following cloud adaptive
method is adopted to generate crossover rate to
accelerate the convergence of the population.

Let f̄ be the average fitness value of the current
population. The fitness value of the optimal
particle is fmax. favg1 is obtained by averaging
fitness values below f̄ . favg2 is obtained by aver-
aging the fitness value higher than f̄ . When the
population individual has a small fitness value,
a small acceptance probability CR is adopted
to search for a structure better than the cur-
rent structure as far as possible to accelerate
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the convergence of the population. When the
population individual has a high fitness value, a
larger acceptance probability CR is taken to re-
tain the better individuals and a certain amount
of inferior population as far as possible, so as
to increase the diversity of the population. Its
generation rule is that when fi is lower than
favg1, CR = 0.4; When fi is better than favg2,
CR = 0.9; Otherwise, the value is as follows:

Ex = favg2, En =
|fmax − favg2|

c1
.

He = En/c2.

E′
n = random(En, He).

CR = 0.3 + 0.5exp(− (fi − Ex)
2

2E′2
n

).

Where c1 = 2.8 and c2 = 10 are control coeffi-
cients. When CR ≥ rand(0, 1), the individual is
selected for the next generation evolution; oth-
erwise, the individual that fails to pass the se-
lection is replaced with the structure after cross-
ing and enters the next generation evolution as
a whole. In order to accelerate the convergence
rate, the crossover rate Pb at this time is gen-
erally selected from [0.05,0.15]. The character-
istics of the optimal individual can be obtained
by using a small crossover rate, and the most
important thing is not to destroy the original
individual, so as to maintain the differences be-
tween individuals.

4 Experimental Results and Anal-
ysis

In this section, the proposed algorithm in this paper will
be verified and explained through specific experiments.
The experiment is based on python platform and Pytorch
framework, GPU RTX3060Ti. MNIST and CIFAR-10
standard data sets are used in the experiment. Data avail-
ability of differential privacy in Bayesian networks is gen-
erally determined by comparing training accuracy under
the same privacy budget. Set δ = 10−5, and the privacy
budget is ε = [1, 2, 3, 4, 5, 6, 7, 8].

In this section, we conduct comparison experiments
with other methods including Fedsel [9], LDP-Fed [14],
DP-cryptography [15]. Figure 3 and Figure 4 show that
the training accuracy of algorithm LDP-Fed is low, which
may be because the model noise is added in a single way,
and the global sensitivity is considered to calculate the
Gaussian noise required by the gradient. Firstly, LDP-
Fed considers the internal changes in the process of gra-
dient descent, and realizes differential privacy mechanism
by projecting gradient into auxiliary low-dimensional sub-
space. Under high privacy requirements, LDP-Fed per-
forms better than Fedsel. However, with the decrease
of noise, it may introduce more reconstruction errors and

lead to the decline of accuracy. DP-cryptography pre-sets
the noise group, adopts double noise interference, and has
A more detailed noise control. However, only using regu-
larization to improve the training accuracy is better than
that of Fedsel and LDP-Fed. The proposed algorithm has
different optimizations in sensitivity, privacy budget allo-
cation and gradient clipping, so the training accuracy is
improved. When ε = 2, the increased values in MNIST
and CIFAR-10 data sets are 1.83% and 8.52%.

It is not difficult to find from Table 1 that under the
same privacy budget, the selection of k value is not very
sensitive to the influence of training accuracy. As long as
the selection of k value can make the decomposition ma-
trix contain enough features of the original gradient ma-
trix without introducing too much gradient redundancy,
the training will tend to be stable. Therefore, in the fol-
lowing experiment, this paper selects k = 50 for exper-
iment, and compares it with other adaptive algorithms
under the same network environment and privacy bud-
get.

5 Conclusions

In this paper, the differential evolution algorithm is mixed
with bee colony algorithm, and the improved methods
such as cloud adaptive theory are introduced into each
stage of the hybrid algorithm to form a cloud adaptive
hybrid algorithm. At the same time, this algorithm is ap-
plied to the Bayesian network structure learning method.
Through the simulation experiment of the classical net-
work model, it is proved that the algorithm has better
optimization ability. This algorithm can effectively im-
prove the convergence speed and avoid falling into local
optimality. Through experiments, it can be seen that the
learning effect of the network is significantly enhanced
when the number of iterations or data set increases. This
algorithm has some reference value to the application of
Bayesian networks in practical engineering.
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Abstract

The evaluation information in an intelligent, cooperative
robot system has a single source and a significant accu-
racy deviation problem. At the same time, the fusion of
robot data and heterogeneous data is insufficient. There-
fore, we propose a novel data security analysis structure
combining the ReXNet network with rule-based reason-
ing. Meanwhile, we apply this structure to the design of
an intelligent, cooperative robot. We build a ReXNet net-
work model based on attack behavior to learn features and
reconstruct the security data of intelligent, cooperative
robots. A data fusion based on rule reasoning is proposed
to improve robot safety data’s classification ability. Ex-
perimental analysis shows that the ReXNet network with
a rule-based reasoning model further improves the effi-
ciency of data security in intelligent, cooperative robots.

Keywords: Data Security Analysis; Heterogeneous Data;
Intelligent Cooperative Robot System; ReXNet Network;
Rule-based Reasoning

1 Introduction

In the context of big data, the construction and applica-
tion of intelligent cooperative robot platform continues to
develop deeply [8,9]. While effectively serving all kinds of
infrastructure, intelligent applications and data resources,
it also puts forward new requirements for the overall se-
curity of the platform. With the continuous expansion of
the scope and scale of intelligent cooperative robot net-
work [3], the platform security is always threatened by
virus invasion, denial of service attack, 5G cluster attack,
injection attack, malware and other problems [14]. Intel-
ligent collaborative robots provide cloud-based security
through security devices across endpoints, the cloud, and

the Web. Using security logs generated by these devices
directly for network intrusion detection faces three kinds
of problems [16]. a) There are a large number of hetero-
geneous devices with different data formats, diverse stan-
dards, and complex protocols. It is difficult to achieve
normalization of these data, and security logs of multi-
ple devices cannot be fused and detection results of a
single device are inaccurate; b) Intrusion detection has
no content-oriented and feature-oriented secure hetero-
geneous big data clustering and fusion method, which
relies heavily on expert knowledge and cannot be qual-
itatively evaluated; c) Security information in intelligent
collaborative robot data environment is difficult to set
up a common semantic reference model in advance due
to complex data structure and dynamic node increase or
decrease [5]. How to detect attack events quickly and
accurately, achieve double pressure drop of security event
storage and total calculation, and improve the quality and
timeliness of security analysis data have become the main
challenges facing intelligent robot network security today.

At present, ReXNet, as a deep learning method, has
made great contributions to image recognition, speech
recognition and machine vision [7]. Intrusion detection
combining with ReXNet has been widely used in network
threat detection. When analyzing the security data of in-
telligent cooperative robots, it is found that each threat
behavior data set has one-dimensional feature similar-
ity. Therefore, this paper establishes a data classifica-
tion model based on ReXNet for security data processing.
Firstly, based on the security data set, the attack tech-
nology mechanism and the characteristics of the attack
target are summarized systematically, and an extensible
attack behavior model is established. Then, based on the
attack behavior model, the ReXNet model is built to learn
and reconstruct the features of the security data, and the
hierarchical mining of the time hidden features in the data
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set solves the shortcoming of insufficient feature extrac-
tion of the existing decision-level data. Finally, the multi-
source heterogeneous security data with attack mode as
the core is normalized into threat events, and the classi-
fication effect of intrusion detection is further enhanced.
The flexible scheme is constructed for the fine-grained se-
curity state detection, and further provides a reference for
the data security protection ability of robots. The main
contributions of this model are as follows: a) it uses multi-
source logs from intelligent cooperative robots, including
IDS logs, switching device logs and system logs as intru-
sion detection data sets, achieves better results than single
source logs as intrusion detection data sets; b) we propose
a ReXNet network model based on the robot data envi-
ronment, extract influential features from the intrusion
data of a single evidence source for feature extraction and
reconstruction, and obtain a well-classified model through
training, achieving a high detection rate and recall rate;
c) An attack fusion model is established. Based on the
ReXNet model, rule reasoning fusion processing is carried
out on heterogeneous data to further improve the accu-
racy and greatly improve the current intrusion detection
and identification efficiency of robot data security.

2 Related Works

2.1 ReXNet Model

ReXNet is improved based on the lightweight Mo-
bileNetV2 network with appropriate adjustments to ef-
fectively reduce the existing network feature performance
bottleneck. There are Inverted Residuals, Linear Bottle-
neck and SE in SENet (Squeeze-and-Excitation Networks)
are the important bases for the lightweight neural network
MobileNetV2 [12]. ReXNet combines the improvement
of increasing the number of network channels, replacing
the activation function to Swish-1 function, and designing
more extension layers to reduce the bottleneck problem of
the network feature performance, thus forming the basic
model structure of ReXNet lightweight network.

The ReXNet model is the same as most CNN models
in terms of data processing. After optimizing the algo-
rithm, it improves the data processing capacity, speeds
up the computational efficiency and effectively saves com-
puting resources. The idea of improving the rank of data
in network module solves the problem of extracting image
features completely without compression as far as possi-
ble, which runs through the design of lightweight neural
network [15]. A key building block of ReXNet lightweight
network is the reciprocal residual structure composed of
deep separable convolution. Its basic idea is to replace
complete convolution operators by decomposed convolu-
tion operators and to use a small number of operators and
operations to achieve the same computational effect.

The reciprocal residual structure can effectively avoid
the problem of feature information loss when the parame-
ters of conventional convolution kernel appear more than
0, that is, the convolution kernel does not play the role

of feature extraction network. More feature data infor-
mation can be obtained by using the reciprocal resid-
ual structure, so as to improve the training effect of the
model. In the network structure, the inverted residual
structure mainly adopts the operation of first raising di-
mension, that is, first expanding the extension layer, and
the expansion multiple is controlled by the extension fac-
tor. At this time, the activation function of the dimen-
sion raising convolutional layer is ReLU6, with the main
purpose of obtaining more feature extraction information.
Then feature extraction is carried out on Depthwise Con-
volution (DW) [13]. At this time, activation function of
the convolutional layer of feature extraction is ReLU6.
Finally, the convolution process of dimension reduction
compression is carried out, and the activation function is
linear activation function. The overall network structure
is small at both ends and large in the middle. This is
also very different from the residual structure, the two
present completely opposite structure, so it is called the
reciprocal residual structure.

Separable convolution is divided into space separable
convolution and depth separable convolution. The core
convolution layer of ReXNet network is depth-separable
convolution. Deep separable Convolution splits ordinary
convolution into deep convolution and Pointwise Convo-
lution. Deep convolution performs lightweight filtering by
applying a separate convolution filter to each input chan-
nel. Point-by-point convolution constructs new features
by linear combination of input channels to achieve the
raising and lowering of dimension of feature graphs.

2.2 Semantic Query Based on Rule Rea-
soning

Semantic retrieval is the retrieval of one or more ontolo-
gies [4]. First, the retrieved ontology should be identified
as shown in Figure 1. Therefore, all domain ontology in-
dexes should be stored, and all relevant ontologies should
be found according to the keywords searched, so as to pre-
pare for the next semantic retrieval. If there is only one
ontology, then the semantic retrieval is carried out based
on the ontology. If several ontologies are found, the fields
involved are selected in the form of question and answer.
When matching, not only the type of query is taken as
the main matching item, but also the parameters need to
be matched, and the ontology similarity is calculated to
list the relevant ontology. The specific similarity sim(i, o)
is:

sim(i, o) = uik +

∑n
j=1 rij

n
(1)

The left side of the equal sign represents the input i and
ontology o approximation of the keyword. ik indicates
that keywords that can express the type can be retrieved
in ontology o. ij represents whether the parameter can be
found in the keyword semantics. If it can be found, it is
ij = 1; otherwise, it is 0. n is the number of parameters.
u represents the coefficient of the keyword. sim stands
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Figure 1: Semantic retrieval procedure

for keyword and compactness matched by weight. r rep-
resents the correlation coefficient between the parameter
and the target ontology under ik, u+ r = 1.

The formula of semantic sorting is:

Sim(A,B,O) =
Csuper(A,O) ∩ Csuper(B,O)

minPsuper(A,B,O)
(2)

In the formula, Csuper(A,O) and Csuper(B,O) repre-
sent the number of concepts A and B in the ontology tree
O. Csuper(A,O)∩Csuper(B,O) represents the number of
intersections. minPsuper(A,B,O) represents the shortest
path of concepts A and B in the ontology diagram. u,
v and ϕ represent the coefficients of three terms. The
coefficient u represents the coefficient of concept similar-
ity degree of concepts A and B to the parent of ontology
tree O. The coefficient v represents the coefficient of con-
cept similarity degree of concepts A and B to child of the
ontology tree. t represents the constraint satisfaction co-
efficient of the parameter. If there are many parameters,
the ϕ value is relatively large, and the sum of the three
parameters is 1, that is, u+ v + ϕ = 1.

in formula 2, 0 < Sim(A,B,O) < 1, when A ≡ B,
Sim(A,B,O) = 1. If it is completely unrelated or has
no common parent concept, child concept and common
parameter, Sim(A,B,O) = 0.

3 Proposed Fusion Model

In this paper, the fusion framework of ReXNet and rule-
based reasoning based on attack pattern is proposed to
transform network attacks into structured flags and use
first-order logic relation to describe attacks. According to
the proposed fusion model, the intention of the attacker
can be extracted, and the security data fusion detection
of intelligent robots can be effectively carried out in the
case of large-scale data.

3.1 Definition of Attack Module

For intelligent collaborative robot data, it is necessary to
collect all data related to security threats as far as possi-
ble, including risk data, attack event data, security state
data, behavior analysis data and other internal security
data, as well as a variety of external offensive and defense
dynamics, attack samples, hacker attacks and other intel-
ligence data. And through the perfect association analysis
and data mining methods to discover the hidden value of
these data, it can ensure the openness of the platform,
compatible and support more security data. For exam-
ple, a robot system will generate a large number of logs
during operation. Since the system is in normal work-
ing state most of the time, the collected logs will have
a large amount of redundant data [17]. If such security
data is directly used, the interference degree of log anal-
ysis will be increased. Therefore, the redundant data in
security data can be deleted by the establishment of at-
tack mode. The effectiveness of attack behavior modeling
depends on the precise modeling of a single attack action.
By studying multiple attack behavior modeling methods
and attack classification standards, a complete descrip-
tion of the attack behavior should include the following
three dimensions: a) characteristics of the attack target,
target type, target product technology, target relying op-
erating environment, that is, attacks launched on spe-
cific platforms have strong target correlation character-
istics; b) Attack mechanism, including initial conditions,
resource requirements, attack means, attack level, time
characteristics, severity, etc.; c) Attack intention, attack
phase intention and expected attack result. For exam-
ple, sniffer attacks can be described in three dimensions:
the attack targets are network devices, and the running
environment is broadcast networks; The attack mecha-
nism is data flow analysis of network link flow, the initial
condition is low security network structure, the resource
demand is the same network segment, the attack means is
penetration traffic analysis, the attack level is reconnais-
sance, the time characteristic is long-term high intensity,
and the severity is to destroy the confidentiality of infor-
mation. In the attack phase, the intention is to implement
data flow analysis attacks, and the expected attack result
is to implement replay attacks.

Based on the above three-dimensional method, this pa-
per defines the attack mode and constructs the structural
attack mode as shown in Figure 2. In order to establish
the mapping relationship between the normalized attack
situation data field and the unknown attack situation data
field, three main information types of target characteris-
tics, attack mechanism and attack intention in the attack
data in the network attack situation should be extracted.
The fusion of data structure and data content is the key to
secure and heterogeneous big data semantic fusion. Tradi-
tional heterogeneous data semantic fusion methods usu-
ally need to set a common semantic reference model in
advance. Security information in robot data environment
is difficult to set up in advance because of complex data
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Figure 2: Definition of attack mode

Figure 3: Attack mode matching flow

structure and dynamic node increase and decrease. In this
paper, dynamic semantic fusion mechanism is considered
to conduct attack matching oriented to content features,
so as to improve the confidence based on security events.
The attack matching process is shown in Figure 3. If
the extracted attack features and target features cannot
match the attack mode, the attack intent needs to be fur-
ther extracted to complete the classification of the attack
mode.

3.2 Data Fusion Framework

There are a large number of heterogeneous devices in in-
telligent cooperative robots. These data have different
formats, diverse standards and complex protocols. The
difficulty of multi-source heterogeneous security data fu-
sion lies in that log data collected by different security
suppliers and devices in intelligent cooperative robots are
inconsistent in describing network attacks and describing
the same situation information, so it is difficult to achieve
the normalization of these data [10]. This section pro-
poses a data fusion framework based on intelligent coop-
erative robots, as shown in Figure 4. First, it collects and
parses data from heterogeneous network devices, security
devices, system logs and other data sources. Then it filters
and aggregates the repeated logs collected by the holding
pair through the self-defined attack mode to reduce the
amount of logs. Then the data are preprocessed, such
as random sampling, mean normalization, one-hot cod-

Figure 4: Data fusion framework

ing, etc. Then the feature data is combined to divide the
training set and the test set, and sent into the ReXNet
model for data classification. Data sources of different
heterogeneous situations need to be integrated to extract
and describe abstract attack intentions. Therefore, data
classification is carried out concurrently. Data of differ-
ent devices are classified by ReXNet and sent into the
rule reasoning module for security data fusion. Finally,
the attack type is identified.

The ReXNet model based on intelligent cooperative
robot is shown in Figure 5. Where the input data sets
are N sensors X. X are N independent K-dimensional
sample sets. The model used in this paper consists of two
convolution layers, one pooling layer, two global pooling
layers and one fully connection layer. The specific steps
are as follows:

� Data preprocessing. When the data is input, the
data is preprocessed and one-hot coding is adopted
to map the data to [0,1], so as to reduce the impact
of the inconsistency of eigenvalues on the results.

� Convolving-pooling-pooling operation. After con-
volution layer convld1, it executes pooling opera-
tion to reduce the number of features. The output
is T lth

mth = ReLU(maxpooling(Slth
mth, P

lth
mth) + blthmth).

Where, blthmth is the deviation layer of lth convolu-
tion, and the step length is 1. The output is then
fed into the next convolution layer convld2. And it
saves the feature graph Y ′ of convld2. Where the
operation for each element Y ′ in y′ is defined as
y′ = ReLU(

∑
i∈[0,l] input(i + c, channel) × Cj + b).

l is the length of feature graph. i is the sequence
number of the convolution kernel. c is the length of
the convolution kernel. Cj represents the length of
the convolution kernel whose sequence number is j.

� It conducts global average pooling and global max-
pooling respectively on the obtained results. In this
part, 1 × k feature maps are obtained. In order
to prevent over-fitting, softmax is used to obtain
classification results at the fully connection layer.
y = soft(y′) is calculated for each element y, and
loss function isloss = crossentropy(Y, Y ′).

� Adam optimizer is applied to optimize losses. When
the termination condition of training iteration is
reached, weight update and bias update are carried
out, and batch normalization is used to normalize
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Figure 5: ReXNet model in this paper

each feature during training. Then the entire train-
ing data set is re-scaled again to make the training
convergence faster and improve high performance re-
sults. In order to prevent over-fitting phenomenon,
the dropout function is used to delete the output
scale of the upper layer to provide regularization
when merging the global pooling results, and the
invisible results are generalized. Some neurons are
randomly ignored to prevent over-fitting.

In order to solve the problem of rationality and validity
of the fusion results of multiple safety equipment bodies
in intelligent cooperative robots under the condition of
uncertain synthesis rules, it combines the rule reasoning
and the safety data classification model. Identification
framework θ contains N-dimensional row vector Si(i ≤ k)
with n different conclusions and M different information
sources. The probability assignment function of the vec-
tor distribution is set as k1, k2, · · · , kK . mi is the dis-
tribution probability of the corresponding element. Ai is
the ith evidence in order to be able to correlate the cor-
relation between evidence and distance. For the evidence
source Si, Sj , D(Si, Sj) is a 2N × 2N matrix between
them. The distance between two sources of evidence is
defined as d(Si, Sj).

D(Si, Sj) =
Si ∩ Sj

Si ∪ Sj
(3)

d(Si, Sj) =

√
(Si − Sj)TD(Si − Sj)

2
. (4)

Formula (4) is the degree of correlation between evi-
dence Si and Sj . The value of d(Si, Sj) is [0,1], that is, the
correlation degree can be set as cor(Si, Sj) = e1−d(Si,Sj).
The closer cor(Si, Sj) is to e, the strong correlation be-
tween the evidence is shown. Meanwhile, the total sup-
port degree of Si is the sum of the support degree sup-
ported by other evidence, which can be expressed by the
cor(Si, Sj) function as sup(Si) =

∑M
j=1 cor(Si, Sj), i /∈

M . If the credibility weight of evidence is highly similar
to the average support degree, it means that the evidence
is supported by most other evidence and has high credibil-
ity. The credibility weight for each piece of evidence is t =
sup(Si)/

∑M
j=1 sup(Sj). On this basis, the credibility of

evidence is determined according to the evidence source.

Total credibility is T = (
∑M−1

i=1

∑M
j=1 corM!(Si,Sj)

M ! )
1

M! .

4 Experiment and Analysis

The data set used in the experiment in this paper is the
intrusion data set collected by the server placed in the in-
telligent robot and its corresponding firewall, file system,
network equipment, etc. The data set mixes normal work-
ing activity with synthesized simulated attack behavior.
According to the above definition of the attack mode, the
data set can be divided into 10 attack types [1], namely
Normal, Fuzzers, Reconnaissance, Backdoors, DoS, Ex-
ploit, Analysis, Generic, Shellcode and Worms. The spe-
cific data set is described in Table 1. A total of 41
features are generated, which are packet attribute-based
and stream attribute-based. Packet attribute-based helps
check the load in the packet header. Stream-based fea-
tures are direction, arrival time, and length, such as srip,
sport, dstip, dsport, and proto. The random sampling
technique is used to solve the problem of data imbalance
between the number of attacks and the normal data.

In this paper, PyTorch is used to build the ReXNet
model. Firstly, data is preprocessed according to the
definition of attack mode, and then feature extraction is
carried out, including random sampling, mean normaliza-
tion, one-hot coding and other methods. Different dimen-
sion reduction methods are used to remove redundant and
irrelevant features from network traffic data, and then the
characteristic data is combined to divide the training set
and test set. The results are obtained by input into the
model respectively. The specific parameters are shown in
Table 2.

Precision, recall and F1 score are used as evaluation cri-
teria. Precision is the precision rate, that is, the propor-
tion of the number of correctly classified attack samples in
the total number of samples; Recall is the percentage of
the predicted correct samples in the actual normal sam-
ples. F1 score is the harmonic average of the accuracy
rate and recall rate of the model. FP (false positive) is
the wrong sample judged as the correct sample; FN (false
negative) is the correct sample judged as the wrong sam-
ple,TP (true positive) is the correct sample judged as the
correct sample. The calculation formula is as follows:

P (Precision) =
TP

TP + FP
.

R(recall) =
TP

TP + FN
.

F1 =
2PR

P +R
.

The proposed model in this paper is compared
with other methods including MLDL [2], IMIDS [6],
CGOA [11] in the same data set, and the results are shown
in Table 3. The P and R of the model are more than 98%.
After dimensionality reduction, the low-dimensional char-
acteristic data set realizes the redundancy removal in net-
work traffic, and it can be concluded that the proposed
model has better advantages in feature selection and de-
tection results.
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Table 1: Description of intrusion dataset

Type Number of data Description
Normal 51677 Normal sample data
Fuzzers 1742 Vulnerability mining and analysis

Reconnaissance 4185 Penetration reconnaissance and collection
Backdoors 489 Backdoor injection attack

DoS 997 denial of service attack
Exploit 2638 malicious code
Analysis 298 Channel detection attack
Generic 205 Reconnaissance attack
Shellcode 231 Test channel, script attack
Worms 179 network vulnerability

Table 2: Parameter of ReXNet

Parameter Value Parameter Value
Initialized learning rate 0.01 Optimizer function Adam
Hidden layer in pooling 1 Classification loss function cross entropy
Activation function ReLU dropout rate 0.5

Table 3: Comparison with different methods

Method P R F1
MLDL 0.954 0.963 0.959
IMIDS 0.968 0.959 0.962
CGOA 0.975 0.965 0.971

Proposed 0.982 0.985 0.984

In order to further verify the robustness of the ReXNet
model, comparative experiments are also conducted on
the security data set CIC-IDS-2017, and the results are
shown in Table 4. This new method performs well in
accuracy, recall and F1 score. Most of the accuracy and
recall values are around 0.97, and the F1 value is above
0.97.

Table 4: P, R and F1 on the CIC-IDS-2017 data set

Type P R F1
Benign 0.978 0.976 0.977
Bot 0.953 0.977 0.965
DoS 0.980 0.946 0.978
DDoS 0.968 0.983 0.975

In this paper, we compare different types of log sets
to verify the performance of intrusion detection model in
the data fusion phase of multi-source logs using rule rea-
soning. Based on the ReXNet model mentioned above,

a comparison experiment is conducted between rule-free
inference and other feature fusion techniques. Since rule
reasoning can distinguish uncertainty and unknown fac-
tors, the improved rule reasoning firstly extracts and re-
fines information and fuses security events. On this basis,
the basic probability distribution value of the informa-
tion is given. The multi-source events from different net-
work devices are preprocessed, simplified and introduced
into different levels of confidence, and multiple attributes
are fused for quantitative evaluation of security events to
achieve the purpose of reducing the false positive rate.
The experimental results are shown in Table 5.

5 Conclusions

In this paper, an intelligent cooperative robot data fusion
technology based on ReXNet and rule reasoning is pro-
posed to solve the problems of single evaluation informa-
tion source and large accuracy deviation. By establishing
ReXNet model based on attack mode of intelligent co-
operative robots, feature learning and reconstruction of
robot security data are carried out. Hierarchical mining
of time-hidden features in data set is carried out. Paral-
lel feature extraction is realized for multi-heterogeneous
devices, which solves the shortcoming of insufficient fea-
ture extraction of existing decision level data. Finally, the
confidence of classified data is deduced by using the data
fusion method of rule inference. The experiment verifies
the effectiveness of the overall model by using real data
set and CIC-IDS-2017 data set. Compared with the ex-
isting algorithms, the robot intrusion detection model has
better accuracy, and recall rate, and improves the classifi-
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Table 5: P, R with different fusion models

Method P(training) P(test) R(training) R(test)
ReXNet-rule reasoning 0.974 0.948 0.976 0.959
ReXNet+rule reasoning 0.989 0.983 0.981 0.988

cation detection performance of intrusion network traffic.
Through the analysis of multi-source heterogeneous logs
of robots, accurate analysis of attack signals is realized
and effective security rules are obtained, which is of great
significance to the security intrusion detection and vul-
nerability detection of robots.
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