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Abstract

Aiming at the security problem of English private data
in a cloud environment, this paper puts forward a novel
homomorphic encryption and k-center algorithm for the
secure storage of English data. Firstly, we cluster the En-
glish data. The clustering method is improved by using
the clustering process under the condition of changing the
vertical data distribution. Secondly, Paillier homomor-
phic encryption is introduced in clustering. Then, this
method is applied to the k-center clustering algorithm,
which further guarantees data security. The experimental
results show that the efficiency of the ciphertext comput-
ing model is greatly improved. Moreover, the model puts
a lot of computing in the cloud environment, which can
reduce the client’s pressure and fully use the resources in
the cloud environment.

Keywords: Clustering; Data Secure Storage; Homomor-
phic Encryption; k-center Algorithm

1 Introduction

At present, more and more enterprises and individuals
begin to use cloud storage to store data and use cloud
computing to process data [7,9,10,16]. Cloud computing
is easy to expand, it has low requirements on devices, and
enhanced computing power, which improves resource uti-
lization and reduces costs [5,11]. Moreover, the large-scale
cluster and huge computing power of cloud environment
enable cloud computing to process big data, carry out
data mining on big data, and realize classification, clus-
tering and image recognition through machine learning
algorithm [2].

Generally, the structure of machine learning for privacy
protection can be divided into two categories: privacy
training and privacy classification. Existing studies focus
on the first type, which not only protects the privacy of

the training samples provided by the data provider, but
also protects the classifier parameters of the evaluator and
the prediction results of the client [20], that is, only the
client can obtain the prediction results.

There are many algorithms for privacy data protec-
tion, such as naive Bayes, decision trees, linear discrim-
inant classifiers and more general kernel methods. Ref-
erence [21] proposed a back-propagation neural network
training algorithm that was suitable for randomly seg-
menting training data sets and protecting privacy. Refer-
ence [18] proposed to use a single homomorphic encryp-
tion scheme to train multiple machine learning classifiers.
Reference [8] used parallel deep learning to design, imple-
ment and evaluate a deep learning for privacy protection.
In the above studies, each participant trained the local
data set with the same neural network model and used
the sharing of the model’s selective parameters as a tech-
nique to benefit from other participants’ models without
explicitly sharing training inputs. But this approach took
up storage space for the participants who keep sensitive
data [17]. At the same time, each participant had to go
through some calculations to train.

With the deepening of research, homomorphic encryp-
tion algorithms begin to improve the resistance against
attack algorithms. Indiscriminability (IND) and non-
malleability [15] are the most important things for encryp-
tion schemes because they are contradictory. In this pa-
per, the definition of security objective of involved encryp-
tion scheme refers to indiscriminability. For all homomor-
phic encryption schemes, it has homomorphic properties
that make it impossible for any of the all homomorphic
encryption schemes to fulfill the security requirements of
IND-CCA2. In the existing researches, the security of all
homomorphic encryption is mostly considered from IND-
CPA. In 2010, Loftus et al. implemented the first fully
homomorphic encryption scheme with IND-CCA1 secu-
rity [12]. Akleylek et al. [1] used ”Modified Key” and
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”Modified Decryption” to attack the homomorphic en-
cryption scheme, and completed the attack on Gentry’s
encryption scheme. Hu’s scheme could decrypt cipher-
texts in specific subsets in Gentry’s ciphertext space.

For the homomorphic encryption scheme, because it
can realize homomorphic calculation of ciphertext, the
attacker can access the decryption predictor after the ci-
phertext is given. Chen et al. [4] proposed a feedback
attack algorithm to solve this problem. In their research,
they assumed that the attacker was a cloud server, which
expected to obtain users’ private data while performing
operations. If the plaintext space was set as (0, 1), the at-
tacker would add their selected ciphertext when returning
the user ciphertext. After the user decrypted and calcu-
lated, the attacker would complete the feedback attack
based on the observed result [14].

How to protect the privacy and security of English data
while maintaining better data mining has become an im-
portant challenge. In this paper, the clustering method
is improved by changing the clustering process under the
condition of vertical distribution of data, and homomor-
phic encryption technology is introduced in the clustering.
Then this method is used in the k-center clustering algo-
rithm, so that the security of data is further guaranteed.

2 Preliminaries

2.1 k-center Algorithm

The description of cluster analysis is as follows. Set a data
set that needs cluster analysis as S = (S1, S2, · · · , Sn).
In this data set, each sample S is composed of its
characteristic data into a vector with m dimensions
(Si1, Si2, · · · , Sim). When clustering S, Ai is one of the
clusters, and all clusters satisfy the condition U t

i=1At = S,
and Ai ∩ Aj = ϕ(i ̸= j). Cluster analysis can be divided
into static clustering and dynamic clustering. Static clus-
tering refers to the fact that the number of clusters has
been determined before the start of clustering, time t is
a definite value. In dynamic clustering, the number of
clusters is not determined in advance, but it is based on
the actual situation of the sample data set. In the era
of data information explosion, cluster analysis deals with
a huge amount of data, and has a variety of forms. The
traditional cluster analysis technology has been greatly
challenged. These problems require cluster analysis to
have new characteristics, that is, efficient scalability; It
can process different attribute types in the data set, and
find different clusters in the data set. The clustering is
accurate and the data noise can be processed correctly. It
performs well in high dimensional data sets. The cluster-
ing results have high reliability and so on.

The main steps of partitioning method are as follows.
Firstly, it sets the partition k to be established. Parti-
tions are created first with an initial partition and then
using iterative relocation techniques to move objects from
one group to another. To determine whether the result of

partition is good or bad, the correlation degree of the ob-
jects in the cluster should be as high as possible and the
difference between the clusters should be as large as pos-
sible. The traditional partition method can be extended
to the subspace clustering, without traversing all the data
space, reducing the amount of computation. In practical
clustering applications, the most commonly used heuris-
tic methods, such as k-mean method and k-center point
algorithm, can gradually improve the quality of clustering
to approximate the local optimal solution.

2.2 Paillier Homomorphic Encryption

Taking two large prime numbers p and q, set n = pq, and
obtain φ(p, q) = (p−1)(q−1). λ is defined by Carmichael
function as the least common multiple of (p− 1) and (q−
1), that is, λ = lcm(p − 1, q − 1), lcm means to take the
least common multiple.

According to the definition of the n− th-order residual
class puzzle, if an integer x is called the n − th-order
residual class of module n2, then there is an integer y ∈
Z∗
n2 , which makes x = ynmodn2 valid. Where mod is the

modulus value. Z∗
n2 = Zn × Z∗

n. Zn is the set of all non-
negative integers. Z∗

n is the set of all numbers in set Zn

that satisfy gcd(x, n) = 1. gcd means to take the greatest
common divisor.

Paillier homomorphic encryption [19] includes key gen-
eration, encryption and decryption.

1) Key generation. Randomly select two large prime
numbers p, q and integer y ∈ Z∗

n2 , compute n = pq
and λ = lcm(p−1, q−1), make gcd[L(yλmodn2), n] =
1, the public key is (n, g), and the private key is λ.
After the key is generated, the random number r ∈
Zn is selected to encrypt the data, and the ciphertext
c is obtained, while m is the encrypted information.
The calculation is shown in Equation (1).

c = E(m, r) = ymrnmodn2. (1)

2) Encryption. Based on the theory of compound resid-
ual hypothesis, the inverse operation of Equation (1)
in the definition domain can be obtained by calcu-
lating λ from p and q. That is, for ciphertext c, the
plaintext m can be obtained after being processed by
Equation (2), where L(i) = (i− 1)/n.

m = D(c, λ) =
L(cλmodn2)

L(yλmodn2)
modn. (2)

3) Decryption. According to the addition homomor-
phism property of Paillier encryption algorithm, for
the ciphertext E(x) and E(t) of data x and t, the
relation shown in Equation (3) is satisfied.

D[E(x)⊕ E(t)modn2] = D[(yxrn1 )⊕ (ytrn2 )E(t)modn2]

= D[yx+t(r1r2)
nmodn2]

= D[E(x+ t)modn2]

(3)
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By processing E(x) and E(t), E(x + t) can be ob-
tained, and the specific value of data x + t also can
be obtained. This principle can be extended to the
case of multiple groups of data. The properties of
Paillier algorithm provide flexible ideas for tamper-
proof and security protection of data encryption.

3 The Proposed Ciphertext En-
cryption Algorithm

3.1 Encryption Algorithm

Secret key generation (Keygen). First, it chooses
two strong prime numbers p and q. And with the
properties of strong prime numbers, we can get two
more prime numbers p′ and q′, where p′ = (p− 1)/2,
q′ = (q − 1)/2. And then, assume N = pq, λ =
lcm(p − 1, q − 1)/2. It selects a generation factor
g ∈ Z∗

N2 (where Z∗
N2 is a set of non-zero integers less

than N2, g = N+1) to obtain the public key pk = N
and the private key sk = λ.

Encryption (Enc). Given a plaintext m ∈ ZN and a ran-
dom number r ∈ ZN , the ciphertext can be expressed
as:

[m] = gmrNmodN2 = (1 +mN)rNmodN2.

Decryption (Dec). The private key is required to de-
crypt the ciphertext. First, it calculates:

[m]λmodN2 = (1 +mN)λrλNmodN2 = 1 +mλN.

Since gcd(λ,N) = 1, it can obtain the plaintext:

m = L([m]λmodN2)λ−1modN.

Where L(x) = (x − 1)/N , λ−1 satisfies λ−1λ ≡
1modN , and then it uses the residual theorem to find
the value of λ−1.

Key decomposition. It selects a parameter δ so that
δ ≡ 0modλ and δ ≡ 1modN2. Define a polynomial,

q(x) = δ +

k−1∑
i=1

βix
i.

Where βi is any number in Z∗
λN2 , where Z∗

λN2

is a set of non-zero integers less than λN2. Let
α1, α2, · · · , αn ∈ Z∗

λN2 be n different non-zero num-

bers. Set s
(i)
k = q(αi) as part of the secret key and

send it to part i.

Partial decryption (PDec). After receiving the ci-

phertext [m], partial secret key s
(i)
k = q(αi) is used

to partially decrypt the ciphertext, and partial plain-
text T (i) is obtained, namely,

T i = [m]q(αi)modN2.

Merge decryption (TDec). Once d(d ≥ k) par-
tially decrypted ciphertexts are received, let S =
T τ1 , T τ2 , · · · , T τd , the algorithm can select any k ci-
phertexts in the set S to decrypt it.

T ′′ =
∏
l∈S

(T (l))∆l,S(0)modN2.

Where ∆l, S(x) =
∏

j∈S,j ̸=l
x−αj

αl−αj
. So the plaintext

m can be obtained by the following formula, namely,

m = L(T ′′).

Ciphertext refresh (CR). Once the ciphertext [m] is
received, CR algorithm can update the ciphertext
without changing the plaintext. It selects a random
number r′ ∈ ZN , and calculates,

[m]′ = [m]r′N = (rr′)N (1 +mN)modN2.

In addition, given m ∈ ZN , there is

[m]N−1 = (1 + (N − 1)mN)r(N−1)NmodN2 = [−m].

3.2 Ciphertext Computing Algorithm

In order to ensure that the data can be calculated in the
case of encryption, and to operate the encrypted data in
the case of protecting the private data and the secret key
from being leaked, the following three ciphertext comput-
ing algorithms are proposed.

A. Ciphertext multiplication Algorithm (CTMA)

CTMA computes [xy] securely when cloud storage
provides two encrypted data [x] and [y] as inputs.

Step 1. Cloud storage selects two random numbers
rx, ry ∈ ZN , it calculates:

X = [rx][x] = [x+ rx].

Y = [ry][x] = [y + ry].

X1 = P
s
(1)
k

(X), Y1 = P
s
(1)
k

(Y ).

P
s
(1)
k

is the partial decryption (PDec) and, it

sends X, Y , X1 and Y1 to the cloud computing
center.

Step 2. The cloud computing center receives X, Y ,
X1 and Y1 and calculates:

T (i)
x = P

s
(i)
k

(X), T (i)
y = P

s
(i)
k

(Y ).

Cloud computing center uses TDec to decrypt
X and Y , get x′ = x+ rx and y′ = y + ry, then
calculates h = x′y′. It uses pk to encrypt h, that
is, H = [h], and sends H to cloud storage.

Step 3. OnceH is received, cloud storage computes:

S1 = [x]N−ry = [−ryx].

S2 = [y]N−rx = [−rxy].

S3 = [ryrx]
N−1 = [−ryrx].
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Then, cloud storage computes HS1S2S3 = [(x+
rx)(y+ry)−ryx−rxy−ryrx] = [x, y]. Therefore,
cloud storage and cloud computing centers can
jointly compute [xy].

B. Ciphertext comparison algorithm (CTCA)
Given two encrypted numbers [x] and [y], CTCA can
be used to determine the relationship between the
plaintexts of two encrypted data (i.e. x > y, x < y
or x = y).

Step 1. It selects two random numbers r, l ∈ ZN

and calculates:

E = [x]r[y]N−r[l] = [r(x− y) + l]

E1 = P
s
(1)
k

(E).

And it sends E, E1 and [l] to the cloud comput-
ing center.

Step 2. The cloud computing center receives E, E1

and [l] and computes:

T (i)
e = P

s
(i)
k

(E).

And it uses TDec to decrypt E to get e =
r(x − y) + l. Then the cloud computing cen-
ter compares e and l. If e > l, it denotes x > y,
then l is sent to cloud storage; If e = l, it de-
notes x = y, then 0 is sent to the cloud storage.
Otherwise x < y, -1 is sent to the cloud storage
system.

Step 3. The cloud storage system receives results
from the cloud computing system. If 1 is re-
ceived, it means x > y; If 0 is received, then
x = y; If -1 is received, then x < y.

C. Ciphertext logarithm algorithm (CTLA)
Given an encrypted number [x], CTLA will calculate
[lnx] securely.

Step 1. It selects a random number rx ∈ ZN , and
calculates X = [x]rx = [xrx], R = [Inrx]. Since

the cloud storage knows s
(1)
k , it can calculate:

T (1) = P
s
(l)
k

(X).

It sends X, R, and T (l) to the cloud computing
center.

Step 2. The cloud computing center receives X, R,
and T (l). It computes:

T (i) = P
s
(i)
k

(X).

Then it decrypts X with TDec and gets x′ =
xrx and then calculates:

L = [lnx′] = [lnx+ lnrx].

The cloud computing center sends L to the
cloud storage.

Step 3. The cloud storage system receives L and
calculates:

LRN−1 = [lnx+ lnrx][lnrx]
N−1

= [ln(x)]

So it can obtain [lnx].

4 Experiment and Performance
Analysis

In order to verify the reliability of this new scheme
(HWKA) for English data encryption, HWKA and other
similar algorithms are tested under the same conditions in
the simulation environment, and the results are analyzed
and compared. The experimental environment is shown
in Table 1.

Table 1: Experiment environment

Name Statement
Operating system Win11

RAM 32GB
CPU Interl(R) Core TMi6

In the experimental environment of Table 1, the
HWKA in this paper is tested and verified, and it is com-
pared with FHE [13], MKHE [3] and LPPA [6] under the
same conditions. The time of encryption and decryption
and the accuracy of data interaction are analyzed and
compared.

In the process of English data encryption and decryp-
tion by Paillier algorithm, the size of n in the public key
determines the complexity of the key, and also indirectly
determines the encryption and decryption time. In this
paper, keys with n values of 32 bit, 64 bit, 128 bit, 256 bit,
512 bit, 1024 bite and 2048 bit are generated. Multiple
encryption and decryption experiments are conducted on
randomly generated data of the same length, and the re-
sults are sorted and analyzed. The relationships between
the execution time of encryption, secondary encryption
and decryption and the key length of Paillier homomor-
phic encryption algorithm are obtained, as shown in Ta-
ble 2 and Figure 1. The decryption time includes the
decryption of the ”secondary encryption” ciphertext and
the decryption of the transaction data.

As can be seen from Figure 1, when the key length
is below 1024 bit, the encryption and decryption time
of Paillier homomorphic encryption algorithm increases
slightly but it has little change with the increase of the
key length. When the key length exceeds 1024 bit, the
key is quite complicated, and the encryption and decryp-
tion time spent also increases proportionately, and the
requirements on hardware also increase.

On the premise of encrypting and decrypting English
data of different data lengths, the encryption and decryp-
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Table 2: Relation between execution time of HWKA and key length/t

key length First encryption time Secondary encryption time Decryption time
0 12.1 12.1 14.6
32 14.7 15.4 15.8
64 16.9 17.2 25.2
128 18.4 18.6 28.7
256 23.5 23.9 35.4
512 51.6 53.4 62.8
1024 130.5 151.8 191.7

Figure 1: The visualization result of Table 2

tion execution time taken by the new method in this paper
and other schemes is shown in Table 3 and Figure 2.

Table 3: Comparison of encryption and decryption exe-
cution time of different algorithms

data length FHE MKHE LPPA HWKA
32 41.6 40.7 39.8 27.6
64 42.7 41.8 40.9 28.3
128 44.9 43.7 42.6 29.8
256 53.8 52.4 52.1 44.7
512 123.7 105.2 89.7 61.8
1024 189.9 173.8 149.5 121.7
2048 492.7 426.5 397.2 224.5

Table 4: The accuracy of encryption and decryption with
different algorithms/%

FHE MKHE LPPA HWKA
90.8 92.7 95.3 98.6

As can be seen from Figure 2, compared with the en-
cryption and decryption scheme of Paillier algorithm that
only performs one-time encryption and decryption, the
HWKA scheme slightly increases the execution time of en-

Figure 2: The visualization result of Table 3

cryption and decryption, but compared with other meth-
ods, the HWKA has certain advantages in the execution
time of encryption and decryption process.

In addition to the efficiency of encryption and decryp-
tion, the success rate of English information encryption
and decryption is also an important indicator to measure
the data security scheme. The results are shown in Fig-
ure 3 and Table 4.

As can be seen from Figure 3, compared with other
algorithms, under the same key length and the same en-
crypted information, the encryption and decryption accu-
racy rate of the proposed algorithm reaches 98.6%. This
shows that the scheme has a positive effect on ensuring
the reliability of data transmission in power trading pro-
cess.

5 Conclusions

In this paper, we improve the clustering method by chang-
ing the clustering process under the condition of vertical
distribution of data, and introduce homomorphic encryp-
tion technology in the clustering. Then this method is
applied to the k-center clustering algorithm, which makes
the security of data further guaranteed. In this paper, the
complexity of communication and accuracy of the new al-
gorithm are analyzed. In the last experiment, it is proved
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Figure 3: The accuracy of encryption and decryption with
different algorithms

that the algorithm in this paper has better performance
compared with other algorithms of the same type, and
the communication encryption and decryption cost has
been greatly reduced, which makes the computing load
in distributed mode more balanced. On the other hand,
this paper also studies and analyzes the privacy security
of data mining, and proves the role of order preserving
encryption and homomorphic encryption in the privacy
security of clustering algorithm.
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