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Abstract

With the large-scale deployment and use of biometrics
technology, the security threats of a biometric system
are also increasing. The presentation attack (PA) is
typical; an imposter spoofs legitimate users’ biometrics
and interferes with the system. Face recognition systems
are most vulnerable to various presentation attacks,
such as photo attacks, video attacks, and 3D mask
attacks. Malicious attackers can easily download the
victim’s facial images from the Internet or social media
to carry out PA simply using a printed photo on the
facial recognition system. A novel approach to face
presentation attack detection (PAD) is proposed because
thermal infrared (TIR) images can easily capture a living
person’s body temperature and effectively segment facial
contours using morphological filtering. The obtained face
shape is binarized and performs the template matching
with a predefined ellipse bitmask. The results of bit
masking and the circularity of the input-filtered image
are both regarded as feature vectors. Furthermore,
they use the support vector machine (SVM) machine
learning method for training to discriminate whether it
is a spoof face. Finally, we built the ”Thermal Infrared
Face Attack Database” (TIFADB) database, including
three photo attacks: displayed mobile phone, displayed
laptop, and printer photo, for performance evaluation.
The experimental results show that the proposed method
is fast and efficient in detecting photo attacks, and the
average accuracy can reach 95.67%.

Keywords: Biometrics; Bitmask; Morphological Filtering;
Presentation Attack Detection; Thermal Infrared

1 Introduction

Biometric technology is based on various human physi-
cal and behavioral features such as the face, fingerprints,
palm prints, iris, palm veins, voice, signature, and gait
to identify users. Biometric authentication has the ad-
vantages of convenience, reliability, security, privacy, and
efficiency; it has been widely used in numerous applica-
tions, such as access control, identity management, mobile
payment, and law enforcement. However, biometrics sys-
tems are vulnerable to various presentation attacks (PA)
to obstruct the biometrics system’s operation [1]. The
countermeasure for PA is called presentation attack de-
tection (PAD), which can effectively distinguish whether
the captured traits at the sensor are real or not. Face
PAD methods have become increasingly popular among
researchers in recent years because of widespread applica-
tions of face recognition. Most existing face PAD methods
relied on visible light imagery based on handcrafted fea-
tures, such as texture descriptors [9,12] and motion anal-
ysis [2, 20]. However, these systems cause performance
degradation due to different lighting conditions.

The essence of thermal infrared (TIR) images is that
images can be obtained without being affected by different
illumination conditions, even in a completely dark envi-
ronment. Any object whose temperature is higher than
absolute zero (-273◦C) will emit infrared radiation. The
spectrum’s wavelength from 0.4 to 0.7 µm is the light that
the eye can perceive is called visible light. The wavelength
outside the visible spectrum is called infrared (IR) that
cannot be seen by the human eye. The wavelength of
TIR is mainly in the range of 0.75 µm∼15 µm. The TIR
can be further classified into near IR (NIR, wavelength:
0.75∼1.4 µm), short-wave IR (SWIR, wavelength: 1.4∼3
µm), Middle-wave IR (MWIR, wavelength: 3∼8 µm), and
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Long-wave IR (LWIR, wavelength: 8∼15 µm) [6]. Fig-
ure 1 shows the spectrum of wavelength [17]. The prin-
ciple of thermal infrared imaging is to convert thermal
radiation images into visible light images, allowing peo-
ple to see invisible things. The thermal imager is the
equipment that can detect the specific infrared band sig-
nal of the object’s heat radiation, convert the signal into
an image pattern that humans can visually recognize, and
further calculate the temperature value. There are many
thermal imaging applications, such as medical, industrial
monitoring, security monitoring, military operations, and
predictive maintenance of electrical equipment.

For facial recognition, compared with the visible spec-
trum, TIR images are less affected by posture and facial
expression changes and are much easier for face detec-
tion and segmentation. The disadvantage of TIR im-
ages is the high cost of deployment. Due to the recent
COVID-19 epidemic, many governments and business de-
partments have begun to use TIR imagers to sense body
temperature. The most typical application is to fix the
TIR imager on the gateway and measure the passing peo-
ple’s facial temperature to determine whether they have
a fever. With the rapid development of infrared thermal
sensing equipment, we believe TIR imagers’ cost will drop
significantly in the near future.

Face PAD is usually located in front of the sensor be-
fore the face recognition process, and thus the detection
speed is critical in practice. This paper presents the face
PAD in TIR images using morphological filtering. Mor-
phological filtering is based on mathematical morphology
theoretic and operations for image analysis, such as seg-
mentation, feature extraction, template matching, and
object recognition. Morphological operations can sim-
plify image data while retaining its basic shape features
and eliminating errors. It can be applied to greyscale
images and is particularly suited for binary image pro-
cessing. The main advantage of morphological filtering is
its low computational complexity and efficiency in repre-
senting and describing the shape of the region.

The face emits thermal radiation as an intrinsic char-
acteristic to distinguish a living face. This implies that
the face PAD can be regarded as a simple classification
problem in discriminating TIR and non-TIR face images.
The proposed method uses TIR images to segment the
face contours and uses elliptical bit templates for tem-
plate matching. The template bitmask is designed to be
the same size as the input image, and the matching pro-
cess can be simplified to bitwise operations to improve
calculation performance. The bit masking results and the
circularity shape feature are fed into the support vector
machine (SVM) machine learning classifier for training in
performing face PAD detection.

The contributions are summarized as follows:

� Morphological filtering is very effective for facial con-
tour segmentation of TIR images.

� Template matching can be simplified as a bitwise op-
eration using facial ellipse bitmask to improve com-

putation performance.

� Thermal Infrared Face Attack Database (TIFADB)
provides TIR images of photo attacks using displayed
mobile phones, displayed laptops and printed photos
for PAD performance evaluation.

In Section 2, a brief review of related works is provided.
The morphological filtering is described in Section 3. The
detailed of the proposed algorithm is presented in Section
4, and the experimental results are provided in Section 5.
Section 6 gives the conclusions.

2 Related Works

The PAD on the biometric system is also called anti-
spoofing orliveness detection, which means that captured
traits’ genuineness must be effectively distinguished.
There are three main types of face spoofing attacks [10]:

1) Photo attack

The attacker presents a photo of the legitimate user’s
face in front of the face recognition system sensor
to deceive the authentication system. Photo attacks
are the cheapest and easy means of spoof attacks.
The photos of legitimate users may be secretly taken
by an attacker using a digital camera or even down-
loaded from legitimate users’ social media. Then the
photo images are printed out or displayed on the
screen of a smartphone or tablet. The spoof photo
can then be presented in front of the face recognition
system sensor to implement a spoof attack. It is still
challenging to detect whether the face traits in front
of the sensor comes from a real person or not.

2) Video attack

This type of attack is also known as a replay attack.
The attacker does not use static facial images but
uses digital devices (such as smartphones, tablets,
or laptops) to play legitimate users’ facial dynamics.
The video deceives the face recognition system. Be-
cause the video has a high resolution and has many
physiological cues that are not in the static photo,
such as head movements, facial expressions, blinking,
etc., it is an advanced attack technique.

3) 3D mask attack

This type of attack involves the attacker wearing a
legitimate user’s 3D face silicone mask to carry out a
face recognition system’s spoof attack. Since the sili-
cone mask imitates the complete 3D structure of the
legitimate user’s face, using depth clues as a solution
to detect 2D planar image attacks (photo attacks and
video attacks) becomes ineffective in the face of this
special threat.

There have been many studies on TIR’s application in
face detection and face recognition [6], but the application
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Figure 1: The radiation spectrum [17]

of TIR in PAD is less prevalent. In recent years, methods
of TIR applications on fingerprint PAD [16] and 3D mask
PAD [8] have been investigated.

Sun et al. proposed a face liveness detection based on
cross-modality of visible and TIR image pair by canoni-
cal correlation analysis [15]. The face is divided into eight
partitions, and the differences are calculated separately.
Use the predefined threshold for liveness detection and
use the OTCBVS database [18] for verification. The re-
sults showed that the accuracy of subjects wearing glasses
was 85.1%, and the accuracy of subjects without wearing
glasses was 90.8%. The main limitation of this method is
that it required a visible and TIR image pair simultane-
ously.

Seo and Chung proposed TIR face PAD using a ther-
mal face convolutional neural network (Thermal Face-
CNN) with external knowledge [13]. The external knowl-
edge is that the real face temperature is average near 36
to 37 degrees. The input data will be filtered according
to the external knowledge first and then calculated using
CNN with two convolutional layers and two pooling lay-
ers and one hidden layer. The experiment uses a self-built
database in 844 color thermal images, including 338 real
faces and 506 non-face objects. The results showed the
best accuracy of 83.67% by using CNN.

Singh and Arora proposed a computer-aided face live-
ness detection with the facial thermography algorithm
(CAFLD) for TIR face PAD [14]. The face is divided into
seven regions (forehead, right eye, left eye, right cheek,
left cheek, nose, and mouth). The average temperature
distribution of the collected database of 100 subjects is
calculated as the threshold. The accuracy of the seven
areas of the face is between 91% and 98%, with an av-
erage of 96.57%. This method’s limitation is that the
sample is small, and the results are based on different
face areas rather than the number of objects. Hence, the

actual performance may need to be verified.
The above methods used common public thermal im-

age face DB or self-built, but none of the testing datasets
includes actual thermal IR attack images. As our best
knowledge, the proposed method is the first to collect
three real photo attack scenarios in thermal IR images
for performance evaluation. This will make our proposed
method performance closer to the actual results.

The facial PAD design needs to be considered in actual
needs, including cost, accuracy, and convenience. An-
other critical factor is the detection speed, which must
avoid taking up too much time and delaying the overall
face recognition performance.

3 Morphological Filtering

Morphology is a mathematical tool used to extract im-
age components related to the geometric structure of an
object. It can be done by smoothing the object’s outline,
filling small holes, eliminating small protrusions, etc. The
two principal morphological operations are dilation and
erosion [7]. Dilation fills in small holes and connecting
disjoint objects to expand objects while erosion shrinks
objects by eroding their boundaries. These operations
can be customized for the application by choosing the
correct structural element, determining how the object
will expand or corrode.

The dilation of a binary image A by a structural ele-
ment B, denoted as A⊕B, is defined as Equation (1).

A⊕B = {x|(B)x ∩A ̸= ϕ} (1)

where x is the displacement of the original center of B.
The erosion of a binary image A by a structural element

B, denoted as A⊖B, is defined as Equation (2).

A⊖B = {x|Bx ⊆ A} (2)
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where x is the displacement of the original center of B.
These two basic operations, dilation and erosion, can

be combined into more complex sequences. The most typ-
ical morphological filtering is opening and closing. The
opening is composed of an erosion followed by dilation
and can be used to eliminate all pixels in too small areas
to accommodate structural elements, is defined as Equa-
tion (3). The closing consists of a dilation followed by
erosion and can be used to fill holes and small gaps, is
defined as Equation (4).

A ◦B = (A⊖B)⊕B. (3)

A •B = (A⊕B)⊖B. (4)

The Morphological Filtering process is performed by
laying the structural element on the image and sliding it
across the image in a manner similar to convolution.

A bitwise operation is based on Boolean logic and is
a fast and simple action that operates directly on a bit
string at the level of its individual bits. Typically, bitwise
operations are faster than higher-level arithmetic opera-
tions, such as division, multiplication, and addition. The
most common bitwise operators are bitwise AND, bitwise
OR, and bitwise XOR. Bitwise AND is to extract a subset
of the bits in the value; bitwise OR is to set a subset of
the bits in the value; bitwise XOR is to toggle a subset of
the bits in the value.

The bitwise AND operation is usually considered a bit-
mask because it defines a mask of bits to be retained and
cleared. For example, applying the mask (00001111) to
the value means that to clear the first (higher) 4 bits and
keep the last (lower) 4 bits; conversely, applying the mask
(11110000) to the value means that to keep the first 4 bits
and clear the last 4 bits, as shown in Figure 2(a) and Fig-
ure 2(b), respectively.

4 The Proposed Method

The proposed method uses morphological filtering to cal-
culate the face contour’s geometric shape after the ther-
mal infrared image’s binarization. The binary bitmask of
the same size as the original image is established using an
ellipse’s characteristics. The results of the bitwise AND
operation on the input image and bitmask is regarded as
a feature value and fed into machine learning training to
determine whether it is a fake face. The flowchart of the
proposed method is shown in Figure 3, and the detailed
steps are described as follows.

Step 1. Data input.
The input image I(x, y) is captured by using a ther-
mal infrared camera. If the input image is a color
image, then converted it into grayscale space RGB
values to grayscale values by using Equation (5). If
the input image is grayscale, the original image is
directly used.

I(x, y) = 0.299×R+ 0.587×G+ 0.144×B. (5)

Step 2. Image normalization.
The input thermal image should be normalized to
the same size as the template to increase template
matching processing speed. In this way, the match-
ing score can be calculated by bitmask operation
and reduce the computation cost significantly. Sup-
pose I(xdst, ydst) denotes the normalized image from
the original input image I(xsrc, ysrc) by using Equa-
tion (6).

xdst = xsrc ×
(
Widthdst
Widthsrc

)
,

ydst = ysrc ×
(
Heightdst
Heightsrc

)
.

(6)

Step 3. Image binarization.
Image binarization is the process of obtaining
grayscale images and converting them into black and
white. Here, we use Otsu’s method [11] to determine
a threshold value and divide the normalized grayscale
image into a binary image. The binary image con-
sists of two parts, the object (face shape) and the
background.

Step 4. Image opening.
The proposed method uses Equation (3) to perform
the opening operation to remove possible noise inside
the face shape after image binarization. Figure 4
shows the result of the normalized input image after
binarization and image opening operation.

Step 5. Template mask construction.
The shape of the human face can be considered to be
an ellipse. To facilitate feature extraction, we create
an ellipse shape similar to the human face shape as
a matching template. Suppose that there are two
points F1 and F2 on the plane, a is the length of the
semi-major axis, b is the length of the semi-minor
axis, andF1F2 < 2a, then the ellipse formed by all
P points satisfying PF1 + PF2 = 2a as shown in
Figure 5. F1 and F2 are called the focal points of the
ellipse, and the midpoint of the connecting segment
between the two focal points is called the center point
O. We use Equation (7) to construct the template
mask M(H,W ) as shown in Figure 6.(

x− H
2

)2
a2

+

(
y − W

2

)2
b2

= 1. (7)

Step 6. Bit masking.
The normalized binary image I(H,W ) and the con-
structed template mask M(H,W ) with the same size
will perform the bitwise AND operation. fR denotes
the ratio of bit masking results to the image size that
also regards as the ratio between white pixels (bit
is “1”) and total pixels within the image I(x, y) as
Equation (8) shows.

fR =

∑
AND(I (x, y) ,M (x, y))

H ×W
, 1≤x≤H, 1≤ y≤W

(8)
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(a) The mask to keep lower 4 bits. (b) The mask to keep higher 4 bits.

Figure 2: Example of bitwise AND operation

Figure 3: Flowchart of the proposed method

(a) (b) (c)

Figure 4: Example of input image preprocessing. (a) Nor-
malized. (b) Binarization. (c) Opening

Figure 5: Example of an ellipse. F1 and F2 are the el-
lipse’s focal points, O is the center point, and a is the
length of the semi-major axis, b is the length of the semi-
minor axis.

Figure 6: Example of the bitmask with width W and
height H. The center point is denoted as (H/2,W/2)
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Step 7. Circularity.
Circularity is the measure of how closely the shape of
an object approaches that of a mathematically per-
fect circle, as Equation (9) shows.

fC =
4× π ×A

P 2
=

4π ×R2π

(2πR)
2 , C ∈ (0, 1], (9)

where A is the circular area, R is the circle radius, p
is the circumference, and π is the circular constant.

The SVM is used for training and testing in the
stage [3]. SVM is a supervised learning model for clas-
sification and regression analysis. We use SVM mainly
because it can solve nonlinear classification problems and
has good performance in small samples. Here, the gen-
uine images are labeled as “one”, and the spoof images
are labeled as “zero”.

After the input image has gone through the previous
steps, it will be classified into “genuine” or “spoof” ac-
cording to the model trained by machine learning.

Figure 7 shows an example of the results of the genuine
image and the spoof image (displayed laptop) are respec-
tively subjected to the template mask. The bit masking
is conducted by bitwise AND operation, and the feature
vectors obtained by the genuine image are fR = 0.86 and
fC = 0.78, and that are fR = 0.27 and fC = 0.60 by the
spoof image.

5 Experiments and Discussion

5.1 Dataset Collection and Experimental
Setup

The common public databases of facial thermal images are
the OTCBVS [18] and Carl databases [5]. However, the
existing databases contain only facial thermal images, and
there are no spoofing scenes to simulate attack scenarios.
To ensure effective evaluation of the proposed method’s
performance, we built a thermal image database named
“Thermal Infrared Face Attack Database” (TIFADB).

The capturing device used FLIR ONE, which can be
connected to Android or iOS smartphones and tablet de-
vices. The spectral range is 8-14 µm, a long-wave infrared
image (LWIR), and the detection temperature difference
can be as small as 0.1◦C. TIFADB collected a total of
1,970 images, including 1,379 real images and 591 decep-
tive images. The size of each image in TIFADB is the
same as 1,080×1,440 pixels. There are 197 objects, of
which 145 are male, and 52 are female. Each object has
been collected ten images, seven of which represent facial
images toward different directions: (a) front, (b) up, (c)
down, (d) right, (e) right front, (f) left front, and (g) left,
as shown in Figure 8. The remaining are three images rep-
resenting different photo attacks that (a) displayed photo
using mobile phones, (b) displayed photo using laptops,
and (c) printed photos using a laser printer, as shown in
Figure 9.

Figure 7: Example of the genuine image and the spoof
image (displayed laptop) subjected to the template mask
by the bitwise operation. The obtained features are fR =
0.86 and fC = 0.78 for the genuine image, and that is
fR = 0.27 and fC = 0.60 for the spoof image.

Figure 8: Example of genuine images in TIFADB. (a)
front, (b) up, (c) down, (d) right, (e) right front, (f) left
front, and (g) left.
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Figure 9: Example of spoofing images in TIFADB. (a)
Displayed photo using mobile phones, (b) Displayed photo
using laptops, and (c) Printed photo using a laser printer.

The experiments use a laptop with Intel CPU Core i7-
8550U and 16 GB RAM, and the software are OpenCV
3.4.2.16 and Python 3.7.3 with packages including pandas
0.25.1, scikit-learn 0.21.3, matplotlib 3.1.1, dlib 19.9.0,
and numpy 1.16.4. The threshold T used in the Otsu’s
method is set as 138.

To evaluate the performance of the proposed method,
we uses accuracy (ACC), false rejection rate (FRR),
false acceptance rate (FAR), and half total error rate
(HTER) [10] as the evaluation criteria defined as Equa-
tion (10) to Equation (13). The higher the ACC, the lower
the FAR, FRR and HTER, denoting better performance.
Note that TP (True Positive) represented an object is
positive and also be correctly recognized, TN (True Neg-
ative) represented an object is negative as also correctly
recognized, FP (False Positive) represented an object is
negative but wrongly recognized as positive, FN (False
Negative) represented an object is positive but wrongly
recognized as negative.

ACC =
TP + TN

TP + TN + FP + FN
(10)

FAR =
FP

FP + TN
(11)

FRR =
FN

TP + FN
(12)

HTER =
FRR+ FAR

2
(13)

There is a total of three photo attack scenarios in the
experiments. The first one uses a mobile phone to display
the face, the second one uses a laptop to display the face,
and the last one prints the face with a laser printer. The
experiments randomly select 60% of genuine and spoof
images in the TIFADB as the training data and use the
remaining 40% data for testing. Since the testing result
is either true or false, the SVM classifier used in the ex-
periments adopts one-class with a linear kernel.

5.2 Experimental Results and Perfor-
mance Comparison

The experimental results show in Table 1. It can be seen
that the method proposed method has the best effect

against photo attack by the printed photos with an ac-
curacy of 97%. The accuracy of detecting photo attacks
by displayed using mobile phones and laptops is 94% and
96%, respectively, and the average accuracy is 95.67%. In
terms of the HTER, the best case is about 2% against the
printed photos. The HTER of detecting photo attacks by
using displayed mobile phones and laptops is 16% and
5%, respectively, and the average HTER is about 7.67%.
The performance of detecting the photo attacks by using
displayed mobile phones is significantly lower than that
of the others. The main reason is that the shape of the
mobile phone’s thermal image after morphological filter-
ing is closer to the ellipse bitmask used in this paper.
Therefore, it is easier to cause misjudgments in classifi-
cation. Overall, the proposed method can still effectively
detect three different types of photo attacks. Because the

Table 1: Results parameters ACC, FAR, FRR, and HTER

Source ACC FAR FRR HTER

Mobile phones 0.94 0.27 0.04 0.16
Laptops 0.96 0.05 0.04 0.05
Printed photos 0.97 0 0.04 0.02
Average 0.95 0.10 0.04 0.07

face PAD using thermal infrared images can be regarded
as a simple classification problem to distinguish TIR and
non-TIR facial images, similar to determine whether the
face detection of thermal images is successful or not. The
experiment is compared with typical face detection meth-
ods: LBP (local binary pattern) [9], HOG (oriented gra-
dient histogram) [4] and Haar cascade [19]. The results
are shown in Table 2. From Table 2, the proposed method
significantly outperforms LBP, HOG, and Haar in terms
of accuracy and HTER in all three photo attack scenarios.

The experiment is further compared with LBP, HOG
and Haar in terms of computation time. Table 3 shows
that the average computation time of the proposed
method is 0.11 seconds per frame, which is better than
LBP’s 0.13 seconds per frame about 18%, better than
HOG’s 0.86 seconds per frame about 780%, and better
than Haar’s 0.86 seconds per frame 330%. In summary,
we have the following findings:

1) Good accuracy: The proposed method has an av-
erage accuracy of 95.67% and an average HTER of
7.67%, with excellent performance and outperforms
face detection methods such as LBP, Haar, and HOG.

2) Fast calculation: The proposed method performs well
in calculation cost, and the processing time of a single
image frame is 0.11 second, which is suitable for real-
time applications, and also outperforms LBP, HOG,
and Haar.

3) The ellipse mask is susceptible to interference with
similar shapes: Among the three photo attacks sce-
narios, since the shape of the mobile phone shape
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Table 2: Comparisons of performance results in using LBP, HOG, Haar and the proposed method

Source Mobile phones Laptops Printed photos Overall
Methods ACC FAR FRR HTER ACC FAR FRR HTER ACC FAR FRR HTER ACC FAR FRR HTER

LBP 0.67 0.52 0.30 0.41 0.71 0.21 0.30 0.26 0.68 0.44 0.30 0.37 0.68 0.39 0.30 0.34
HOG 0.38 0.27 0.25 0.39 0.39 0 0.70 0.35 0.33 0.43 0.70 0.56 0.36 0.23 0.55 0.43
Haar 0.52 0 0.54 0.42 0.52 0 0.54 0.27 0.52 0.01 0.54 0.28 0.52 0 0.54 0.32
Proposed Method 0.94 0.27 0.04 0.16 0.96 0.05 0.04 0.05 0.97 0 0.04 0.02 0.95 0.10 0.04 0.07

Table 3: Comparisons of execution time between LBP,
HOG, Haar and the proposed method (in seconds)

Methods Mobile
phones

Laptops Printed
photos

Overall

LBP 0.13 0.13 0.14 0.13
HOG 1.01 1.01 0.58 0.86
Haar 0.34 0.34 0.35 0.34
Proposed
Method

0.11 0.11 0.11 0.11

may be very close to an ellipse, the performance
of using mobile phones will be significantly reduced
compared with that using laptops and printed photo.
Therefore, the proposed method will be interfered
with by similar elliptical heating objects, which is a
limitation to be considered.

6 Conclusions

This research proposed a face PAD technology in ther-
mal IR images using morphological filtering. The input
facial image through binarization and opening operation,
then the results of bit masking with ellipse template mask
and circularity are fed into SVM classifier to determine
whether it is a real face. The experimental results show
that the overall performance is the high average accuracy
of 95.67% and the low average HTER of 7.67%. It takes
only 0.11 seconds to conduct the PAD, which implies that
the proposed method’s main features are fast and simple
to implement. The experimental results also found that
this method’s elliptical bitmasks may be easy to misclas-
sify with similar object shapes. We will leave this future
research issue to enhance the robustness of the proposed
method. Also, TIFADB will continue to be expanded,
adding various environmental scenarios, such as wearing
glasses, hats, masks, indoors, outdoors, etc., simulating
more realistic s scenarios for face PAD evaluation.
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Abstract

5G has notable features which can provide reliable and
speedy connectivity to the future Internet of Things and
improve users’ perceived quality of service, and IoT with
a 5G environment can solve challenges of smart medical
healthcare solutions. Medical privacy is essential because
the economy and credibility of medical institutions lose
if privacy cannot be protected. Moreover, patients will
become victims of such incidents. We proposed a chaotic
maps-based privacy-preserved three-factor authentication
(CMPP-3FA) scheme for telemedicine systems which
can provide privacy preservation while online consulting
between patient and medical professional teams.

Keywords: Chaotic Maps; Privacy Preservation;
Telemedicine Systems; Three-Factor Authentication

1 Introduction

5G (the fifth generation) networks is being deployed on
the earth which provides high-speed network, big capac-
ity, and scalability [2, 8]. The vision of next genera-
tion 5G wireless communications lies in providing very
high data rates, extremely low latency, manifold increase
in base station capacity, and significant improvement in
users’ perceived quality of service [12, 17]. 5G can sig-
nificantly increase capacity and speed to provide reliable
and speedy connectivity to the future Internet of Things
(IoT) [10]. Nowadays, medical healthcare systems face
many challenges. IoT with 5G environment provides so-
lutions of network layer, including enhancing quality of

service, router and jamming control, resource optimiza-
tion, etc., to solve challenges of smart medical health-
care solutions [2, 12, 15]. Medical privacy is important
because that economic and credibility to medical institu-
tions losses if privacy cannot be protected [12,15]. More-
over, patients will become victims in such incidents. In-
creasingly, people interact with health-care providers, us-
ing digital media technologies [19]. Accompanying the
acceleration of medical data collection are rapid advance-
ments in algorithmic computing capacities to aggregate,
analyze, and draw sensitive inferences about individuals
from their health data [19,20].

2 Related Works

Telemedicine systems is a technology of electronic mes-
sage and telecommunication related to healthcare [1].
Patient sends important, sensitive, and private health-
care related information to healthcare services through
public networks when using telemedicine technology [1].
Medical professionals can know users’ health condition
if they are able to view the information immediately
including online consulting [1]. Data transmission se-
curity will be discussed, such as eavesdropping, man-
in-the-middle (MITM) attack, data tempering attack,
message modification attack, data interception attack,
etc. [27]. Telemedicine system is implemented in public
networks, so privacy protection is one of notable secu-
rity issues [12, 15]. Mishra et al. and Renuka et al. uti-
lized biometric feature to design authentication schemes
for telemedicine systems [18, 21]. Sureshkumar et al. de-
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signed authentication and key agreement for telemedicine
system [22]. In summary, three keys to the question
must be solved for assuring telemedicine environments.
First, storing amount of image should be highly efficient.
Second, transmitting sensitive image should satisfy con-
fidence, integrity, and accessibility. Finally, encryption
progress should be efficient especially for end point.

Passwords have been chosen to use for identification
authentication in network and computer applications [16].
Passwords are suggested being as strong as possible, but,
generally, users choose weak password, which is short or
easy to remember and be guessed easily [15]. Biometric
authentication over cloud and network applications de-
mands a wide range of solutions against increasing cyber-
crimes and digital identity thefts and improves weak-
ness of password-based authentication, such as password-
missing, weak password, etc. [7]. Moreover, multi-factor
authentication has been proposed and utilized for rais-
ing security instead of using single factor authentication.
Although two-factor authentication, which utilizes pass-
word and smart card in lots of cases, has been proposed
and applied for years, two-factor authentication has been
proven that is still not secure enough to protect privacy
of users [5]. Three-factor authentication, which integrates
smart card, password and biometric features, has been
proven more secure than two-factor authentication and
applied widely [5]. Jianget al. proposed a privacy pre-
serving three-factor authentication scheme for e-Health
clouds, which may be attacked by replay attack because of
using the same key in authentication phase [6]. Zhanget
al. proposed a privacy protection for e-Health systems
by means of dynamic authentication and three-factor key
agreement using biometrics dynamic authentication [26].
However, adversary can guess a legitimate user’s biomet-
ric feature if random number is long enough. In addi-
tion, server stores dynamic verification table in Zhanget
al. proposed scheme [26], and adversary can steal dy-
namic verification table.

Chaotic system has properties, a sensitive dependence
on initial conditions, pseudo-randomness, and ergodicity,
which can correspond to cryptosystem’s properties calles
confusion and diffusion [9, 13–15, 23, 24]. First, result
is unpredictable if small changes in initial values hap-
pen=. Second, chaotic system is a complex oscillation.
Third, chaotic system has qualitative change of char-
acter of solutions. Mathematical definitions of Cheby-
shev chaotic maps can be refereed to these previous stud-
ies [9, 11,13–15,23,24].

3 Proposed Scheme

Proposed scheme consists of two rules: user Ui and server
Sj . Proposed scheme include system initialization phase,
registration phase, login and the first-time authentication
phase, the γ time authentication phase, offline password
change phase, and revocation phase. Table 1 summarizes
used notations of proposed scheme, respectively. Note

that smartcard in proposed scheme supports public key
infrastructure and X.509 certificate. The details of each
phase will be described as below.

Table 1: Notations

Notations Definitions
IDi Identity of user Ui.
SIDj Identity of server Sj .

Ek(.), Dk(.)
A symmetric encryption/decryption
algorithm with secret key k.

xSj
Secret value of server Sj .

hk(.)
Collision-resistance secure one-way
keyed chaotic hash function.

PWi Password of user Ui.
Bioi Biometric template of user Ui.⊕

Exclusive OR (XOR) operation.
Bioi Biometric template of user Ui.

H(.)
Collision-resistant one-way hash func-
tions.

MACA
Message authentication code algorithm
of A.

bij Number of the authentication time.
Bioi Biometric template of user Ui.

3.1 Registration Phase

User Ui needs to register to server Sj as a legitimate user
via a secure channel. User Ui first enters (IDi, PWi,
Bioi), then uses smartcard to choose a random num-
ber yi ∈ Z∗

p and compute αi = Tyi
(x) mod p and Ai =

hαi(PWi, Bioi)
⊕

hαi(yi, SIDj). Then, smartcard stores
yi and sends (IDi, Ai) to server Sj . After receiving mes-
sage from user Ui, server Sj computes βj = TxSi

(x) mod
p, ui = hβj

(IDi), uj = hβj
(SIDj), Bi = ui

⊕
Ai, and Bj

= uj

⊕
Ai. After that, server Sj returns (Bi, Bj) to user

Ui, and user Ui stores (Bi, Bj) in USB or smartcard.

3.2 Login and the First Time Authenti-
cation Phase

To complete mutual authentication and session key confir-
mation and obtain services, user Ui and server Sj perform
following steps (see Figure 1). First, user Ui uses smart-
card to generate (h(1)(vij), h

(2)(vij), . . . , h
(b+1)(vij)) and

P1 = h(b+1)(vij). After entering (IDi, PWi, Bioi), smart-
card checks PWi and Bioi. If PWi and Bioi are cor-
rect, smartcard utilizes (yi, x) to compute Ai, retrieves
(Bi, Bj) to recover ui, and computes Ki = Ai

⊕
hαi

(yi)
and Ri = Bl

⊕
hαi

(yi). Then, smartcard chooses in-
teger ρ ∈ Z∗

p and a big prime Ni to compute µi =
Tyi(ρi) mod Ni, bi = Eui(Ni——ρi——P1), and Ci =
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Figure 1: Login and the first-time authentication phase

EKi
(IDi——bi——ρi) and sends (Ri, Ci, Ni) to server

Sj . After receiving (Ri, Ci, Ni), server Sj computes
Ki = Ri

⊕
hβj

(SIDj), (IDi——bi——ρi) = DKi
(Ci), ui

= hβj (IDi), and (Ni——ρi——P1) = Dui(bi). If server
Sj can decrypt bi successfully , server Sj authenticates
user Ui successfully. For establishing a shared session
key, server Sj chooses a random number sj , utilizes (ρi,
Ni, µi) compute ωj = Tsj (ρi) mod Ni, k

γ
ij = H((Tsj (µi)

mod Ni)——P1), and MACSj = hkγ
ij
(SIDj , IDi, µi) and

sends (MACSj
, ωj) to user Ui. Upon receiving (MACSj

,
ωj), user Ui’s smartcard computes kγij and checks whether
MACSj

is correct. If it holds, mutually shared session key
is correct. Then, user Ui’s smartcard computes MACUi

= hkγ
ij
(IDi, SIDj , ωj) and sends it to server Sj . Upon

receiving MACUi
, server Sj checks whether MACUi

is
correct. If it holds, shared session key confirmation is
complete.

3.3 The γ Time Authentication Phase

After the first time authentication, user Ui and server
Sj perform following steps where authentication time γ
starts from 1 to bij which has been defined by user Ui in
previous phase (see Figure 2). First, user Ui enters PWi

andBioi, and smartcard checks PWi andBioi. If it holds,
user Ui computes N1 = h(b+1+(γ+1))(vij), V

γ
ij = Ekγ

ij
(N1),

kγ+1
ij = (N1, k

γ
ij) and sends V γ

ij to server Sj . Then, server
Sj obtains N1 by decrypting V γ

ij using session key kγij
and verifies h(N1) with N1. If it holds, h(N1) replaces
N1. After that, server Sj computes a new session key

kγ+1
ji to replace kγij and Bγ+1

ij . Then, server Sj stores N1

and sends Bγ+1
ij = Ekγ+1

ij
(N1) to user Ui. After receiving

Figure 2: The γ time authentication phase

Bγ+1
ij , user Ui uses k

γ+1
ij to verify Bγ+1

ij . If it holds, the γ
time authentication phase is completed, and user Ui can
communicate with server Sj using new session key kγ+1

ij .

3.4 Offline Password Change Phase

User Ui can change password after entering (PWi, Bioi)
and new password PW ′

i . Then, smartcard updates Ai

= hαi
(PW ′

i , Bioi)
⊕

(PWi, Bioi)
⊕

hαi
(yi, SIDj) and

stores updated Ai.

3.5 Revocation Phase

If user Ui no longer wants to use service of server Sj ,
user Ui server Sj can perform revocation phase to re-
move identity and authority of user Ui in server Sj . Af-
ter user Ui enters (IDi, PWi, Bioi), smartcard checks
PWi, Bioi, utilizes (yi, x) to compute Ai and sends (IDi,
Ai, SmartcardRevocationRequest) to server Sj . Then,
server Sj searches IDi in revocation table, computes xnew

= x+1, and stores (IDi, x
new) in revocation table. Server

Sj computes unew
i = hβj (x

new, IDi), u
new
j = hβj (x

new,
SIDj), B

new
i = unew

i

⊕
Ai, and Bnew

j = unew
j

⊕
Ai and

sends (Bnew
i , Bnew

j ) to user Ui. Finally, user Ui’s smart-
card replaces (Bi, Bj) with (Bnew

i , Bnew
j ).

4 Security Analysis

This paper applies BAN logic [4] for formal security proof.
Also, we present theoretical analyses to prove proposed
scheme could achieve security requirements.

4.1 Formal Security Proof Using BAN
Logic

The process of proof is similar with some schemes, because
BAN logic [4] aims to prove that principles in schemes
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Figure 3: The process of proving Goal 1

can believe the established session keys. In BAN logic,
goals have to be achieved, and proposed scheme have four
goal. Goal 1 is that user Ui believes that k

γ
ij is a symmet-

ric key shared between participants Ui and Sj ; Goal 2 is
that server Sj believes that kγij is a symmetric key shared
between participants Ui and Sj ; Goal 3 is that user Ui

believes that server Sj believes kγij which is a symmet-
ric key shared between participants Ui and Sj ; Goal 4 is
that server Sj believes that user Ui believes kγij which is
a symmetric key shared between participants Ui and Sj .
We show the process in Figures 3 and 4 because of pages
limitation. Notice that proposed scheme realizes Goal 2
by using the same arguments of Goal 1, and proposed
scheme realizes Goal 4 by using the same arguments of
Goal 3.

4.2 Preventing MITM Attack

In order to prevent MITM attack, user Ui and server Sj

can confirm the message is resent, modified, and replaced
or not by checking information in message authentication
codes MACSj and MACUi . User Ui verifies MACSj ,
and server Sj verifies MACUi

in authenticated key ex-
change phase of proposed scheme. By this way, adversary
cannot modify message authentication codes MACSj

and
MACUi

without session key kγij .Thus, proposed scheme
can prevent MITM attack.

4.3 Key Confirmation

User Ui can check session key kγij by verifying MACSj ,
and server Sj can also check session key kγji by verifying
MACUi

. As a result, proposed scheme allows for key
confirmation.

4.4 Preventing Impersonating and Server
Spoofing Attacks

We store a user’s random number yi in the smartcard,
so an adversary can only obtain Bj even getting USB. If
an adversary wants to attack, adversary should have user
Ui’s smartcard, correct password, and even biometric fea-
tures. We store user Ui’s random number yi in smartcard,
and it is hard to obtain information from smartcard. Fur-
thermore, the number of times that a password can be
entered is limited; if the number of attempts to enter a
password exceeds allowable number of attempts, smart-
card will get locked. As a result, proposed scheme can
prevent impersonation and server spoofing attacks.

4.5 User Anonymity

A user Ui’s identity is protected by encrypting IDi in Ci

withKi, and server Sj must obtainKi first. An adversary
cannot obtain IDi even if adversary obtains Ri and Ci

because only server Sj knows secret xSj . The adversary
cannot obtain Ki without knowing xSj

and decrypt Ci,
so adversary cannot obtain IDi. In this way, proposed
scheme provides user anonymity.

4.6 Resistant to Bergamoet al.’s Attack

Bergamoet al.’s attack is based on two situations [3].
First, adversary is able to obtain related elements (x,
ρi, µi, ωj). Second, several Chebyshev polynomials pass
through the same point due to periodicity of cosine func-
tion. In proposed scheme, adversary is unable to obtain
any related elements (x, ρi, µi, ωj) because of being en-
crypted in transmitted messages which only user Ui and
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Figure 4: The process of proving Goal 3

server Sj can retrieve decryption key. Moreover, pro-
posed protocol utilizes extended Chebyshev polynomials,
in which periodicity of cosine function is avoided by ex-
tending interval of x to (−∞, +∞) [25]. As a result,
proposed scheme can resist Bergamoet al.’s attack [3].

5 Performance Analysis

We prove that proposed scheme can be more efficient than
other similar schemes. Results of proposed scheme can
refer to Lin et al.’s [15] because of similar results.

6 Conclusions

We proposed a CMPP-3FA scheme for telemedicine sys-
tems, which could achieve some general security require-
ments, such as preventing MITM attack, preventing im-
personation and server spoofing attacks, providing user
anonymity, and resisting Bergamoet al.’s attack [3]. Pro-
posed scheme establishes a secure communication chan-
nel using authenticated session keys between patients and
services of telemedicine systems, without threats of eaves-
drop, impersonation, etc., and allow patients and medi-
cal professionals access to multiple telemedicine services
with password, smartcard, and biometric feature. Pa-
tients have data ownership because patient can control
and decide data’s destination and time of transmission.
If a patient would like to have an appointment with med-
ical professionals, no matter individual or group meeting,
through telemedicine system, patient and medical pro-
fessionals have to use smartcards and complete mutual
authentication and session key establishment. Communi-
cations between patient and medical professionals is pro-
tected. Such scenario can apply proposed scheme which
can protect privacy of patients and measured biodata
while transmitting data. Some issues can be discussed
in the future, such as communication between wearable
devices and server of medical institute, approach of ap-

plying three-factor authentication with user-friendly in-
terface and quality of services while maintaining privacy
preservation, etc.
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Abstract

Rapid technological development has made information
transmission convenient by using the internet in the short-
est possible time. Despite this, there is an increase in
information security problems. Therefore, the need for
information hiding is of paramount importance to the
public. The difference expansion (DE) embedding tech-
nology has good embedding capacity in reversible data
hiding (RDH) technology. However, the DE embedding
technique creates problems in the multi-layer embedding
process. This study proposes an embedding strategy of
horizontal overlapping and vertical overlapping difference
expansion (also called HoVo DE for short) to enhance
the information embedding of the DE series methods and
improve the problem of difference expansion cascading
caused by multiple DE embedding. The experimental re-
sults show that the proposed strategy reduces the distor-
tion of image quality and has a higher embedding capacity
than other strategies.

Keywords: Data Hiding; Reversible Data Hiding; Differ-
ence Expansion (DE); Improved Reduced Difference Ex-
pansion (IRDE)

1 Introduction

The emergence of communication software and social
platforms has significantly enhanced communication and
information sharing in the shortest possible time. One of
the most integral parts of network operation and mainte-
nance is network security. A large number of multimedia
forensics and network security technologies have aroused
extensive research attention in multimedia data integrity
assessment [11]. Also, there is a rapid increase in infor-
mation security problems. Thus, transmitting messages

safely and freely on the internet has become a concern.
Information hiding [3] involves embedding secret data in
digital multimedia carriers, such as images or documents.
In the case of digital images, the difference between the
cover image before embedding the secret message and the
stego-image after embedding should be as far as possi-
ble to ensure the secrecy and security of the embedded
secret information [1, 4]. This way, the slight difference
between the mask and the camouflage image can effec-
tively prevent encrypted information from being detected
or deciphered during the transmission process. Informa-
tion hiding can be classified as irreversible data hiding [6]
and reversible data hiding (RDH) [2,5, 7–10,12–17].

Among several RDH methods, the difference expansion
(DE) method proposed by Tian in 2003 [17], the predic-
tion error expansion (PEE) method proposed by Thodi et
al. in 2004 [12], histogram shifting (HS) method proposed
by Ni et al. in 2006 [7], and pixel value ordering (PVO)
method proposed by Li et al. in 2013 [8]. Among these
methods, the highly efficient and well-known is the DE
method, which can achieve the effect of high embedding
quantity through a relatively simple and low-complexity
operation process. The DE method uses the difference
between the adjacent pixel pair and the average value to
embed the secret data at the adjacent pixel pair such that
the average value at the adjacent pixel pair remains un-
changed.

The intuitive and concise methods for embedding se-
cret data through the difference expansion between pixel
pair have significantly attracted much interest to optimize
the DE and derive several DE series methods with better
performance [5,14,15]. Liu et al. [2] proposed the reduced
DE (RDE) strategy in 2007 to solve the image distortion
problem of the DE scheme. After the secret information
is embedded, the RDE strategy can reduce the original
difference between the two stego-pixels to enable the re-



International Journal of Network Security, Vol.25, No.2, PP.201-211, Mar. 2023 (DOI: 10.6633/IJNS.202303 25(2).03) 202

duction of the degree of distortion. Then, Yi et al. [9]
proposed the improved reduced difference expansion (also
referred as IRDE) method in 2009. The IRDE method
uses a logarithmic transformation function to reduce the
difference first before the secret information has been em-
bedded so that the difference between stego-pixels can be
minimized more effectively, thereby maintaining good im-
age quality. Alattar [10] proposed the Quad-DE method
which introduces the difference expansion hiding within
a group of pixels on the basis of 2 × 2 blocks. Lee et al.
proposed block-shiftable embedding (BSE) method [13]
based on the DE scheme. The method of block displace-
ment increases the embedded embedding capacity while
retaining the image quality within an acceptable range.

The DE embedding technology has a good embedding
capacity; however, there is an inherent weakness in the
DE embedding scheme, i.e., it will cause the cascading
problem due to continuous differential expansion in the
multi-layer embedding process. Each embedding repre-
sents an expansion of the difference value, so after the
difference value of the multi-layer embedded image is ex-
panded to a degree, the relative image quality dramat-
ically decreases. Therefore, this study proposes an em-
bedding strategy of horizontal overlapping and vertical
overlapping DE, also called HoVo DE for short to simul-
taneously enhance the embedding capacity and improve
the problem of DE cascading caused by multiple-layer
embedding. Exploring the relationship between different
block sizes and making full use of the image quality in the
blocks, the proposed embedding strategy of HoVo DE can
effectively suppress the occurrence of the DE cascading
problem.

2 Block-Shiftable Embedding

Lee et al. proposed the block-shiftable embedding (also
referred as BSE) [13] strategy for reversible data hiding.
Because the traditional multi-layer embedding strategy
can adversely distort the image quality, the BSE strategy
shifts the block and changes the embedding starting point
during the second layer embedding, which can improve
the image quality and increase the embedding capacity.

The BSE strategy employs the DE manipulation with
different block segmentation for embedding. The first step
is to divide the original image I of size W ×H into non-
overlapping pixel pairs of size 1×2 individually. The pixel
pairs of the first layer and second layer are as shown in
Figures 1(a) and 1(b) respectively. Then the BSE per-
forms the DE embedding operation on each pixel pair in
the sequence.

In the previous method, the secret data will be em-
bedded in one layer and then start to embed the remain-
ing information into the second layer. However, the BSE
strategy spreads the secret data in two layers according to
the division mode of different blocks with a proper thresh-
old. By using different partitioning schemes for each em-
bedding layer, the predictions become adaptive, creating

(a) Segmentation of (b) Segmentation of
First Layer Second layer

Figure 1: The Block-Shiftable embedding strategy.

more room for improvement over previous state-of-the-art
methods. More, secret data will be hidden in smoother
blocks and thus have better image quality.

3 Proposed Method

The problem of difference expansion cascading exists in
the traditional DE and the IRDE methods, after multiple-
layer embedding has been performed to a certain extent.
The differential expansion cascade problem will prevent
adjacent pixel pairs from being able to hide data or cause
serious image distortion. We propose an embedding strat-
egy of horizontal overlapping and vertical overlapping DE
strategy, also called HoVo DE embedding strategy for
short, which is different from the previous DE based meth-
ods and performs overlapping embedding in the horizontal
and vertical directions, respectively. In the experiment,
we applied the HoVo DE embedding strategy under dif-
ferent block segmentation modes and discussed the cover
image’s embedding capacity and the stego-image’s qual-
ity.

3.1 HoVo Difference Embedding Strat-
egy

The HoVo difference embedding strategy (also called as
the HoVo DE embedding strategy for short) proposed in
this study divides the original image into non-overlapping
blocks with M×N pixels before embedding. Independent
embedding is performed in each block. Thus, the differ-
ential expansion cascading can be limited to the current
block to avoid affecting the pixels of other blocks. The
division of blocks can suppress the chain reaction of dif-
ferential expansion cascading and reduce the degree of
image quality damage. Figure 2 shows that, compared
with the traditional multi-layer embedding mode, our pro-
posed HoVo DE embedding strategy, performing informa-
tion hiding after block division can suppress the rapid
expansion of camouflaged pixel values caused by DE cas-
cades to a certain extent.
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(a) DE (b) HoVo DE

Figure 2: Difference expansion cascading methods. (a)DE
method (b) the HoVo DE embedding method

The proposed HoVo DE embedding strategy uses four
different block division modes, namely, 3× 3, 4× 4, 5× 5,
and 6 × 6. Figure 3 below shows the group overlapping
modes with the block size of 6× 6.

3.2 Embedding Procedure

The embedding steps are as follows.

Algorithm 1 The embedding procedure

1: Obtain the cover image I with an image size ofW×H.

2: Divide I into non-overlapping blocks of size M × N
in sequence from top to bottom and left to right.

3: Each block is divided into groups. There areM×(N−
1) groups in the horizontal direction and N × (M −1)
groups in the vertical direction; that is, a total of
M(N − 1) +N(M − 1) groups in a block.

4: According to the HoVo DE embedding strategy, the
information hiding method of DE or IRDE is em-
ployed to hide the secret data bits in each group of
every row by overlapping groups from both ends of
the block to the middle of the block.

5: The DE or IRDE method hides the secret data bits
in each group of every column by overlapping groups
from both ends of the block to the middle of the block.

3.3 Example of HoVo DE Embedding
Strategy

The following example comes from the HoVo DE embed-
ding strategy applied to the 3× 3 block size. There are a
total of 3× (3− 1) + 3× (3− 1) = 12 groups can be used
in one block.

Assume that the first group, denoted by g1 = (p1, p2) =
(132, 125). Assuming that the to-be hidden secret data bit
is 1, after the DE method is applied to the first group, we

can obtain g1 = (p′1, p
′
2) = (136, 121). Next, the embed-

ding operation of g2 is performed. Therefore, the pixel
values used in the group g2 are (p′2, p3). Repeat the em-
bedding step in sequence until all groups are embedded.
Figure 4 presents the flowchart of HoVo DE embedding
strategy in block size 3× 3.

While taking out the secret information and restoring
the original image, the operations are performed on each
group individually in reverse order, the order should be
g′12, g

′
11, g

′
10, . . . , g

′
2, and g′1, respectively.

4 Experimental Results

This experiment was performed using MATLAB R2020a
installed on the Intel (R) Core (TM) i7-9750 H CPU 2.60
GH-z, 16 GB RAM environment. To quantify the ef-
fectiveness of this experimental method and compare it
with other related methods, eight standard grayscale im-
ages of size 512 × 512 are used to test the data hiding
performance. The test images are Lena, Airplane, Ba-
boon, Boat, Peppers, and Elaine, which can be seen in
Figure 5. Additionally, the secret messages hidden in this
experiment were all generated using binary random num-
bers (0 and 1).

This experiment uses two metrics to evaluate the per-
formance of the experimental results, namely, embedding
capacity (EC) and peak signal-to-noise ratio (PSNR). The
EC represents the amount of secret information in bits
that can be embedded in an image. The higher the value
of EC, the more information is embedded. The pixel sim-
ilarity between the cover image and the stego-image is
calculated using the PSNR metric. If the PSNR value
is high, the more similar the stego-image will be to the
original image.

The following sections explore the embedding methods
based on DE [17] and IRDE [9] and use the HoVo DE
embedding strategy to achieve the embedding effect under
different block sizes.

4.1 Embedding capacity of HoVo DE
Embedding Strategy

This section presents the results of a series of methods us-
ing the proposed HoVo DE embedding strategy. We used
the DE and IRDE methods to conduct embedding experi-
ments under different block sizes and compared the results
of the DE [17], IRDE [9], and BSE [13] methods. This
study mainly explores whether the HoVo DE embedding
strategy can obtain better embedding capacity and image
quality with the block size expansion. Under the experi-
ments of various block sizes, the average performance of
the IRDE is better than that of the DE. The detailed
experimental data below also confirm this findings.
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Figure 3: HoVo DE embedding strategy in block size 6×6

Figure 4: Embedding flowchart of HoV DE embedding
strategy in block size 3×3.

(a) Airplane (b) Baboon (c) Elaine

(d) Boat (e) Lena (f) Peppers

Figure 5: Testing images: (a) Airplane, (b) Baboon, (c)
Elaine, (d) Boat, (e) Lena, and (f) Peppers.
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4.1.1 HoVo DE Embedding Strategy Using the
DE Method

We implemented the HoVo DE embedding strategy us-
ing the DE and measured the size of different blocks
based on the concept of dicing. Furthermore, we de-
termined whether larger blocks can be used to obtain
higher embedding capacity while maintaining a certain
level of storage image quality. In the following table,
DE represents the original DE method; BSE M×N rep-
resents the BSE method implemented in the M × N
block by the DE method; HoVo DE M×N represents the
use of the HoVo DE embedding strategy to implement
the DE method based on the M × N block division
mode. By implementing HoVo DE 3×3, HoVo DE 4×4,
HoVo DE 5×5, and HoVo DE 6×6, with Lee et al.’s
BSE 1×4 and BSE 2×2 methods [13], and the original
DE method [17]. The table below shows the embedding
capacity and image quality for method comparison.

From Table 1, the average embedding capacity
of HoVo DE 3×3, HoVo DE 4×4, HoVo DE 5×5, and
HoVo DE 6×6 are 344,951, 390,761, 413,258, 430,226
bits, respectively. We observed that the embedding ca-
pacity can be effectively increased when the HoVo DE em-
bedding strategy is implemented in a larger block division
mode. Moreover, compared with our proposed method,
the original DE method has only 130,720 bits, and the
BSE 2×2 method implemented by DE has 261,675 bits
in terms of the average embedding capacity. In this
study, the average embedding capacity of the method in
the block division modes of HoVoDE 3×3, HoVoDE 4×4,
HoVoDE 5×5, and HoVoDE 6×6 are 2.64 times, 2.99
times, 3.16 times, 3.29 times than that of the DE method,
respectively. They are also 1.32, 1.49, 1.58, and 1.65 times
than that of the BSE 2×2 method, respectively.

Table 2 shows the stego-image quality measured by
PSNR values by the original DE method, BSE 1×4
method, BSE 2×2 method, and our proposed methods
with four block division modes which are HoVo DE 3×3,
HoVo DE 4×4, HoVo DE 5×5, and HoVo DE 6×6, re-
spectively.

Table 1: Embedding Capacity of Original DE, BSE and
the proposed HoVo DE Embedding Methods

EC DE
BSE BSE HoVo HoVo HoVo HoVo
1 × 4 2 × 2 DE DE DE DE

3 × 3 4 × 4 5 × 5 6 × 6

Airplane 130700 196249 262045 346252 392637 415566 432859

Baboon 130954 196597 261061 341373 386262 408236 424544

Elaine 131060 196560 262012 345374 390707 412548 429477

Boat 130307 196030 261759 345287 391277 413895 430811

Lena 131014 196590 262113 346604 393034 415944 433263

Peppers 130283 196060 261059 344814 390648 413361 430403

Average 130720 196348 261675 344951 390761 413258 430226

When comparing the BSE and HoVo DE embed-
ding methods for the Airplane, Lena, Peppers im-
ages with clear black and white boundaries, in Ta-
ble 2, the PSNR performance of BSE 1×4 is the
best. To the best of our knowledge, this is due
to the different block-division structures. As a re-

Table 2: PSNR of Original DE, BSE and the proposed
HoVo DE Embedding Methods

PSNR DE
BSE BSE HoVo HoVo HoVo HoVo
1 × 4 2 × 2 DE DE DE DE

3 × 3 4 × 4 5 × 5 6 × 6

Airplane 32.63 31.86 30.58 29.22 26.86 26.79 26.46

Baboon 27.16 28.55 22.53 20.50 19.78 19.53 19.33

Elaine 33.41 30.01 26.57 21.84 20.21 19.51 19.16

Boat 30.59 28.56 27.94 25.54 24.80 24.22 23.95

Lena 33.15 33.54 30.58 29.15 28.59 28.29 27.98

Peppers 33.63 34.69 31.12 29.00 27.92 27.50 27.16

Average 31.76 31.20 27.94 25.62 24.69 24.29 23.98

sult, the BSE 1×4 blocks have a rectangular struc-
ture, whereas the blocks of BSE 2×2, HoVo DE 3×3,
HoVo DE 4×4, HoVo DE 5×5, and HoVo DE 6×6 are all
square structures. Therefore, BSE 2×2, HoVo DE 3×3,
HoVo DE 4×4, HoVo DE 5×5, and HoVo DE 6×6 have
a high probability of overlapping with the black and white
boundaries in the images when calculating the pixel dif-
ferences. The difference at the boundary will be rel-
atively large and the image quality will be degraded.
Also, from the above experimental results, the proposed
method can successfully obtain a larger embedding capac-
ity than other methods using a larger block size division
strategy. With an increase in the block size, the image
quality declines but maintains a certain level.

4.1.2 HoVo DE Embedding Strategy Using the
IRDE Method

We implemented the proposed HoVo DE embedding
strategy using the IRDE method [9] and measured the size
of different block divisions. Furthermore, we test whether
larger blocks can be used to obtain higher embedding ca-
pacity while maintaining a certain level of storage im-
age quality. In the following table, IRDE represents the
IRDE method; BSE M×N represents the BSE method
implemented in the M × N block by the IRDE method;
HoVo IRDE M×N represents the use of the HoVo DE em-
bedding strategy to implement the IRDE method based
on the M × N block division mode. By implementing
HoVo IRDE 3×3, HoVo IRDE 4×4, HoVo IRDE 5×5,
and HoVo IRDE 6×6, with Lee et al.’s BSE 1×4 and
BSE 2×2 methods [9], and Yi et al.’s IRDE methods [9].
The table below shows the embedding capacity and image
quality for method comparison.

From Table 3, the average embedding capacity of
HoVo IRDE 3×3, HoVo IRDE 4×4, HoVo IRDE 5×5,
and HoVo IRDE 6×6 are 346,786, 393,197, 416,154,
433,496 bits, respectively. We observed that the em-
bedding capacity can be effectively increased when the
HoVo DE embedding strategy is implemented in a larger
block division mode. Moreover, compared with our
proposed method, the IRDE method has only 131,053
bits, and the BSE 2×2 method implemented by IRDE
has 262,111 bits, in terms of the average embedding
capacity. In this study, the average embedding ca-
pacity of the method in the block division modes of
HoVo IRDE 3×3, HoVo IRDE 4×4, HoVo IRDE 5×5,
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and HoVo IRDE 6×6 are 2.65 times, 3.00 times, 3.18
times, 3.30 times that of the IRDE method, respectively.
They are also 1.32, 1.50, 1.59, and 1.65 times that of the
BSE 2×2 method, respectively. Table 4 shows the stego-
image quality measured by PSNR values by the IRDE
method, BSE 1×4 method, BSE 2×2 method, and our
proposed methods with four block division modes.

Consider the Lena image with BSE 2×2 as an exam-
ple; Table 3 shows the maximum embedding capacity of
262,145 bits, and Table 4 shows that the PSNR value
is 44.28 dB. Table 3 shows that the embedding capac-
ity of HoVo IRDE 3×3 is increased by 84,656 (=346801-
262145) bits compared with that of BSE 2×2. In Table 4,
the Lena image using HoVo IRDE 3×3 shows that its
PSNR value is only 1.31 dB lower than that of BSE 2×2.
It can be seen in Table 4 that the embedding capacity of
the Lena image implemented by HoVo IRDE 6×6 is in-
creased by 171,356 (=433501-262145) bits compared with
the BSE 2×2 method.

Tables 3 and 4 show that the HoVo DE embedding
strategy conducted by IRDE method achieves excellent
results in embedding capacity and image quality. Con-
sider the Airplane image as an example, we observe that
the embedding capacity of HoVo IRDE 6×6 in Table 3 is
nearly 300% higher than that of the original IRDE, and
Table 4 shows that the PSNR of HoVo IRDE 6×6 can still
reach an image quality of about 40 dB without significant
degradation. Generally, the higher the embedding capac-
ity, the greater the degree of image distortion. These
data show that despite doubling the amount of informa-
tion embedded, the level of image distortion did not drop
in proportion to the sharp drop but decreased slightly to
maintain good image quality.

Table 3: Embedding Capacity of IRDE, BSE and the
proposed HoVo IRDE Embedding Methods

EC IRDE
BSE BSE HoVo HoVo HoVo HoVo
1×4 2×2 DE DE DE DE

3×3 4×4 5×5 6×6

Airplane 131072 196608 262144 346804 393217 416154 433473

Baboon 131070 196617 262107 346801 393215 416139 433516

Elaine 131071 196609 262128 346805 393117 416191 433506

Boat 131025 196573 262098 346764 393186 416182 433455

Lena 131072 196609 262145 346801 393207 416161 433501

Peppers 131006 196546 262046 346738 393127 416098 433524

Average 131053 196594 262111 346786 393197 416154 433496

Table 4: PSNR of IRDE, BSE and the proposed
HoVo IRDE Embedding Methods

PSNR IRDE
BSE BSE HoVo HoVo HoVo HoVo
1×4 2×2 DE DE DE DE

3×3 4×4 5×5 6×6

Airplane 45.47 44.36 42.41 41.84 40.98 40.08 38.49

Baboon 42.11 41.70 37.92 36.49 35.91 35.60 34.02

Elaine 46.62 44.55 42.67 40.79 40.22 39.78 38.67

Boat 43.18 42.53 42.00 40.47 39.93 39.59 38.07

Lena 45.83 45.53 44.28 42.97 42.34 42.07 40.84

Peppers 46.70 46.44 44.40 42.90 42.38 42.06 40.81

Average 44.98 44.19 42.28 40.91 40.29 39.86 38.48

4.2 Image Quality Comparison of Re-
lated Methods

This section compares the embedding capacity based on
each method and observes the value of PSNR after hid-
ing the embedded secret information. Figures 6 (a) (f)
present the visualized data graphs of the relative changes
of EC and PSNR when the six test images were gradu-
ally embedded with data until the maximum embedding
capacity attained that each image can carry.

4.2.1 HoVo DE Embedding Strategy Applied to
the DE Method

Figures 6 (a)-(f) show that in the HoVo DE 3×3,
HoVo DE 4×4, HoVo DE 5×5, or HoVo DE 6×6 meth-
ods, the maximum embedding capacity of each pro-
posed method is much higher than that of BSE 1×4 or
BSE 2×2. Also, the maximum embedding capacity of
the HoVo DE 6×6 method can achieve 1.654 bpp on av-
erage. Although the image quality decreases with an in-
crease in embedding capacity, the PSNR of the HoVo DE
embedding strategy cannot be far from the methods of
BSE 1×4 or BSE 2×2. Consider the Airplane image in
Figures 6(a) as an example when the embedding capacity
is 1 bpp, the PSNR of the BSE 2×2 method is 30.58 dB,
and the PSNR of the HoVo DE 6×6 method is 28.9 dB,
where the image quality difference between the two meth-
ods under the same EC is less than 2 dB. However, our
proposed HoVo DE 6×6 method can achieve a maximum
embedding capacity of 1.654 bpp.

4.2.2 HoVo DE Embedding Strategy Applied to
the IRDE Method

Figures 7(a)-(f) show that the proposed method proposed
can significantly increase the EC. The maximum EC of
the HoVo IRDE 6×6 methods can reach 1.6 bpp, and the
image quality can still maintain the PSNR above 40 dB,
such as in Airplane, Lena, and Peppers. This means that
our proposed block segmentation can suppress the effect
of the difference expansion cascading to a certain extent.
Also, the overlapping mechanism can offset the pixel dif-
ferential value of the upper layer expansion. Consider Fig-
ure 7(a) as an example when the test image is an airplane
and the embedding capacity is 1 bpp, the PSNR of the
BSE 2×2 method is 42.41 dB. The PSNR values of our
method slightly outperform those of the BSE 2×2 meth-
ods. This shows that the HoVo DE embedding strategy
has better image quality and larger embedding capacity
than the BSE method at the same level of EC.
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(a) Airplane (b) Baboon

(c) Elaine (d) Boat

(e) Lena (f) Peppers

Figure 6: The performance of BES method and HoVo DEmethod in image quality under different embedding capacity
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(a) Airplane (b) Baboon

(c) Elaine (d) Boat

(e) Lena (f) Peppers

Figure 7: The performance of BES method and HoVo IRD Emethod in image quality under different embedding
capacity
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4.3 Comparison of Image Quality Effects
of HoVo DE Embedding Strategy Im-
plemented in Multi-layer Embedding

This study applies the HoVo DE embedding strategy to
multi-layer embedding. The stego-image generated by the
original image using the HoVo DE strategy through one
layer of embedding becomes the input of the second layer
of data hiding. This embedding method is called two-layer
embedding. The following presents the image quality and
embedding capacity obtained by the two-layer embedding
based on the proposed HoVo DE embedding strategy un-
der different block-division modes.

Table 5 shows that the average embedding capac-
ity of HoVo DE 3×3 in a single layer embedding man-
ner is 344951 bits, and the average embedding capacity
of HoVo DE 3×3 in a two-layer embedding manner can
reach 643779 bits, which is an increase of 298828 bits
compared with a single layer embedding. Taking the
HoVo DE 6×6 as an example, the average embedding ca-
pacity of the HoVo DE 6×6 method is 430226 bits in a
single layer embedding and 803300 bits in a two-layer em-
bedding, which is an increase of 373074 bits compared
with a single layer. However, the image quality also de-
creases with a larger EC. As shown in Table 5, whether it
is the HoVo DE 3×3, HoVo DE 4×4, HoVo DE 5×5, or
HoVo DE 6×6 methods, although the block sizes are dif-
ferent, their average embedding capacity in the two layers
is 200% more than that in only one-layer embedding.

Figure 8 shows the average performance of six test
images when the HoVo DE embedding strategy is ap-
plied to two layers based on the DE method and
as HoVo DE 3×3(2L) when using the HoVo DE 3×3
method to hide data with two-layer embedding. Sim-
ilarly, when using HoVo DE 4×4, HoVo DE 5×5, and
HoVo DE 6×6 to hide data with two-layer embed-
ding, they can be represented as HoVo DE 4×4(2L),
HoVo DE 5×5(2L), and HoVo DE 6×6(2L), respectively.
In Figure 8, although the image quality suffers, the em-
bedding capacity of the two layers can be improved sig-
nificantly. Taking the HoVo DE 6×6 method as an ex-
ample, the average embedding capacity of a single layer
HoVo DE 6×6 is 1.6 bpp, and its PSNR value is about
25 dB. The average maximum embedding capacity of
HoVo DE 6×6(2L) can reach 3 bpp.

Table 5: Comparison of EC of single-layer and two-layer
embedding based on HoVo DE method

EC

HoVo HoVo HoVo HoVo HoVo HoVo HoVo HoVo
DE DE DE DE DE DE DE DE
3×3 3×3 4×4 4×4 5×5 5×5 6×6 6×6
1 2 1 2 1 2 1 2
Layer Layer Layer Layer Layer Layer Layer Layer

Airplane 346252 674841 392637 769230 415566 812326 432859 843257

Baboon 341373 599241 386262 695117 408236 731742 424544 751410

Elaine 345374 593427 390707 683417 412548 716995 429477 734892

Boat 345287 649330 391277 741300 413895 782065 430811 808887

Lena 346604 677374 393034 772859 415944 815799 433263 847457

Peppers 344814 668460 390648 761519 413361 803383 430403 833896

Average 344951 643779 390761 737240 413258 777052 430226 803300

Figure 8: The average image quality vs embedding capac-
ity of the first and second layer embedding based on the
DE method, the HoVo DE embedding strategy is applied
to different block division modes

Table 6 shows that the average embedding capacity
of HoVo IRDE 3×3 in a single layer is 346786 bits, while
the average embedding capacity of HoVo IRDE 3×3 using
two layers can reach 693332 bits, which is an increase of
346546 bits compared to a single layer embedding; the av-
erage embedding capacity of HoVo IRDE 4×4 in a single
layer is 393197 bits, while the average embedding capac-
ity of HoVo IRDE 4×4 using two layers can reach 786602
bits, which is an increase of 393405 bits compared to a
single layer embedding; the average embedding capacity
of HoVo IRDE 5×5 in a single layer is 416154 bits, while
the average embedding capacity of HoVo IRDE 5×5 using
two layers can reach 832570 bits, which is an increase of
416416 bits compared to a single layer embedding; the av-
erage embedding capacity of HoVo IRDE 6×6 in a single
layer is 433496 bits, while the average embedding capac-
ity of HoVo IRDE 6×6 using two layers can reach 867025
bits, which is an increase of 433529 bits compared to a
single layer embedding. The embedding capacity can be
improved significantly compared to the single layer and
the PSNR values using two-layer embedding has can at-
tain a level above 30 dB as shown in Figure 9.

Table 6: Comparison of EC of single-layer and two-layer
embedding based on HoVo IRDE method

EC

HoVo HoVo HoVo HoVo HoVo HoVo HoVo HoVo
DE DE DE DE DE DE DE DE
3×3 3×3 4×4 4×4 5×5 5×5 6×6 6×6
1 2 1 2 1 2 1 2
Layer Layer Layer Layer Layer Layer Layer Layer

Airplane 346804 693605 393217 786434 416154 832180 433473 866974

Baboon 346801 693355 393215 786799 416139 833031 433516 867113

Elaine 346805 693537 393117 786320 416191 832352 433506 866817

Boat 346764 693433 393186 786685 416182 832705 433455 867147

Lena 346801 692906 393207 786678 416161 832458 433501 867288

Peppers 346738 693159 393127 786695 416098 832691 433524 866813

Average 346786 693332 393197 786602 416154 832570 433496 867025
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Figure 9: The average image quality vs embedding ca-
pacity of the first and second layer embedding based on
the IRDE method, the HoVo DE embedding strategy is
applied to different block division modes

5 Conclusions

The traditional DE embedding method is usually in se-
quential order when it is used to embed secret data; for
example, the pixels are embedded individually from left
to right. However, with each embedding, the difference
continues to expand, causing the difference expansion cas-
cading problem which results in bad embedding capacity.
Therefore, when performing the embedding operation, the
proposed HoVo DE embedding strategy abandons the tra-
ditional left to right order to perform pixel embedding in-
dividually and uses a block as a unit which is then subdi-
vided into groups. Then, the information from the groups
at both ends of the block is embedded into the center po-
sition group in an overlapping manner. Simultaneously,
this strategy checks whether there is an overflow of the
camouflaged pixel value each time the secret data are em-
bedded, which can maximize the embedding capacity of
secret data and offset the subsequent embedding to a cer-
tain extent.

We implemented the HoVo DE embedding strategy in
3×3, 4×4, 5×5, and 6×6 block division modes. The ex-
perimental results indicated that the size of the different
blocks increases the embedding capacity and maintains a
similar level of image quality. The study also found that
the additional embedding capacity decreases each time
with a linear curve when larger block size is adopted. This
means that the effect of the exchange of the embedding
capacity with a larger block-division mode becomes in-
creasingly limited. We also found that when the block
size is greater than 5×5, the embedding capacity does
not continue to increase significantly, especially when ob-

serving the 5×5 and 6×6 blocks. Also, the image quality
slows down with the linear curve reduction. Also, exper-
iments have shown that using multi-layer embedding to
obtain additional embedding capacity will also face the
problem of a sharp drop in image quality. To sum up, the
HoVo DE embedding strategy indeed addresses the dif-
ference expansion cascading problem, enhances the em-
bedding capacity, and maintains good image quality.
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Abstract

Today’s antivirus software has various methods to detect
new and unknown malware, offering a very high detection
rate and protection ability for virus-type malware. How-
ever, this detection rate is significantly reduced or even
provides no protection capability for ransomware good at
hiding, which is a highly severe threat to the computer
files stored by users. Current antivirus software uses ma-
chine or deep learning mechanisms to effectively improve
the detection rate of new and unknown malware. How-
ever, the news still reports ransomware incidents from
enterprises or government units. This study implements
a honeypot technique, a secret pot mechanism, where de-
coys are placed in the computer to detect ransomware.
The detection program monitors the decoy files used at
any time. Once the file is damaged by ransomware, the
protection mechanism is triggered immediately, forcing
the computer to shut down, preventing the ransomware
from encrypting and destroying the files, which can pro-
tect the user’s files and minimize losses.

Keywords: Cyberattack; Honeypot; Ransomware Detec-
tion and Prevention

1 Introduction

One of the required applications for computers are an-
tivirus software, which is used to prevent malicious soft-
ware (such as computer viruses, trojans, and ransomware)
from invading our devices. The advancements of informa-
tion technology enable hackers to use new technologies
and methods that keep pace with the times to develop
malicious software or even find weaknesses in antivirus
software, break through its detection and protection, and
cause computer damage through poison or invasion. This
problem is a highly significant information security threat
for enterprises.

In 1989, Joseph Popp developed the first ransomware
AIDS Trojan in human history [2]. He distributed
20,000 posters labeled “AIDS Information–Introductory
Diskettes” to attendees at the World Health Organization
(WHO) AIDS Conference. The disks were infected with
the AIDS Trojan, which replaces the AUTOEXEC.BAT
file and uses it to count computer boot times. Once the
boot count reaches 90, the AIDS Trojan hides the di-
rectory and encrypts all file names on the hard drive C,
making the computer unbootable. Then, a screen appears
asking the user to pay ($189 to a PO Box in Panama).

Ransomware has been developed for over 25 years, and
the encryption technology used by ransomware is also con-
stantly improving. Today’s ransomware uses asymmetric
encryption technology that is difficult to crack.

In addition to stealing the confidential information in
the user’s computer, ransomware also encrypts the com-
puter files such that the user cannot obtain access. Then,
the user is asked to pay a certain amount of Canadian
currency as a ransom to obtain the decryption key. If
the user fails to pay the ransom according to the hacker’s
instructions, the latter does not provide the decryption
key to the user. Without the correct decryption key, the
file cannot be restored. In several cases, even when the
user has paid the ransom according to the hacker’s in-
structions, the hacker still did not provide the decryption
key. Cases of repeated extortion by the same ransomware
have also occurred.

Today’s antivirus software has good detection rate
and protection against known ransomware, but most
are almost powerless against new and unknown ran-
somware. Antivirus software can become useless because
ransomware has multiple ways to evade detection. This
is also the reason why users install antivirus software and
often update the latest virus patterns, but they are still
unable to escape malicious ransomware. Four types of
ransomware incidents have been reported:

1) In March 2021, Acer was attacked by ransomware,
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which stole company files and encrypted them. Hack-
ers extorted $50 million from Acer [5]. In July 2021,
Kaseya Software suffered a ransomware attack dur-
ing the National Day holiday in the United States,
which affected about 1,500 companies around the
world, compromised more than 1 million computers,
and was extorted $70 million [6]. Occurred in Au-
gust 2021 Gigabyte was attacked by hackers, it was
confirmed that confidential files were stolen, and the
hackers demanded a ransom in cryptocurrency [7].

2) Cause network interruption and leakage of customer
data. In 2021, Insurance giant CNA reports data
breach after ransomware attack [8], and Fimmick
ransomware attack puts over 35,000 people’s data at
risk [11].

3) Attack cloud infrastructure. In 2021, Python ran-
somware script targets ESXi server for encryption
[13]. In 2022 ASUSTOR NAS been hit by Deadbolt
Ransomware [14].

4) Create national security problems such as in 2021,
the Colonial Pipeline cyberattack [15] shuts down
pipeline that supply 45% of East Coast’s fuel.

In recent years, due to its great progress, artifi-
cial intelligence-related technologies, such as machine or
deep learning, have been used to effectively improve
the detection rate of new computer viruses and mal-
ware. According to Poudyal and Dasgupta, the detection
rate of ransomware can reach 99.54% by using artificial
intelligence-related technologies [17]. Adamov and Carls-
son applied a Reinforcement Learning approach to anti-
ransomware testing, and helps to improve weaknesses in
anti-ransomware defenses and fixes them before a real at-
tack occurs [19].

A deception strategy commonly used to detect network
intrusion is the honeypot mechanism, which lures hack-
ers or malicious software to attack the honeypot server.
This method has shown good performance and can effec-
tively reduce or prevent the server from being attacked.
Pascariu and Barbu use Honeypot solution designed to
detect a ransomware infection identify the ransomware
family [9]. Moore [3] deployed a Honeypot server on the
network to detect any ransomware activity.

In the present study, we refer to the deception strategy
of the honeypot mechanism commonly used in network
intrusion detection. According to the characteristics of
the Windows operating system, a decoy file is planted to
detect the ransomware. Once the honeypot file used as
bait has been damaged by ransomware, it shuts down the
computer immediately to prevent the ransomware from
encrypting and destroying files, which can protect the
user’s data to the greatest extent and minimize losses.

This paper is divided into five parts. The first sec-
tion briefly introduces the research background and the
current ransomware threats. The second section mainly
discusses the honeypot mechanism used to lure the en-
emy. The third section presents how we strategically use

a hidden decoy file to detect and prevent the ransomware
attack. The fourth section describes the results and the
comparison of the protection effect of antivirus software
commonly used by users against new and unknown ran-
somware. The fifth section presents the conclusion.

2 Literature Review

Honeypot is a deception strategy mechanism used to lure
attackers. The purpose of honeypot is not to prevent or
mitigate attacks, but rather to pretend to be a real envi-
ronment, deceive attackers, and lure them into exhibiting
aggressive behavior. When the attacker appears, they are
caught and dealt with later.

A good example of a honeypot is proposed by Pascariu
and Barbu, who used Raspberry Pi to disguise an SMB
server secret jar to lure and catch ransomware attacks on
the Internet. This method has a good effect when the
ransomware is intended to destroy the files on the server
in the network [9]. Moore deployed a honeypot server by
creating a secret can folder on the server and monitoring
the activities related to the files to detect any ransomware
activity on the network [3]. Venkatesh et al. established
a sealed container environment for file servers to test and
analyze any malicious network behavior or file destruction
[1]. However, the methods of detecting ransomware by the
encrypted server deployed on the Internet cannot identify
when the ransomware starts to destroy the files. The
sabotage of servers by ransomware is not detected until
the files on the secret can are encrypted.

Zhuravchak et al. used an file symbolic linking honey-
pots to detect and prevent ransomware attacks in Linux
operating systems [4]. A honeypot archive is deployed
to monitor ransomware encryption activity on the file,
and deploying one or more symbolic links pointing to the
sealed and monitored can file in the folder. Thus, the
file encryption activities of the ransomware on the Linux
operating system can be completely and effectively mon-
itored.

Fan et al. deployed a high-efficiency canister system
to block various attacks from the network [12]. Accord-
ing to different network security requirements, Eliot et al.
proposed a flexible network security laboratory environ-
ment that uses Raspberry Pi and VMWare virtual ma-
chines as honeypot deployment to effectively detect and
prevent intrusions and attacks from the Internet [10]. Fan
et al mentioned an intrusion prevention system (IPS) in-
tegrated with a honeypot can used to detect and block
attacks from internal or external networks [16]. Lee et
al. [18] suggested that when a malicious program has suc-
cessfully invaded a computer system and gotten admin-
istrator privileges, the hidden interface is used to imple-
ment file-based Phantom FS spoofing technology to pro-
vide simulation and camouflage and hide real files, maxi-
mizing the chance of successfully deceiving malware into
corrupt file.

The above cases show that the honeypot mechanism
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used to deceive and lure hackers or malicious software
to attack itself has various setting methods according to
different baiting requirements. The secret can server has
shown good protection on the server and the network.

3 Proposed Method

With a focus on the behavior pattern of ransomware en-
crypting files, this study refers to the method of deceiving
the enemy that is commonly used in network intrusion de-
tection. The encrypted canister file is set as a bait in the
computer with the Windows operating system to attract
and deceive ransomware. Once the file is damaged by
ransomware, the protection mechanism is triggered imme-
diately, forcing the computer to shut down and prevent-
ing the ransomware from encrypting and destroying files,
which can protect the user’s data and minimize losses.

3.1 Behavior Patterns of Ransomware

This study has repeatedly verified the behavior of sev-
eral kinds of ransomware on file encryption and has con-
firmed its behavior mode. The ransomware found in the
Windows system, when encrypting the files of the com-
promised computer, starts looking for the files from the
root directory of drive C: to encrypt and destroy. Then,
the ransomware repeatedly searches for the files in its
lower subfolders. In encrypting and destroying files, ran-
somware uses an ascending order by file name. Ran-
somware does not destroy the normal operations of the
computer system, and does not encrypt executable files
including exe, com, dll, and sys. Rather, the main tar-
gets for encryption are the following file types:

1) Document File: txt, doc, docx, pdf, xls, xlsx, ppt,
pptx, htm, html, . . .

2) Video files: mp3, wav, mp4, dat, avi, . . .

3) Program source code files: c, cpp, java, js, css, . . .

4) Graphic files: bmp, jpg, gif, dwg, . . .

5) Database files: dbf, mdf, mdb, accdb, db, sql, xml,
json, . . .

This study finds that the ransomware may process the
file names of the encrypted files in the following three
modes: (1) The file name remains unchanged after en-
cryption; (2) After encryption, a specific file name is
added to the file name, varying with different ransomware.
For example, assuming that the original file name is A.txt,
the encrypted file name becoms A.txt.xxx; (3) After en-
cryption, the file name is changed to a random English
+ numeric string file name. Suppose the original file
name is A.txt, the encrypted file name may become Asd-
cifksmc.xk354.

Given the difficulties to obtain new and unknown ran-
somware, all of the obtained ransomware are known and

can be effectively identified and protected by antivirus
software. However, the protective effect on new and un-
known ransomware is impossible to measure. To simulate
the new and unknown ransomware, we refer to the be-
havior patterns of three different types of ransomwares
and develop three simulation programs to simulate new
and unknown ransomware. Then, these three simulation
programs are used to test the proposed method and the
common antivirus software in the market for purposes of
comparison. When facing new unknown ransomware, the
proposed method and each antivirus software can effec-
tively protect computer files.

The ransomware processing for encrypting files is a
complex and hard-to-break asymmetric encryption algo-
rithm. In this study, the ransomware simulation program
only mimics the effect of encrypting files, and does not
use a high-strength asymmetric encryption algorithm. In-
stead, a simple symmetric encryption algorithm is used to
simulate the effect of ransomware encrypting and break-
ing files. Table 1 shows the software and hardware of the
development environment where Microsoft Visual Studio
2019 and Microsoft Visual C# are used to develop a sim-
ulated ransomware.

Table 1: The software and hardware configuration of de-
velopment environment

CPU Intel i7-8750H
RAM DDR4 16GB
HDD SSD 256GB

Operating System Microsoft Windows 10 Home
Development Tools Microsoft Visual Studio 2019

Programming Language Microsoft Visual C#

3.2 The Protection Mechanism

This study addresses the behavior patterns of ransomware
encrypted files, with reference to the honeypot method of
deceiving the enemy commonly used in the network intru-
sion detection. The proposed method proposed sets up a
monitoring program in Windows OS and a honeypot file
in the computer as bait to lure and deceive ransomware
attacks. If the monitoring program finds that the hon-
eypot file used as bait is encrypted by ransomware, it
triggers emergency protection, forcing the computer to
shut down and stop working, to prevent the ransomware
from encrypting other files and thereby protect the data.
Figure 1 shows the proposed protection architecture dia-
gram.

Figure 2 shows the proposed protection workflow chart.
The monitoring program first checks whether the bait
honeypot file exists, given that ransomware may change
the file name synchronously during encryption. If the
monitoring program does not find the bait honeypot file,
then it assumes that the ransomware has invaded the com-
puter, changed the file name of the decoy file, and has
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Figure 1: The proposed protection architecture diagram.

Figure 2: The proposed protection workflow chart.

begun to destroy files. At this point, the monitoring pro-
gram triggers the protection mechanism to force the com-
puter to shut down, and thus that the ransomware can-
not work, preventing the continuous destruction of files.
Thus, To further determine if there is any ransomware in-
trusion, the monitoring program opens the honeypot file
and reads its content for comparison. If the read content
is the correct preset identification key, then the computer
has not been corrupted by ransomware and remains safe
at this time. To avoid occupying system resources, the
monitoring program enters the sleep mode (60 seconds by
default), and restarts the detection after resting.

3.3 The Testing Method

This study adopts the ransomware behavior model to
implement new and unknown simulated ransomware
to test the proposed methods and antivirus software
regarding the detection and protection capabilities of

Figure 3: The flowchart of this test assignment.

new and unknown ransomware.
A desktop computer is used for testing and verification.
Table 2 shows the software and hardware specifications
of the test computer.

Table 2: The software and hardware specifications of the
test computer.

CPU AMD Ryzen R7-3700X
RAM DDR4 16GB

Motherboard ASUS B450M-A
HDD SSD 256GB

Operating System Microsoft Windows 10 Home
Development Tools Microsoft Visual Studio 2019

The test proceeds as follows: Step 1 installs Windows
10. Step 2 simulates general users storing folders and files
in the disk drive, with a total of 850 files. Step 3 backs
up the hard disk as an image file. Step 4 reboots and
installs the antivirus software for testing, and updates
the antivirus software version and virus pattern to the
latest version. Step 5 executes simulated ransomware to
test the antivirus software the detection and protection
capabilities. Step 6 restores the image file to this hard
disk and returns to step 4 for the next test. Figure 3
shows the flowchart of this test assignment.

We prepared commonly used 10 files, including docu-
ment files (.doc, .docx, xlsx, ods, ppt, pdf, odt, txt), video
files (.mp4), compression files (.zip), as shown in Table 3.
In Table 4, we create 8 different folders, each of which
contains a different number of files, for a total of 850 files.

4 Research Results

Facing the ever-evolving ransomware, ensuring that the
computer files are not damaged is a problem for enter-
prises and government units. Although everyone knows
that file backup is the best method to deal with ran-
somware, such operation is often not performed due to
human negligence, equipment problems, or network is-
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Table 3: 10 different file type.

Item File File type
1 01.jpg Image file
2 02.mp4 Video file
3 03.dot Document file
4 04.doc Document file
5 05.xlsx Spreadsheet file
6 06.ods Spreadsheet file
7 07.ppt Presentation file
8 08.pdf Document file
9 09.txt Plain text file
10 10.zip Compressed file

Table 4: 8 different folders, each of which contains a dif-
ferent number of files, for a total of 850 files.

Item Folder File count
1 C:\ 10
2 C:\TEST 120
3 C:\Users\User\Desktop 120
4 C:\Users\User\Documents 120
5 C:\Users\User\Download 120
6 C:\Users\User\Music 120
7 C:\Users\User\Pictures 120
8 C:\Users\User\Videos 120

Total files 850

Figure 4: Screenshot of the original content of “a.txt” file.

Figure 5: Screenshot of encrypted content of a.txt

sues. This lack of backup is the main cause of huge losses
for businesses when faced with ransomware attacks.

Antivirus software has a good protection effect against
general computer viruses, but can it effectively protect
computer files from new and unknown ransomware? This
issue deserves attention. Therefore, well-known antivirus
software on the market are selected and compared to
test the detection and defense capabilities of each method
against various ransomware attacks.

This study prevents the continuous destruction of
archives from three different types of ransomware threats.
The protection rate of stored files is 98.82%. If the user
does not place the file in C:\, then the protection rate can
reach 100%, which is an excellent performance.

4.1 Simulate and Verify the Behavior of
Ransomware

The behavior patterns of three different ransomware types
are imitated in simulations A, B, and C to represent three
new and unknown ransomwares for testing purposes. In
addition, we create a plain text file named ”a.txt” to illus-
trate the file changes after going through different types
of ransomware emulators. Figure 4. Screenshot of the
original content of “a.txt” file.

Simulation A does NOT change file names or exten-
sions but only encrypts the file contents. Figure 5 presents
the encrypted content of “a.txt” file. After encryption,
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Figure 6: Screenshot of the file list after simulation pro-
gram A is executed

Figure 7: Screenshot of the file list after simulation pro-
gram B is executed

the file name has not been changed. Figure 6 shows the
screenshot of the file list after simulation A. In simulation
B, which encrypts files and appends the encrypted file-
name with “.xxx.” Thus, the “a.txt” file is be renamed
as “a.txt.xxx,” as shown in Figure 7. Simulation C not
only encrypts file contents but also renames file name by
using random English + numeric strings, as shown in Fig-
ure 8.

4.2 Method to Prevent Ransomware
from Continuously Destroying Files
and Their Protective Effects

We proposes a method to prevent ransomware from
continuously destroying files. Table 5 shows the results
of attack tests from three different types of ransomware
simulators. The numbers represent the files that were
attacked, with 0 indicating that no files in that folder
were attacked by the ransomware simulation. Faced

Figure 8: Screenshot of the file list after the execution of
the Type C emulator

with three different types of ransomware threats, the
proposed method garners a protection rate of 98.82% for
the computer files. If the user does not place the file in
C:\, then the protection rate can reach 100%, which is
an excellent performance.

Table 5: The results of attack tests from three different
types of ransomware simulators.

Folder A sim-
ulation
pro-
gram

B sim-
ulation
pro-
gram

C sim-
ulation
pro-
gram

C:\ 10 10 10

C:\TEST 0 0 0

C:\Users\User\Desktop 0 0 0

C:\Users\User\Documents 0 0 0

C:\Users\User\Download 0 0 0

C:\Users\User\Music 0 0 0

C:\Users\User\Pictures 0 0 0

C:\Users\User\Videos 0 0 0

Total damage 10 10 10

Total not destroyed 840 840 840

Destruction rate 1.18% 1.18% 1.18%

Protection rate 98.82% 98.82% 98.82%

Stop time < 60
second

< 60
second

< 60
second

Force
shut-
down

Force
shut-
down

Force
shut-
down

4.3 Comparison Between the Proposed
Method and Other Well-known An-
tivirus Software for Ransomware
Protection

Antivirus software has a good protection effect against
general computer viruses, but can it effectively protect
computer files in the face of new and unknown ran-
somware? This issue deserves attention. Therefore, this
study selects 16 commonly used sets of antivirus software
in the market, as shown in the list of antivirus software to
be tested in Table 6. All antivirus software is tested using
the most common installation defaults for general users.
Among them, the four sets of antivirus software (Avast
Free Antivirus, Comodo Free Antivirus, Microsoft De-
fender, and Tinder Security) have anti-ransomware or ad-
vanced protection functions in their setting items, which
need to be manually turned on. This study also manu-
ally starts the following settings and tests for these four
sets of antivirus software, as follows: Avast Free An-
tivirus opens the default protected folder; Comodo Free
Antivirus opens the Container; Microsoft Defender turns
on controlled folder access; and Tinder Security - Turn on
ransomware trapping.
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Table 6: Antivirus software to be tested.

Item Antivirus software
1 Avast Free Antivirus
2 AVG Antivirus Free
3 Avira Antivirus
4 Bitdefender
5 BullGuard Antivirus
6 Comodo Free Antivirus
7 F-Secure Safe
8 Kasperskey Free
9 McAfee Total Protection
10 Microsoft Defender
11 Panda Free Antivirus
12 PC-Cillin 2022
13 Vipre Advanced Security
14 Kinstnui
15 360 Total Security
16 Sysdiag

In the proposed method, 16 sets of antivirus software
presets and four sets of antivirus software are set to man-
ually open ransomware or advanced protection mode. Ta-
ble 7 shows the test results of three different types of new
and unknown ransomware simulation, and compares the
protection rates of the proposed method and other well-
known antivirus software.

In the results, 0% indicates that when the antivirus
software faces ransomware emulators, all test files are en-
crypted and have no protection at all. According to the
test results, 12 sets of antivirus software had no protec-
tion effect when faced with three different types of ran-
somware simulation. A set of antivirus software achieves
no protection even when the advanced protection setting
function is manually turned on. However, a different set of
antivirus software shows a good protection effect against
the attacks in simulations A or B, but has no protection
against the attack in simulation C. Another set of an-
tivirus software manually activates the ransomware trap-
ping function, which has a good protection effect from
attacks in simulations B and C, but has no protection
against the attack in simulation A.

Meanwhile, the “Comodo Free Antivirus” software can
completely block the attacks from three different types of
ransomware simulations after manually enabling the Con-
tainer function, yielding an impressive 100% protection
rate for files. The proposed method and two other sets of
antivirus software, Bitdefender and BullGuard Antivirus,
achieve a protection rate of 98.82% when faced with the
attacks from the three different types of ransomware sim-
ulation. Despite a very small number of test files loss,
the abovementioned antivirus software also shows a good
protection level.

Given the many antivirus software with no protection
for the three different types of simulations, they cannot

Table 7: The test results of three different types of new
and unknown ransomware simulation.

Item Antivirus soft-
ware

A sim-
ulation
program

B sim-
ulation
program

C sim-
ulation
program

1 The proposed
method

98.82% 98.82% 98.82%

2 Avast Free
Antivirus
default value

0% 0% 0%

3 Avast Free
Antivirus
enable default
protected
folder

0% 0% 0%

4 AVG An-
tivirus Free

0% 0% 0%

5 Avira An-
tivirus

0% 0% 0%

6 Bitdefender 98.82% 98.82% 98.82%

7 BullGuard
Antivirus

98.82% 98.82% 98.82%

8 Comodo Free
Antivirus de-
fault value

0% 0% 0%

9 Comodo Free
Antivirus
enable Con-
tainer

100% 100% 100%

10 F-Secure Safe 0% 0% 0%

11 Kasperskey
Free

0% 0% 0%

12 McAfee Total
Protection

0% 0% 0%

13 Microsoft De-
fender

0% 0% 0%

14 Microsoft
Defender
enable Con-
trolled Folder
Access

56.47% 56.47% 56.47%

15 Panda Free
Antivirus

0% 0% 0%

16 PC-Cillin
2022

70.59% 70.59% 70.59%

17 Vipre Ad-
vanced Secu-
rity

98.82% 98.82% 0%

18 Kinstnui 0% 0% 0%

19 360 Total Se-
curity

0% 0% 0%

20 Sysdiag
default value

0% 0% 0%

21 Sysdiag
enable Ran-
somware lure

0% 98.82% 98.82%
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Figure 9: Comparison chart of the proposed method and other well-known antivirus software against ransomware
protection (protection rate)

be clearly displayed in the comparison chart, and are thus
removed. Figure 9 clearly shows the protection effect of
antivirus software on new ransomware. The proposed
method is comparable to well-known antivirus software
in terms of protection against new and unknown ran-
somware.

The results of test experiments in Figure 9 present that
the proposed method can effectively monitor and prevent
ransomware from encrypting files. When faced with the
threat of three different types of ransomware such as simu-
lated programs A, B, and C, the method we proposed can
effectively protect computer files, and the protection rate
is 98.82% which is same with the methods of Bitdefender
and BullGuard Antivirus. The Comodo Free Antivirus
enable Container has the highest protection rate 0f 100%.
However, if the files are not placed on the disk drive C:\,
then this proposed method can detect ransomware and
protect the files in time with the protection rate of 100%.

5 Conclusions

The results of the test experiments prove that the pro-
posed method can effectively monitor and prevent file
encryption from ransomware. When facing the threat
of three different types of ransomwares, the proposed
method can protect the computer files with a rate of
98.82%. If the files are not placed in C:\, then the pro-
tection rate can reach 100%, which shows excellent per-
formance.

The test also reveals that when the antivirus software
commonly used by users face new and unknown ran-

somware, only a few antivirus software have protective
effects. Thus, the computer clearly has antivirus software
installed, so why is it still infected with ransomware or
computer virus? The current testing is limited to new
and unknown ransomware threats, and thus may not be
fair to antivirus software, which may have other good pro-
tection effects.

The proposed method can indeed protect computer
files from the threat of ransomware. Thus, this method
has high value, especially for users and enterprises with no
file backup. This study focuses on the behavior pattern
of ransomware as a method to detect and prevent it from
encrypting and destroying files. The effect is the same for
new and unknown ransomware. However, the proposed
method does not have the functions of antivirus software
and cannot replace its protection. The purpose of this
study is to strengthen the existing antivirus software that
cannot effectively detect and prevent computer files from
being encrypted and damaged by new or unknown ran-
somware. The proposed method can work together with
antivirus software to enable better protection effect for
users’ computer files.
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Abstract

How to securely send secret data to receivers throughout
network transmission has been a critical research topic
in recent years. Data hiding, or steganography, is
a security method that uses a cover media to carry
the secret message to achieve the goal of secure data
transmission. In general, there are three classifications of
data-hiding methods: spatial domain, frequency domain,
and compression domain. In this paper, we offer a new
compression domain-based steganography to increase
the embedding capacity of current AMBTC-based
data-hiding methods. In AMBTC, the low and high
quantized values are generated with a bitmap to create
the compression code of an image. Our proposed method
considers the complexity of block contents to design
more adaptive embedding strategies that can embed as
much secret data as possible. We utilize a predefined
threshold Thr to determine the image block type. Based
on our simulations, 16 is the most suitable threshold
level that enables the proposed method to achieve a
higher embedding capacity with the good visual quality
of the restored images. From the experimental results,
the proposed method has more embedding capacity
than other AMBTC-based data hiding methods and
can maintain an excellent visual quality of the restored
images.

Keywords: Absolute Moment Block Truncation Coding
(AMBTC); Data Hiding; Irreversible Data Hiding (IDH);
QVD; Modified LSB Substitution

1 Introduction

Information technologies and the Internet have provided
the conveniences of our modern life. Nowadays, we can
send documents, images, or messages to one another in an
instance. However, the Internet is a double-edged sword.
Data in transition on the computer network is always at
risk of been stolen by malicious or unauthorized users. For
data protection, we have used various data encryption al-
gorithms (for example, AES and RSA) to hide a secret
message as cipher datagram, which makes the data look
like random noise. Data encryption algorithms are used
in various applications like wireless network communica-
tion and secret data storing, etc. Using data encryption
algorithms to protect data from malicious users is an im-
portant research topic.

Data hiding, or steganography, is a security technique
that protects data transmitting over the computer net-
work. Key to data hiding methods is the cover media,
which can be a text file, image, video, audio, or web page,
etc. A cover media must contain redundant space and
provide imperceptibility to humans. For example, an im-
age is composed of multiple pixel values some of which
can be made redundant, and minute changes in image
clarity can be hard to detect for the human eye. Based
on these characteristics, an image is one of the most use-
ful cover media for secret data embedding for secure data
transmission.

In general, there are three main types of data hiding
methods utilizing digital images as the cover media: Spa-
tial Domain, Transform Domain, and Compression Do-
main [11]. Embedding capacity and stego-image quality
are two of the most important factors used for evaluat-
ing the performance a data hiding method. In spatial
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domain data hiding techniques (such as Pixels-Value Dif-
ference (PVD) [32], Least Significant Bit Substitution [1],
and Difference Expansion (DE) [31]), researchers focus
on modifying image pixel values to embed as much se-
cret message as possible while still maintaining a good
stego-image visual quality.

In transform domain data hiding methods, improving
stego-image visual quality takes precedence over data em-
bedding capacity. Transforming digital images from the
spatial domain to the frequency domain is frequently used
in image processing operations. After transforming im-
ages to the frequency domain, the coefficient matrix is cal-
culated based on three frequency bands (high frequency
band, middle frequency band, and low frequency band).
Low frequency band coefficients preserve the basic infor-
mation of the image content. Mid-frequency band coef-
ficients store a portion of the image details while high
frequency band coefficients contain most of the image
details. Coefficients in the high frequency band can be
treated as redundant data. In other words, removing high
frequency band coefficients will not significantly affect the
visual quality of an image observed by the human eye.
Considering the effect on a stego-image due to common
image processing operations (for example, image compres-
sion), stego-images generated by transform domain data
hiding methods are more robust than spatial domain data
hiding methods. Discrete Cosine Transform (DCT), and
Discrete Fourier Transform (DFT) are the two popular
transformation functions for converting from the spatial
domain to the frequency domain.

There are two types of data hiding methods that con-
cern cover image completeness after data extraction: Re-
versible data hiding (RDH) and Irreversible data hiding
(IDH) [9]. In the IDH data hiding method, the origi-
nal image cannot be restored from the stego-image af-
ter data extraction. Compared with RDH, IDH provides
more data embedding capacity since fewer data bits are
needed to preserve the information of the original cover
image. Two popular IDH methods are Pixel Value Differ-
encing (PVD) [32] and Least Significant Bit (LSB) sub-
stitution. RDH methods consider both data embedding
capacity and quality of the original image restored from
the stego-image after data extraction. In remote medical
care or military image applications, the cover image usu-
ally contains information that is important to the receiver.
This means that no distortion of any kind is allowed in the
restored cover image. Two well-known RDH methods are
Histogram Shifting (HS) [22] and Difference Expansion
(DE) [32].

In 2003, Wu and Tsai proposed Pixel Value Differenc-
ing (PVD) [32] steganography, an irreversible information
hiding method. This method treats two adjacent pixels
as a block, divides the image into multiple sets of non-
overlapping blocks (1 × 2 a block), and then calculates
the pixel difference value of the block. A larger error
value indicates that the block is closer to the image edge
or the complex area. Conversely, a smaller error value
means that the block is near a smooth area. This method

utilizes the amount of storage that can be tolerated by
the change between the pixel value differences in the im-
age to hide the secret data. Therefore, changes in the
image after data embedding are difficult for the human
eye to detect and the goal of low-distortion images can be
achieved.

Furthermore, PVD steganography is simple and fast,
enabling more applications and making it easier for fur-
ther research [3, 5, 10, 12, 23, 26, 27, 30, 34]. For example,
Wu [33] combined PVD and LSB substitution methods to
achieve high embedding capacity for each adjacent pixel.
Liao’s method [16] divides the image into non-overlapping
blocks each sized 2 × 2 and calculates the average dif-
ference of each block value. According to the threshold
value, blocks are divided into smooth blocks and complex
blocks. Smooth blocks use fewer LSB bits to embed the
secret data while complex blocks use more LSB bits. This
method improves the embedding capabilities. Swain’s
method [29] divides the image into non-overlapping blocks
sized 3× 3. For each block the average differences of each
block value are calculated. Blocks are then classified into
four ranges used to embed 2 to 5 secret bits, respectively.
This method not only increases the embedding capacity
but also improves the visual quality of the stego image.

Absolute Moment Block Truncation Coding (AMBTC)
[14] is a high compression rate image compression method.
According to the design of AMBTC, pixels in a block
are separated into two groups using the pixel mean
value of the block as the threshold. The compression
code of a block is generated based on the block bitmap
and two quantized values. AMBTC is easy to imple-
ment and provides high compression performance and
a good visual quality of decompressed images. Based
on these qualities, some researchers use AMBTC to de-
velop new data hiding methods for secret data transmis-
sion [2, 4, 6, 15,17–21,28,35].

Ou et al. [25] presented a data hiding method utilizing
the property of AMBTC’s quantized values for blocks to
detect whether a block contains complex or smooth con-
tent. For smooth blocks, secret data is embedded into the
block bitmap directory; otherwise, the quantized values
of a block are used to carry one secret data only. Obvi-
ously, a complex content image block can only be used to
carry one secret bit, which can impact the performance
of data embedding capacity. However, Ou et al.’s method
significantly improves the visual quality of decompressed
images.

In 2016, Huang et al. proposed a hybrid AMBTC data
hiding method [8] to improve both data embedding ca-
pacity and image visual quality compared to Ou et al.’s
method. The main idea of Huang’s method is to con-
ceal the secret data into the difference between two quan-
tized values of a block. In 2019, Kumar et al. presented
an AMBTC based data hiding method [13] by including
PVD and Hamming distance techniques. Kumar et al.’s
method provides a rule to utilize the difference between
two quantized values of a block to classify the block into
one of three types: smooth block, low complex block, and
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high complex block. Then, PVD is adopted to hide the
secret data into the difference value of two quantized val-
ues of a block. According to their design, data embedding
capacity is improved.

In 2020, Horng et al. presented Quotient Value Differ-
encing (QVD) that includes LSB substitution to enhance
the PVD method for concealing more secret bits into the
difference value of two quantized values of a block. Horng
et al.’s method successfully improves the data embedding
capacity and maintains acceptable visual quality of stego-
images.

Irreversible data hiding techniques has higher data em-
bedding capacity than reversible data hiding (IDH) tech-
niques. However, there is an inverse relationship with the
visual quality of stego-images. This means that the better
the visual quality of a stego-image, the lower the data em-
bedding capacity. Considering the purpose of secret data
transmission, how to maximize data embedding capacity
while maintaining a good visual quality of stego-images
is an important issue. The proposed method is a hybrid
version that combines the image compression process in
AMBTC and LSB substitution techniques to adaptively
determine the number of secret bits to embed into cover
images. The experimental results demonstrate that the
proposed method not only successfully improves the per-
formance of the data embedding capacity but is also able
to maintain a good visual quality of restored images after
data extraction.

This paper presents a novel secret data hiding method
that incorporates AMBTC and LSB substitution tech-
niques to improve the data embedding capacity with good
visual quality. Section 2 provides the background infor-
mation and previous related contributions. The proposed
method will be described in detail in Section 3. Section
4 includes the experimental results to compare the per-
formance of the proposed method and previous works.
Finally, the conclusions are described in Section 5.

2 Related Works

In this Section, we will briefly describe the main concept
of AMBTC data compression and some previous AMBTC
based data hiding methods (such as the methods pre-
sented by Ou et al., Huang et al., Kumar et al., and Horng
et al.).

2.1 Absolute Moment Block Truncation
Coding (AMBTC)

Lema and Mitchell presented an image compression
method named Absolute Moment Block Truncation Cod-
ing (AMBTC) [14] that is used to improve the compres-
sion performance of Block Truncation Coding (BTC).
First, an image is divided into non-overlapping blocks and
denoted as I = {Bi|i = 0, 1, . . . , NB − 1} where Bi rep-
resents the i-th image block, NB is the total number of
blocks after division, and each block Bi is sized w × w.

Figure 1: Example of AMBTC in data compression and
decompression

Then, for each block Bi compute the mean pixel value µi

by using Equation (1). Note that, pj is the j-th pixel
value in block Bi. After that, use µi as a threshold to
compare all pixels in Bi and generate Bi’s bitmap BMi.
Here, BMi is the bitmap of block Bi, which is used to
store the state of pixel pj in Bi. If pj is greater than
or equal to µi, then BMi is denoted as 1, otherwise it is
denoted as 0.

µi =
1

w × w

w×w−1∑
j=0

pj . (1)

Thus, every pixel in Bi is classified into two groups:
higher-than-and-equal-to-µi group (denoted as GH =
{pk|k = 0, 1, . . . , nh}, and pk ≥ µi) or lower-than-µi

group (denoted as GL = {pk|k = 0, 1, . . . , w × w − nh},
and pk < µi). Further, to compute quantized values b
and a (refer to Equations (2) and (3)) for GH and GL

groups, respectively. After that, {b, a,BMi} is used as
the compression code of block Bi.

b =
⌊ 1

nh

∑
pk∈GH

pk

⌋
. (2)

a =
⌊ 1

w × w − nh

∑
pk∈GL

pk

⌋
. (3)

In the data decompression phase, for each block, b is
used to fill pixel values in the restored block where the
positions correspond to ‘1’ in BM . While a is used to fill
pixel values in the restored block in positions that map
to ‘0’ in BM .

The following simple example illustrates how AMBTC
is applied to compress an image block (refer to Figure 1).
As shown in the figure, the mean block value is µ = 83.13
and the bitmap (BM) is 1 to indicate the locations of
pixels bigger than µ; otherwise, the value 0 indicates the
locations of pixel values smaller than µ. Then, the quan-
tized values b = 90 and a = 80 are calculated by adopt-
ing Equations (2) and (3). According to the design in
AMBTC, the compression code of the block is (80, 90,
1111 0000 0000 1000). In the decompressed block, BM
locations with the value ‘1’ are replaced by the high quan-
tized value b (i.e., b = 90), while BM positions with the
value ‘0’ are replaced by the low quantized value a (i.e.,
a = 80). Finally, a decompressed block is obtained.
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2.2 Data Hiding Method Using AMBTC

In 2015, Ou et al. [25] proposed a data hiding method us-
ing AMBTC that divides blocks into smooth blocks and
complex blocks according to the difference between the
low quantized value a and high quantized value b. Consid-
ering the characteristics of smooth blocks, the difference
between the low and high quantized values is small, mean-
ing that the content of associated BM locations does not
significantly affect the visual quality of the block as ob-
served by the human eye. Thus, taking w×w secret bits
to replace the content of BM directly. On the other hand,
for complex blocks, where the difference between the low
and high quantized values is big, adjustment is made to
the encoding sequence of quantized values to embed one
secret bit. Since Ou et al.’s method takes the BM con-
tent and blocks into consideration and applies an adap-
tive strategy to modify the compression code to maintain
a higher visual quality of decompressed images. The fol-
lowing section summarizes the key steps of Ou et al.’s
data hiding method.

First, a cover image is divided into non-overlapping
blocks sized w × w. For each block, the method applies
AMBTC to generate quantized values a and b, and bitmap
BM . Then, the difference between a and b is calculated
and denoted as d by using Equation (4). If d ≤ Thr,
where Thr is the predefined threshold, the block is treated
as a smooth block; otherwise, it is a complex block.

a = d− a. (4)

For smooth blocks (i.e., d ≤ Thr), take w×w secret bits to
form a temporary bitmap BM ′ and apply Equations (2)
and (3) to compute new quantized values a′ and b′. If the
new difference d′ = b′ − a′ ≤ Thr, then the compression
code of the block is (a′, b′, BM ′); otherwise, (a, b, BM ′)
is used as the compression code.

For complex blocks, taking one secret bit at a time,
if the secret bit is ‘0’, then the compression code of the
block is (a, b, BM). If the secret bit is ‘1’, then each bit in
BM is inverted (i.e., from 0 to 1 and 1 to 0) to form a new
bitmap BM ′, and (b, a,BM ′) is used as the compression
code of the block.

2.3 Hybrid AMBTC Data Hiding
Method

In 2017, Huang et al. presented a new AMBTC based
hybrid data hiding method to improve the performance
of Ou et al.’s method [8]. The main idea is to utilize the
difference between two quantized values to embed the se-
cret data. According to their design, the performance of
the data embedding capacity has been improved while a
good visual quality of the decompressed image is main-
tained. The key steps of Huang’s method are summarized
as follows.

First, a cover image is divided as non-overlapping block
sized w×w. For each block apply AMBTC to get the low
quantized value a, high quantized value b, and bitmap

BM . A predefined threshold Thr is used to determine
whether a block is a smooth or complex block. Then, the
difference between two quantized values is calculated by
d = b − a, and the embeddable secret bits are obtained
by log2 Thr. Subsequently, take log2 Thr bits and con-
vert the secret bits to a decimal value D and obtain the
remaining value by adopting R = d mod Thr.

For smooth blocks (i.e., d ≤ Thr), apply Equations (5)
and (6) to adjust the quantized values to obtain a′ and b′

according to the secret data. Also, similar with Ou et al.’s
method, bitmap BM can be used to embed w × w bits
of secret data. Therefore, the total number of embedded
secret bits is calculated as log2 Thr+w×w. Finally, the
compression code of the block is obtained as (a′, b′, BM ′).

a
′
=


a −

⌊
D−R

2

⌋
, if R ≤ D,

a −
⌊

D−R
2

⌋
, if R > D and d + R − D ≤ Thr,

a −
⌊

D−R−Thr
2

⌋
, otherwise .

(5)

b
′
=


b +

⌈
D−R

2

⌉
, if R ≤ D,

b +
⌈

D−R
2

⌉
, if R > D and d + R − D ≤ Thr,

b +
⌈

D−R−Thr
2

⌉
, otherwise .

(6)

For complex blocks (i.e., d > Thr), apply Equations (7)
and (8) to calculate two quantized values a′ and b′ based
on a and b. To avoid affecting the visual quality of de-
compressed images, this method embeds one secret bit
into the compression code. If the secret bit is ‘0’, the
compression code is (a′, b′, BM). If the secret bit is ‘1’,
then each bit in BM is inversed (i.e., from 0 to 1 and 1
to 0) to form the new bitmap BM ′ and the compression
code of the block is obtained as (b′, a′, BM ′). Thus, a
complex block can contain log2 Thr + 1 secret bits.

a
′
=


a −

⌊
D−R

2

⌋
, if R ≤ D,

a −
⌊

D−R
2

⌋
, if R > D and d + R − D > Thr,

a −
⌊

D−R+Thr
2

⌋
, otherwise .

(7)

b
′
=


b +

⌈
D−R

2

⌉
, if R ≤ D,

b +
⌈

D−R
2

⌉
, if R > D and d + R − D > Thr,

b +
⌈

D−R+Thr
2

⌉
, otherwise .

(8)

2.4 Kumar et al.’s Data Hiding Method
[13]

In 2019, Kumar et al. presented an AMBTC-based data
hiding method. Kumar et al.’s method uses two thresh-
olds to classify blocks into three types: smooth block, low
complex block, and high complex block. In addition, the
method employs a different data embedding strategy for
each block type. The procedure of Kumar et al.’s method
is summarized as follows.

First, a cover image is divided into non-overlapping
block sized w × w and AMBTC is applied to obtain the
low quantized value a, high quantized value b, and bitmap
BM . Two predefined thresholds Thr1 and Thr2 com-
bined with the difference between the quantized values
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(i.e., d = b − a) classify a block into one of three types.
Thus, for different block types as much secret data is con-
cealed as possible using the associated data embedding
strategy.

Smooth block: If d < Thr1, the block is a smooth
block. Replace bitmap BM with w × w secret bits to
form the new bitmap BM ′. Then, apply Equations (2)
and (3) to get the new quantized values a′ and b′, and
the new difference value d′ = b′ − a′. If d′ < Thr1, then
use (a′, b′, BM ′) as the compression code of the block,
otherwise use (a, b, BM ′).

Low complex block: If Thr1 ≤ d ≤ Thr2, the block
is a low complex block. Create a new bitmap EBM by
replacing data in the even-numbered columns of bitmap
BM with w×w

2 (i.e., w
2 is half the number of columns

in BM) secret bits. Similarly, replace the data in the
odd-numbered columns of bitmap BM to create another
bitmap OBM . After that, compute the Hamming dis-
tance h1 between BM and EBM and Hamming distance
h2 between BM and OEM . If h1 ≤ h2, use (a, b, EBM)
as the compression code of the block; otherwise, invert
the data in OBM (i.e., from 0 to 1, and from 1 to 0)
to form OBM ′ and use (b, a,OBM ′) as the compression
code.

High complex block: If d > Thr2, the block is a high
complex block. Apply the PVD method to embed secret
data into the quantized values a and b. If a − 3 ≥ 0,
set a = a − 3, and if b + 2 ≤ 255, then set b = b + 2
to ensure that the difference between a and b (i.e., d′ =
b′ − a′) is always greater than Thr2. Refer to Table 1 to
determine the number of secret bits (i.e., denoted as n)
to be embedded. In Table 1, rj = [rLj , r

H
j ] is the range

segment, and rLj and rHj represent the low and upper
bounds of the range segment, respectively. Next, convert
n bits of secret data to decimal format (i.e., denoted as
D). Apply rLj +D to obtain the new difference value d2
that is used to adjust the quantized values a and b; then,
use Equation (9) to get a′ and b′.

(a
′
, b

′
) =


a −

⌈
d2−d′

2

⌉
, b +

⌊
d2−d′

2

⌋
if |d′ − d2| is even,

a −
⌊

d2−d′
2

⌋
, b +

⌈
d2−d′

2

⌉
if |d′ − d2| is odd.

(9)

Table 1: PVD range table of Kumar et al.’s method [13]

Difference range (rj = [rLj , rHj ]) Embeddable length(n)

0 7 3
8 15 3
16 31 4
32 63 5
64 127 6
128 255 7

2.5 Horng et al.’s Data Hiding Method
[7]

In 2020, Horng et al. utilized the concept of QVD with
AMBTC and LSB substitution to create a new data hid-
ing method [7]. Horng et al.’s method not only embeds
secret data into the difference of the two quantized values
but also uses the 2-LSB strategy to embed secret data
into the quantized values to improve data embedding ca-
pacity. The key steps of the Horng et al.’s method are
summarized as follows.

First, the cover image is divided into non-overlapping
blocks sized w×w and, for each block, use AMBTC to ob-
tain the two quantized values a and b, and bitmap BM .
Data embedding is performed in three phases. In the
first phase, the method computes the quotient of a and b
divided by 4 (i.e., denoted as Qa and Qb) and the remain-
ders of a and b (i.e., denoted as Ra and Rb) using Equa-
tions (10) and (11). Then, the difference value between
Qa and Qb (i.e., qd = Qb−Qa) is obtained to find the em-
beddable length n (see Table 2). Next, convert n secret
bits to decimal format denoted as D. Then, apply the
PVD strategy to embed the secret data by d2 = rLj +D,

where rLj represents the lower bound of the difference dq
located in the difference range. Based on the PVD strat-
egy, d2 helps to adjust the quantized values Qa and Qb

to generate Q′
a and Q′

b for storing the secret data (re-
fer to Equation (12)). Subsequently, 2-LSB strategy is
adopted to embed the secret data into the values Ra and
Rb and generate the quantized values a′ and b′ (refer to
Equations (13) and (14)).

Qa =
a

4
, Qb =

b

4
. (10)

Ra = a mod 4, Rb = b mod 4. (11)

Table 2: PVD table of Horng et al.’s method [7]

Difference range (rj = [rLj , rHj ]) Embeddable length(n)

0 3 2
4 7 2
8 15 3
16 31 4
32 63 5

(Q
′
a, Q

′
b) =


Qa −

⌈
d2−dq

2

⌉
, Qb +

⌊
d2−dq

2

⌋
if dq is even,

Qa −
⌊

d2−dq
2

⌋
, b +

⌈
d2−dq

2

⌉
if dq is odd.

(12)

a′ = Q′
a × 4 +R′

a. (13)

b′ = Q′
b × 4 +R′

b. (14)
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If a′ ̸= b′, then embed one secret bit into the compres-
sion code sequence. If the secret bit is ‘0’, use (a′, b′, BM)
as the compression code. On the other hand, if the secret
bit is ‘1’, invert the bit data in BM (i.e., form 0 to 1,
and from 1 to 0) to form a new bitmap BM ′, then use
(b′, a′, BM ′) as the compression code.

In the last phase, a pre-defined threshold Thr is used
to check the complexity of a block. If d′ = |a′−b′| < Thr,
then the block belongs to a smooth block and w×w secret
bits are used to overwrite data in the bitmap BM to
generate a new bitmap.

d′ = |a′ − b′|. (15)

3 Proposed Method

AMBTC is a useful image compression method. As men-
tioned previously, researchers have developed new data
embedding methods based on AMBTC. However, these
methods can still be further improved. Here, we present
a hybrid AMBTC-based data hiding method that incor-
porates LSB substitution to improve data embedding ca-
pacity. The key idea in our proposed method is to utilize
the property of the image contents, that is, using smooth
image blocks to conceal more secret data than complex
image blocks. In addition, our proposed method slightly
modifies the compression code to embed one extra se-
cret bit in an image block. Subsection 3.1 describes the
key steps of the data embedding and compression code
generation processes. Subsection 3.2 illustrates a simple
example where the proposed data hiding method is used.
Finally, the main steps of the data extraction and image
restoration procedures are shown in Subsection 3.3.

3.1 Data Embedding and Image Com-
pression

For security purposes, secret data must be encrypted
using a crypto system before transmission to protect the
data from malicious users. After the secret data is mod-
ified into cipher data using a crypto system, the receiver
must complete the encryption key negotiation to ensure
that the extracted data can be decrypted successfully.
The proposed method modifies the procedure of AMBTC
to conceal secret data for secure data transmission. First,
an image is divided into non-overlapping blocks sized
w × w and denoted as I = {Bi|i = 0, 1, . . . , NB − 1}.
For each block Bi, compute the pixel mean value of Bi

(denoted as µi). Next, compare the value of pixels in Bi

with µi to classify the pixels into two groups: high group
(> µi) and low group (< µi). After that, compute the
mean values of the low group (denoted as a) and high
group (b). The matrix BM , being the same size as Bi, is
used to store the locations of the high group pixels (i.e.,
marked as ‘1’) and low group pixels (i.e., marked as ‘0’).

Observing the content of the block, a smooth block
has a small difference value between a and b. On the

other hand, a complex block has a large difference value
between a and b. Thus, after our simulation, we discover
that d = |a − b| ≤ 15 indicates a smooth block and the
embeddable secret bits n = 3; otherwise, Bi belongs to a
complex block and n = 4. Then, the mean values a and b
are modified as a′ and b′ by using n-LSB substitution to
conceal n secret bits each in a and b. To maintain a good
visual quality of the restored image, Equations (16) and
(17) are adopted to reduce image distortion due to data
embedding. Normally a′ must be smaller than b′, but
after data embedding a′ may be greater than b′. Thus,
Equation (18) is used to modify a′ to ensure that a′ is
smaller than or equal to b′. Considering data extraction
on the receiver side, n′ might be different from n on the
sender side. Thus, n′ = 3 in the case of d′ = |a′−b′| ≤ 15;
otherwise, n′ = 4. If n′ ̸= n, then Equation (19) is
adopted to adjust the value of a′ to make sure n′ = n.

Further, considering that a′ and b′ might lead to an
underflow or overflow issue, Equation (20) is applied as
a resolution. Our goal is to embed more secret data into
the compression code. So, the proposed method embeds
one extra secret data bit sj into the compression code
for the case a′ ̸= b′. If sj = 0, then the compression
code is (a′, b′, BM). If sj = 1, then change 0 to 1 and
1 to 0 in BM to generate BM ′ and use (b′, a′, BM ′) as
the compression code for block Bi. Lastly, if n′ ≤ Thr,
this means that Bi is a smooth block (i.e., a′ value is
close to b′). If the content of the bitmap is changed, any
significant damage to the visual quality of decompressed
images is not likely. When data embedding is done for all
blocks, the compression code is generated and sent to the
receiver.

a
′
=

{
a′ − 2n, if a′ ≥ a + (2n−1 + 1),

a′ + 2n, if a′ ≤ a − (2n−1 + 1).
(16)

b
′
=

{
b′ − 2n, if b′ ≥ b + (2n−1 + 1),

b′ + 2n, if b′ ≤ b − (2n−1 + 1).
(17)

(a
′
, b

′
) =


(a′ − 2n, b′), if a′

2n = b′
2n anda′ − 2n ≥ 0,

(a′, b′ + 2n), else if a′
2n = b′

2n ,

( b′
2n × 2n + a′ mod 2n, a′

2n × 2n + b′ mod 2n), else.

(18)

(a
′
, b

′
) =


(a′ + 2n, b′), if |a′ + 2n − b| ≤ |b′ − 2n − b| and rj = r1 and r′j = r2,

(a′, b′ − 2n), else if rj = r1 and r′j = r2,

(a′ − 2n, b′), if |a′ − 2n − a| ≤ |b′ + 2n − b| and rj = r2 and r′j = r1.

(a′, b′ + 2n), else.

(19)

(a
′
, b

′
) =

{
(a′ + 2n, b′ + 2n), if a′ < 0 or b′ < 0,

(a′ − 2n, b′ − 2n), if a′ > 255 or b′ > 255.
(20)

3.2 Data Embedding Example

In this section, we present a simple example to illustrate
the key steps of the proposed method (i.e., refer to Fig-
ure 2). Let a predefined threshold Thr = 16 and the en-
crypted secret data M = m1∥m2∥m3. First, use AMBTC
to compute the pixel mean value of a block µ = 134.25 and
the mean values of the higher and lower groups b = 136
and a = 133, respectively. According to Step 4 of the pro-
posed method, the number of embeddable bits is n = 3.
Applying the operations in Step 5, the quantized values
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Algorithm 1 Data embedding and image compression
procedures

1: Divide cover image I into non-overlapping blocks
{Bi|I = 0, 1, . . . , NB − 1} sized w × w.

2: For each Bi apply AMBTC to get two quantized val-
ues (a, b) and bitmap BM .

3: Compute the distance between a and b using d =
|a− b|.

4: If d ≤ 15, set n = 3 (i.e., n is the number of secret
bits to embed); otherwise, set n = 4.

5: Apply n-LSB substitution to embed n secret bits to
the quantized values a and b. The quantized values
are denoted as a′ and b′ that correspond to a and b,
respectively.

6: Apply Equations (16) and (17) to adjust the values
of a′ and b′ to reduce the distortion generated due to
data embedding.

7: If a′ > b′, then use Equation (18) to change a′ so
that a′ ≤ b′.

8: If d′ = |a′ − b′| ≤ 15, then set n′ = 3; otherwise, set
n′ = 4.

9: If n′ ̸= n, then apply Equation (19) to change a′ and
b′ until n′ = n.

10: If a′ < 0 or a′ > 255 or b′ < 0 or b′ > 255, then
use Equation (20) to adjust a′ and b′ to resolve any
overflow or underflow issues.

11: If a′ ̸= b′, then take the next secret bit sj . If sj = 0,
then output the compression code (a′, b′, BM); else
if sj = 1, then convert 0 to 1 and 1 to 0 in BM to
generate BM ′ and generate the compression code as
(b′, a′, BM ′).

12: If n′ ≤ Thr, then take the next w×w secret bits from
the secret bit stream to form the new bitmap BM ′.

13: Repeat Steps 2 12 until the data embedding and com-
pression procedures are completed on all blocks.

are a′ = 141 and b′ = 128 by using 3-LSB substitu-
tion to embed m1= “000 101”. Next, since a′ ̸= b′ and
m2 = 1, the encoding sequence of (a′, b′, BM) is changed
to (b′, a′, BM) and each value in BM is inverted (ie., from
0 to 1 and 1 to 0) to obtain the modified bitmap BM ′.
Since |141− 128| = 13 < Thr = 16, then BM ′ is replaced
by m3. Thus, the compression code is (141, 128, BM ′).

3.3 Data Extraction and Image Decom-
pression

When the receiver receives the compression code, the se-
cret data and decompressed image can be obtained by
the proposed data extraction process. The data extrac-
tion procedure is the inverse operation of the data embed-
ding procedure. First, take a segment of the compression
code to extract the secret data and restore the image.
Here, the segment length is the total bits of (a′, b′, BM ′).
The new difference between a′ and b′ is calculated by
d′′ = |a′ − b′|. If d′′ ≤ Thr, then the secret data m3

e

is extracted from BM ′ and the length of the secret bits

is w × w. If a′ < b′, output m2
e = 0; else, output m2

e = 1.
Further, if 0 ≤ d′′ ≤ 15, set n′ = 3; otherwise, set n′ = 4.
Next, extract n-LSB from a′ and b′ to form m1

e. Re-
peat the decoding and data extraction procedures from
the compression code segments sequentially until secret
data have been extracted completely. Finally, the receiver
adopts the decryption operation with the right key to get
the original data that is human readable. Here, the de-
cryption operation must be consistent with the encryp-
tion operation used on the sender side. The key steps of
the proposed data extraction process are summarized as
follows.

Algorithm 2 Data extraction and image decompression
procedure

1: Take the compression code for a block (a′, b′, BM ′).
2: Compute d′′ = |a′ − b′|. If d′′ ≤ Thr, output w × w

bits of secret data m3
e from BM ′.

3: If a′ < b′, output secret bit ‘0’; otherwise, output
secret bit ‘1’ and swap the values of a′ and b′. Use
m2

e to represent the extracted data.
4: If 0 ≤ d′′ ≤ 15, set n′ = 3; otherwise, set n′ = 4.
5: Output 2n′ extracted secret bits (i.e., denoted as m1

e),
which corresponds to n′ bits of binary data by com-
puting a′ mod n′ and another n′ bits of binary data
by computing b′ mod n′.

6: Output the extracted secret data from the compres-
sion code segment mj = m1

e∥m2
e∥m3

e. Note that “∥”
is the concatenation operation.

7: Append mj to M ′.
8: Restore the decompressed image block by using the

information of (a′, b′, BM ′) with the AMBTC decom-
pression procedure.

9: Repeat Steps 1 8 until all compression codes have
been decoded.

10: Output the extracted message M ′ and decompressed
image I ′.

4 Experimental Results

To evaluate the performance of the proposed method, we
implement the proposed method and previous methods
using MATLAB R2019 running on Windows 10. Nine
commonly-used test images (refer to Figure 3), taken from
SIPI image database [24], were used in the experiments.
As mentioned previously, the embedding capacity (EC)
and visual quality of stego images are the two most im-
portant factors for evaluating the performance of a data
hiding method.

Peak-Signal-to-Noise-Rate (PSNR) is a simple tech-
nique to evaluate the similarity between two images. In
other words, PSNR can be used to measure how a stego
image would look like compared to the original cover im-
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Figure 2: Hwang’s scheme

(a) Airplane (b) Baboon (c) Boat

(d) Elaine (e) Lena (f) Male

(g) Peppers (h) Tank (i) Tiffany

Figure 3: Test images

age. PSNR is defined by Equations (21) and (22):

PSNR = 10× log
( 2552

MSE

)
(21)

MSE =
1

W ×H

W−1∑
i=0

H−1∑
j=0

(Iij − I ′ij)
2 (22)

where MSE (Mean Square Error) calculates the distortion
from the original pixel Iij to the stego pixel I ′ij , W and
H are the width and height of the image. As defined, a
large PSNR value indicates that the stego image is very
similar to the original image. On the contrary, a small
PSNR value means the stego image is dissimilar to the
original image. Generally, when the PSNR value is larger
than 30dB, then the distortion on the stego image is not
easily observed by the human eye.

Embedding capacity (EC) is used to evaluate the max-
imum bits of secret data that can be embedded into a
cover image (refer to Equation (23)). Obviously, a data
hiding method with a large value of EC can embed more
secret data bits in a cover image than the one with a small
EC value. Note that, in Equation (23), si is the secret
data embedded into block Bi and ∥ · ∥ measures the total
bits of si.

EC =

NB−1∑
i=0

∥si∥. (23)

In our experiments, a random bit stream is used as se-
cret data in data embedding and extraction simulations.
Table 3 shows the results of evaluating the embedding per-
formance using different Thr values. It clearly shows that
a large Thr value provides better performance in terms of
EC, but the visual quality of decompressed images is re-
duced. Considering the visual imperceptions of malicious
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(a) AMBTC
(PSNR=33.23 dB)

(b) Horng et al.’s
method(PSNR=

29.744 dB,
EC= 312,107 bits)

(c) Proposed
(PSNR=30.249dB,
EC= 322,428 bits)

Figure 4: Simulation results of Lena image

(a) AMBTC
(PSNR=28.67 dB)

(b) Horng et al.’s
method(PSNR=

26.76 dB,
EC= 218,641 bits)

(c) Proposed
(PSNR=27.211dB,
EC= 23,3421 bits)

Figure 5: Simulation results of Baboon image

users on decompressed images, the PSNR value must be
greater than or equal to 30dB of the decompressed image.
Thus, a suitable value for Thr is 8 or 16.

Figure 4(b) is the restored Lena image generated by
Horng et al.’s method (i.e., PSNR = 29.744, and EC =
312, 107 bits) and Figure 4(c) is the decompressed im-
age generated by the proposed method (i.e., PSNR =
30.249dB, and EC = 322, 428 bits). As we can see, the
proposed method not only has better visual quality rep-
resentation than Horng et al.’s method, but also can em-
bed more secret bits. In simulations using complex im-
ages (refer to Figure 5), the PSNR and EC of our pro-
posed method (27.156dB/233,421 bits) are much better
than Horng et al.’s (26.76dB/218,641bits).

To evaluate the performance of the proposed method,
the experiment also implements Ou et al.’s method [25],
Huang et al.’s method [8], Kumar et al.’s method and
Horng et al.’s method, and comparing the performance
between the proposed method to these methods. Nor-
mally, AMBTC based data hiding methods utilize three
possible phases for data embedding. We count the occur-
rence of these phases and summarize the results in Table
4. The first phase is LSB substitution that embeds data
into quantized values a and b directly. The second phase
changes the encoding sequence of quantized values a and
b, which means that (a′, b′, BM) is used to represent se-
cret bit ‘0’ and (b′, a′, BM) for secret bit ‘1’. The third
phase is to embed the secret data into bitmap BM .

Since the complexity of the image content is a factor
impacting the performance of data embedding, we include
both complex images (e.g., Baboon) and smooth images
(e.g., Lena) as test images. In the simulation, the image

block size is 4×4 and blocks are classified into one of three
types: smooth block, low complex block, and high com-
plex block. Table 4 summarizes the embedding capacity
for different block types using different data embedding
methods. From Table 4, we can see that smooth blocks
normally have better embedding capacity than the other
two block types. The reason is that the bitmap of the
smooth blocks can be used to embed more secret data
compared to using the bitmaps for low and high complex
blocks. Also, when embedding secret data into quantized
values a and b, Horng et al.’s method can embed 6 9 bits
into complex blocks, the proposed method 6 8 bits, and
Kummar et al.’s method just 3 7 bits. The embeddabil-
ity of Huang et al.’s method is affected by the predefined
threshold setting. The proposed method is dependent on
the block properties to adaptively determine the number
of secret bits that can be embedded a large difference
between the two quantized values means that more se-
cret data bits can be embedded. Ou et al.’s method does
not use special strategies for embedding secret data into
quantized values, so we have no data to compare for this
situation.

In the process of compression code generating of quan-
tized values, Ou et al.’s and Huang et al.’s methods only
embed one secret bit in a complex block. Kumar et al.’s
method does not include a data embedding strategy for
this situation, so there is no information to compare. For
complex blocks, only Kumar et al.’s method can embed 8
secret bits into the bitmap while other methods can’t.

Table 5 summarizes the simulation results of the em-
bedding capacity in three phases for different data embed-
ding methods, where the predefined threshold Thr is set
to 16. In the phase of quantized value sequencing arrange-
ment, both Ou et al.’s and Huang et al.’s methods embed
3,712 bits, which is significantly lower than Horng et al.’s
method (i.e., 100,579 bits) and the proposed method (i.e.,
106,198 bits). The reason is that Ou et al.’s and Huang et
al.’s methods only perform data embedding for complex
blocks. As we can see, the proposed method can embed
5,619 secret bits more than Horng et al.’s method.

Table 6 shows the experiment results of the data hiding
methods using the Baboon test image that is more com-
plex. In the phase of quantized value sequence arrange-
ment, both Ou et al.’s and Huang et al.’s methods embed
10,062 bits, which is lower than Horng et al.’s method
and the proposed method. In the phase of embedding
secret data into quantized values, Huang et al.’s method
can embed 65,536 bits since threshold Thr is used to de-
termine the embeddable length of secret bits regardless of
the block types.

Table 7 compares the performance of visual quality and
embedding capacity for the nine test images using differ-
ent data hiding methods. From the experimental results,
the proposed method with different threshold values pro-
vides average visual quality values 30.848 dB (Thr = 4),
30.395 dB (Thr = 8), 29.232 dB (Thr = 16), and 26.976
dB (Thr = 32). Since there is an inverse relationship
between visual quality and embedding capacity, the bet-
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Table 3: Results of evaluating the embedding performance using different Thr values

Image Thr = 0 Thr = 4 Thr = 8 Thr = 16 Thr = 32

Airplane
PSNR 30.925 30.835 30.497 29.892 28.223
EC 133083 198999 275388 319903 347970
bpp 0.51 0.76 1.05 1.22 1.33

Baboon
PSNR 27.878 27.867 27.729 27.211 24.728
EC 136775 150139 180689 233421 313252
bpp 0.52 0.57 0.69 0.89 1.19

Boat
PSNR 30.132 30.072 29.711 28.746 26.657
EC 129677 159897 219692 295109 344415
bpp 0.49 0.61 0.84 1.13 1.31

Elaine
PSNR 32.395 32.276 31.509 29.421 27.621
EC 123762 148473 214027 330152 369804
bpp 0.47 0.57 0.82 1.26 1.41

Lena
PSNR 31.908 31.78 31.251 30.249 28.142
EC 129902 183257 261274 322428 357101
bpp 0.5 0.7 1 1.23 1.36

Male
PSNR 30.777 30.691 30.332 29.373 26.722
EC 132223 169116 228639 292636 350327
bpp 0.5 0.65 0.87 1.12 1.34

Peppers
PSNR 32.054 31.974 31.293 29.652 27.632
EC 125494 155958 224522 321563 360904
bpp 0.48 0.59 0.86 1.23 1.38

Tank
PSNR 31.172 31.132 30.685 29.044 25.736
EC 130049 141714 183017 277966 367715
bpp 0.5 0.54 0.7 1.06 1.4

Tiffany
PSNR 31.11 31.008 30.545 29.496 27.321
EC 129536 168578 236017 307174 351487
bpp 0.49 0.64 0.9 1.17 1.34

Average
PSNR 30.928 30.848 30.395 29.232 26.976
EC 130056 164015 224808 300040 351448
bpp 0.50 0.63 0.86 1.15 1.34

Table 4: Embedding capacity for different block types using different data hiding methods

Mehtod

LSB for quantized
values a and b

Sequence of
quantized a, b

Bitmap

Smooth
blocks

Complex
blocks

Smooth
blocks

Complex
blocks

Smooth
blocks

Complex
blocks

Ou et al. [25] 0 0 1 16 0
Huang et al. [8] log2 Thr 0 1 16 0
Kumar et al. [13] 0 0/3 7 0 0/0* 16 8/0*
Horng et al. [7] 6 9 1 1 16 0

Proposed 6 8 1 1 16 0
* The number of secret bits can be embedded in low or high complex blocks
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Table 5: Embedding capacity in three phases for different data hiding methods (Lena image, Thr = 16)

Method
LSB for quantized
values a and b

Sequence of
quantized a, b

Bitmap EC (bits)

Ou et al. [25] 0 3,712 202,752 206,464
Huang et al. [8] 65,536 3,712 202,752 272,000
Kumar et al. [13] 9,121 0 216,688 225,809
Horng et al. [7] 13,395 100,579 198,400 312,374

Proposed 15,910 106,198 200,320 322,428

Table 6: Embedding capacity in three phases for different data hiding methods (Baboon image, Thr = 16)

Method
LSB for quantized
values a and b

Sequence of
quantized a, b

Bitmap EC (bits)

Ou et al. [25] 0 10,062 101,152 111,214
Huang et al. [8] 65,536 10,062 101,152 176,750
Kumar et al. [13] 27,555 0 135,648 163,203
Horng et al. [7] 15,134 104,627 98,880 218,641

Proposed 16,295 119,206 97,920 233,421

ter the embedding capacity the poorer in visual quality
the restored images. However, the proposed method can
successfully achieve the goal of enhancing the embedding
capacity while maintaining a good visual quality of the
restored images.

5 Conclusions

Data hiding techniques provide a secure transmission
method for secret data over computer networks. The pro-
posed AMBTC based data hiding method includes three
phases for embedding as much secret data as possible
while maintaining a good visual quality of decompressed
images after data extraction. Also, in the design of our
proposed method, there is no extra information nor any
impact on the compression rate. From the experimental
results, the proposed method not only maintains a good
visual quality of decompressed images but also increases
the embedding capacity. Compared with the previous
works, the proposed method has better performance.
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Table 7: Comparison of visual quality and embedding capacity of different data hiding methods

Image Thr
Ou et al. Huang et al. Kumar et al. Horng et al. Proposed

PSNR EC PSNR EC PSNR EC PSNR EC PSNR EC

Airplane

4 31.914 127054 31.721 159822 29.68 166530 29.839 192827 30.835 198999
8 31.758 172309 31.244 221461 29.434 202752 29.692 241322 30.497 275388
16 31.366 203764 29.777 269300 29.24 223684 29.143 311834 29.892 319903
32 30.382 228874 26.51 310794 28.336 241061 27.791 340848 28.223 347970

Baboon

4 28.669 24589 28.624 57357 26.7 104993 27.314 154156 27.867 150139
8 28.607 56299 28.392 105451 26.427 125081 27.212 175733 27.729 180689
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Abstract

The traditional prediction method takes a long time to
train, and the prediction accuracy is not high. Because of
the above problems, to further improve the accuracy and
efficiency of Industrial Internet security situation predic-
tion, this paper improves the situation prediction method
of a Long Short-Term Memory network(LSTM) based on
the neural network, which can better process the data of
time series. It proposes an Industrial Internet security
situation prediction method based on NDPSO-IAFSA-
LSTM by integrating nonlinear dynamic particle swarm
optimization, improved artificial fish swarm algorithm,
and LSTM. Furthermore, NDPSO and IAFSA are used to
solve the problem that the two algorithms easily fall into
local extremum during optimization and optimize the pa-
rameters of the LSTM network. Finally, this paper veri-
fies the designed Industrial Internet security situation pre-
diction method in a simulated network environment. The
experimental results show that this method’s mean square
error and absolute error are 0.005 and 0.0209, respectively,
which are less than the error of NDPSO-LSTM, LSTM,
and IAFSA-LSTM prediction methods, and improve the
accuracy of the Industrial Internet security situation pre-
diction method.

Keywords: Artificial Fish Swarm Algorithm; Industrial
Internet; Long Short –Term Memory Network; Nonlinear
Dynamic Particle Swarm Optimization Algorithm; Secu-
rity Situation Prediction

1 Introduction

With the rapid development of information technology
and Industrial Internet, many new network infrastruc-
tures with low latency and high reliability have been
widely used in industrial fields. The high speed and in-
telligence of the industry bring great convenience to en-
terprises, but at the same time, it also makes the security
of industrial control systems isolated from the internet
more complicated. Network security issues such as worms,

hackers dragging libraries, 0-day exposure, and privacy
data leakage are constantly emerging. Network security
has become a common concern of the state, enterprises
and individuals.

Industrial Internet is a new type of infrastructure, ap-
plication mode and industrial ecosystem, which will be
closely integrated with industrial economy. Through the
comprehensive connection of people, machines, things and
systems, a brand-new manufacturing and service system
covering the whole industrial chain and the whole value
chain is constructed, which provides a way to realize the
digitalization, networking and intelligent development of
industry and is an important cornerstone of the fourth
industrial revolution [6]. Industrial Internet is not only
a simple application in the industrial field, but its con-
notation and extension are more abundant. The Internet
has made good progress in many industries such as steel,
household appliances, electric power, electronic informa-
tion, etc. However, with the popularization of Industrial
Internet devices, security and privacy issues have become
increasingly prominent. Predicting the current security
situation of Industrial Internet before security incidents
can help managers make the right decisions.

Given the randomness, complexity and timing of the
environmental factors of the Industrial Internet, this pa-
per improves the long-term and short-term memory net-
work based on the Industrial Internet. Because of the
close relationship between security situation and time, the
Industrial Internet can be regarded as a time series predic-
tion problem. On this basis, a long-term and short-term
memory suitable for time series is selected, and the pa-
rameters are optimized by using nonlinear dynamic par-
ticle swarm optimization and artificial fish swarm opti-
mization. The simulation and analysis of this method
are conducted. The experimental results show that this
method can effectively predict the security situation of
industrial network,Accurately grasping the security situ-
ation of the network system can provide effective infor-
mation for network managers to make security protection
decisions, which provides a useful reference for future in-
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formation security work of industrial network.

1.1 Related Works

Situation perception is a concept put forward from the
military point of view. It is necessary to analyze the
strength of the enemy in order to make a correct judg-
ment in the war. In 1999, Bass put forward the concept
of cyberspace situational awareness for the first time [16].
The technology of network security situational aware-
ness [9, 19]can be used to collect the elements of net-
work security threat in the Industrial Internet environ-
ment, and make reasonable analysis and evaluation. On
this basis, managers analyzes the potential security risks
in the network according to the obtained security state
values, and then make corresponding security decisions.

Network security situation prediction is to evaluate and
analyze the current network security situation and pre-
dict the future development trend according to the his-
torical network data and existing data obtained from the
known network environment,to make security decisions
and improve the network defense ability [8]. In the field
of Industrial Internet, a large number of nonlinear and
time-varying data are generated every day. Traditional
prediction methods,such as hidden Markov chain [3] time
series [18]neural network [13] and random forest meth-
ods [1], are not suitable for predicting the security sit-
uation of Industrial Internet in the current network en-
vironment because of their poor fault tolerance and self-
learning ability.

Finding a model with strong generalization ability and
being good at dealing with nonlinear problems and the
time series has become a research hot spot of industrial
internet security situation prediction. In view of the long
training time and the time correlation between various el-
ements, Li etc [7] used a combination of simple cycle units
and attention mechanism to selectively learn the influ-
encing elements, which improved the prediction accuracy
and reduced the training time. Dou et al. [2] proposed
a method of using LSTM to detect anomalies. Zhu et
al. [5] proposed using intelligent optimization algorithm
to improve the convergence speed of the LSTM neural
network model. Hu et al. [4]combined MapReduce with
support vector machine (SVM), and used cuckoo search
(CS) to optimize the parameters of SVM. Experiments
show that this method has higher accuracy and shorter
training time. Wang et al. [17]compared several network
security situation prediction methods. Experimental re-
sults show that RBF is optimized by PSO, but the num-
ber of data samples used in the experiment is too small.
Zhang et al. [20] proposed a network security situation
prediction method based on BP neural network. The
Seeker Optimization algorithm is used to determine the
optimal weight, and the simulated annealing algorithm
is brought in enhancing the global search ability of the
algorithm, but BP neural network is not appropriate for
time sequence data. Zhang et al. [21]proposed a situation
prediction method based on improved convolutional neu-

ral network, combining the advantages of deep separable
convolution and decomposition into smaller convolution,
an improved convolution neural network security situa-
tion model based on composite convolution structure is
proposed, and the mapping of situation elements and sit-
uation values is realized. Ahmed Abbasi et al. [11] pre-
dicted the network safety situation by analyzing the time
series, thus enhancing the forecast accuracy. The method
is to generate the countermeasure network and recursive
variational self encoder, which are used in conjunction
with the basic predictor to enhance the regularization of
the time series forecast model.

1.2 Our Contributions

The main contributions of this paper are as follows:

1) We propose a security situation prediction method
based on NDPSO-IAFSA-LSTM to predict the secu-
rity situation of the Industrial Internet. This method
makes use of the advantage that the long-term and
short-term memory network can better deal with
time series problems, and improves the structure of
the long-term and short-term memory network to
gradually lessen the effect of gradient vanishing.

2) We propose a hybrid nonlinear dynamic particle
swarm optimization and an improved artificial fish
swarm algorithm to optimize the parameters of the
long and short memory network and improve the ac-
curacy of prediction.

1.3 Organization

The rest of this paper is planned as follows. In the sec-
ond section, related theories and improvement procedures
of short-term and long-term memory networks, particle
swarm optimization, and artificial fish swarm algorithm
are introduced. The third section introduces our work in
detail. The fourth part introduces the experiments and
results. Finally, the fifth section concludes this paper and
explains the future work direction.

2 Basic Theories and Methods

2.1 Improved LSTM Network Structures

Recurrent neural network (RNN) is an improved multi-
layer neural network, which solves the problem of long-
term dependence. However, when the time series is too
long, it is easy to cause gradient explosion and gradi-
ent disappearance. Therefore, the LSTM network is put
forward. LSTM network is one of the recurrent neural
networks. It is improved on the basis of RNN [10, 15, 22]
and is different from the traditional RNN structure.LSTM
has a stable and powerful ability in solving long-term and
short-term dependence problems. Memory cells take the
place of the hidden layer of traditional neurons and are the
core of LSTM network. By adding input gate, forgetting
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Figure 1: Improved LSTM network unit structure

gate and output gate,the problems of gradient vanishing
and gradient explosion in model training is alleviated, and
the deficiency of the traditional RNN model is made up.

Since there are three gates, namely the input gate, out-
put gate, and forgetting gate, the LSTM network can add
or delete information to the cell state. The prediction per-
formance of the LSTM neural network mainly depends on
the activation function. The input vector of the activation
function includes the current input and the previous state
and then predicts the output according to the results of
the hidden layer.

In this paper, the input value is multiplied by the sig-
moid function of the input gate, and the input value is
multiplied by the tanh function in the candidate vector
to reduce the influence of the gradient vanishing prob-
lem so that the LSTM has a more complex structure to
capture the recursive relationship between the input layer
and the hidden layer.

Figure 1 shows the cell structure of the improved
LSTM network, which has four layers. In Figure 1,
ht, ht−1 is the output of the current unit and the pre-
vious unit; xt is the input of the current unit; Sigmoid
and tanh are activation functions; The circles in the fig-
ure all represent the arithmetic rules between vectors;
Ct is the state of neuron at time t; ft is the forgetting
threshold,the threshold controls how cells should discard
information through sigmoid activation function; it is the
input threshold, which determines the information that
needs to be updated by the sigmoid function, and then
uses the tanh activation function to generate a new mem-
ory Ct, and finally control how much new information
is added to the neuron state; ot is the output thresh-
old, which determines which parts of the neuron state are
output by the sigmoid function, and the tanh activation
function is used to process the neuron state, and the last
consequence is got. The computation formula is as follows

ft = sigmoid(Wf .[ht−1, xt] + bf )

it = xt ∗ sigmoid(Wi.[ht−1, xt] + bi)

C
′

t = xt ∗ tanh(Wc.[ht−1, xt] + bc])

ot = sigmoid(Wo.[ht−1, xt] + bo).

Where Wf ,Wi,Wo,Wc are the weight matrices corre-
sponding to forgetting gate, input gate, output gate and

neuron state respectively; bf , bi, bo, bc represent the corre-
sponding offset constants respectively.

The functions of LSTM cells mainly contain tanh and
sigmoid. tanh and sigmoid functions are shown in For-
mula (1) and Formula (2):

tanh(x) =
ex − e−x

ex + e−x
(1)

sigmoid(x) =
1

1 + e−x
(2)

According to the above formulas, the state and output
of neurons can be further calculated.

Ct = ft.Ct−1 + itC
′

t

ht = ot.tanh(Ct).

The internal processing of neurons is completed through
three control gate mechanisms, which ensures that the
LSTM network can effectively use the input data, form a
memory of the past long-term data and learn long-term
dependence.

2.2 Improved Particle Swarm Optimiza-
tion Algorithm

Particle swarm optimization (PSO) algorithm is a biolog-
ically inspired swarm intelligence optimization algorithm,
which dates back to the research on bird predation [12,14].
This paper presents a nonlinear dynamic particle swarm
optimization algorithm (NDPSO). The algorithm adjusts
the parameters of particle swarm optimization nonlin-
early, so that the search ability of particles changes contin-
uously at different time, so as to balance global and local
search ability of particles. At the same time, the cross-
border particles are adjusted so that the cross-border par-
ticles do not gather at the boundary, which solved the
problem that the particle swarm optimization algorithm
is easy to fall into local extreme value, thus improved the
optimization performance of the algorithm. NDPSO algo-
rithm adjusts the speed and location of particles in each
iteration, as shown below:

V t+1
i,j = ωtV t

i,j + ct1r1(pbest
t
i,j + c2(gbest

t
j − xt

i,j)

Xt+1
i,j = Xt

i,j + V t+1
i,j

ωt = ωmin + (ωmax − ωmin)× (t/tmax − 1)2

ct1 = c1star − (c1star − c1end)× (ωt − 1)2

ct2 = c2star + (c2end − c2star)× (ωt − 1)2

PSO algorithm sets the inertia factor ω as a constant. The
proposed NDPSO algorithm reduces the parabolic shape,
which can make the early particle search range larger and
the latter particle search granularity finer.

The size of c1 and c2 of particle swarm optimization
algorithm is 2. In this paper, c1 and c2 are set as function
of the inertia factors ω. Therefore, the learning factor is
related to the alteration law of inertia factor.Let c1star =
c2end = 3, c1end = c2star = 1,so c1+ c2 = 4, which is more
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in line with the set value of PSO algorithm. Similarly, the
variation law is the same as the inertia factor ω. With
the increase of iteration time, the self-learning ability of
each particle decreases steadily and the social learning
ability gradually increases. That is to say, in the early
stage, we pay more attention to the free development of
individuals, while in the later stage, we tend to look for
the best position of the group. t is the current number of
iterations, V t

i,j and xt
i,j represent the velocity and position

of particle i in the jth dimension; pbestti,j is an individual
extreme value, which is the best position found by particle
i in history. r1 and r2 are random numbers between 0
and 1;gbesttj is the global extremum, representing the best
position that the example can find; Vmax and Xmax are
the maximum speed and location of particles.

When Xt+1
i,j > Xmax:

Xt+1
i,j = rand(Xt

i,j , Xmax).

When Xt+1
i,j < −Xmax:

Xt+1
i,j = −rand(Xt

i,j , Xmax).

The above operations can make the crossover particles
randomly return to the middle area between the previ-
ous position and the boundary position to continue opti-
mization, to enhance the overall search capability of the
particles.

The specific process of optimizing the LSTM neural
network structure by NDPSO algorithm is as follows:

Step 1: Initialize algorithm parameters;

Step 2: Initialize LSTM neural network structure;

Step 3: Set the fitness function of NDPSO as the loss
function of the neural network.

Step 4: Calculate the fitness function value of each par-
ticle;

Step 5: Renew the local optimal location of each particle
and the global optimal location of the particle swarm;

Step 6: Renew the speed and location of each particle;

Step 7: If the maximum number of iterations is not
reached. Go to Step 4. The flow chart is shown
in Figure 2.

2.3 Improvement of Artificial Fish
Swarm Algorithm

The artificial fish swarm algorithm (AFSA) is a new
swarm intelligence optimization algorithm based on fish
predation behavior.

The idea of artificial fish swarm algorithm is that
within the range of fish swarm activities, the place with
the most nutrients is generally the place with the largest
density of fish swarm. The fish in this water area can dis-
cover food by themselves or by following the fish swarm.

Figure 2: Flow chart of optimizing LSTM neural network
structure by NDPSO algorithm

According to such features, the algorithm adopts the
bottom-up design idea, simulates the behavior pattern of
individual fish, and constructs artificial fish that abides by
a certain behavior pattern, so as to achieve the purpose
of optimization.

In the process of fish foraging, there is no need for
unifying command. Each fish is foraging by using indi-
vidual adaptive behavior. Therefore, the artificial fish
swarm algorithm does not need centralized control and
prior knowledge of related problems. It has no continu-
ous or derivative requirements for the objective function
and has strong adaptability. Secondly, the swarm behav-
ior of artificial fish can prevent the local optimal problem,
and make the fish swarm search the global extreme value
as much as possible.

In this paper, the Metropolis criterion of simulated an-
nealing algorithm (SA) is led into the hunting behavior,
and then the Gaussian mutation operator is applied to
the best artificial fish.

The idea of a simulated annealing algorithm (SA) orig-
inated from the annealing principle of solids. During the
process of temperature rise, the particles inside the solid
gradually become disordered. During the process of tem-
perature fall, the particle state tends to be orderly, and
each temperature has an equilibrium state in the process
of temperature fall. According to the Metropolis crite-
rion, the probability of reaching equilibrium at each tem-
perature is e−△E/kT , where △E is the change of internal
energy. Introduce metropolis criteria into foraging behav-
ior.

The improved foraging behavior even if the food con-
centration in the next randomly selected state is lower
than that in the current state food concentration also ac-
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cepts this state with probability e−△E/kT and approaches
this state. According to the Metropolis criterion, the ar-
tificial fish accept a solution worse than the current state
with a certain probability, which is conducive to the fish to
jump out of the local extreme value. From the probability
formula e−△E/kT , it can be found that the probability of
accepting the worse solution gradually decreases with the
increase of the number of iterations. The improved forag-
ing behavior jumps out of the local extreme value in the
early stage of the fish school, and the probability of jump-
ing out decreases when it approaches the optimal domain
in the late stage, and approaches the optimal solution.

In addition, after each iteration, the Gaussian muta-
tion operator is introduced into the optimal artificial fish
swarm, and the mutation can make it jump out of the
local extremum. The Gaussian mutation operator is to
add a Gaussian distribution random vector to the origi-
nal individual, the mutation is shown as Equation (3.

XGauss = Xibest + 0.5 ∗Xibest ∗N(0, 1). (3)

Where Xibest is the optimal fish in the i-th iteration, and
N(0,1) is the Gaussian distribution with mean value of 0
and variance of 1.

After using Equation (3) to mutate the optimal artifi-
cial fish, if the objective function value after mutation is
better than that before mutation, the mutated fish will
replace the original optimal artificial fish; If the value of
the objective function after mutation is not as good as
that before mutation, the mutated fish shall be accepted
with a probability of e−△E/kT according to metropolis
criteria.

In the artificial fish swarm optimization algorithm, by
optimizing the search behavior of the fish swarm in each
iteration, the fish swarm will not fall into local extremum,
so as to improve the selection accuracy of the optimal
solution region.

3 Industrial Internet Security Sit-
uation Prediction Method In-
tegrating NDPSO, IAFSA and
LSTM

The process of the Industrial Internet security situa-
tion prediction method integrating NDPSO, IAFSA and
LSTM is shown in Figure 3.

Industrial Internet security situation prediction using
the LSTM network is as follows:

Situation sequence X={x1, x2, ..., xk} is used as situa-
tion prediction. However, the goal problem is based on
{xk−m, xk−m+1, xk−1} predicts xk. The problem can be
expressed by Formula (4) as

xk = f(xk−m, xk−m+1, xk−2, xk−1). (4)

Where f represents the mapping between
{xk−m, xk−m+1, xk−1} and xk.

Figure 3: Industrial Internet security situation prediction
method integrating NDPSO, IAFSA and LSTM

Firstly, the security situation sequence of Industrial
Internet is reconstructed before modeling. The map-
ping relationship between sliding time window Xk =
{xk−m, xk−m+1, xk−2, xk−1} and output {xk} is repre-
sented by reconstruction, and the results are as follows:

Xre =


x1 x2 . . . xm

x2 x3 . . . xm+1

...
...

. . .
...

xk−m xk−m+1 . . . xk−1

 , Yre =


xm+1

xm+2

...
xk


The reconstructed Xre is the reconstructed m-

dimensional matrix, Yre is the corresponding one-
dimensional vector, m is the window length, and the final
prediction error (FPS) is used to obtain the optimal win-
dow length m.

Secondly, the LSTM network model f of input Xre and
output Yre is established by using the historical industrial
Internet security situation sequence. Three model param-
eters need to be decided, including the number of hidden
layers, the number of hidden layer nodes and the learning
rate η. The idea about artificial fish swarm and particle
swarm optimization algorithm in the paper is to use the
improved artificial fish swarm algorithm to globally opti-
mize the population and determine the optimal solution
domain. Then, the particle swarm optimization algorithm
is initialized with the optimal solution of the improved ar-
tificial fish swarm, and local optimization is started until
the termination conditions are met. The combination of
the two algorithms not only meets the requirements of
global optimization, but also greatly improves the local
search speed.

The algorithm steps of improving the fusion of artificial
fish swarm and particle swarm optimization are as follows:

1) Initialize the state of each artificial fish and the pa-
rameters of the algorithm.

2) The fitness value of each artificial fish is calculated
according to the objective function of the particular
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problem, and the information is transmitted to the
bulletin board.

3) At the start of the artificial fish swarm iteration, the
artificial fish will calculate the crowding and tail chas-
ing behavior, and actually perform the behavior with
large fitness value, which default to the special forag-
ing behavior combined with the Metropolis criterion.

4) Gaussian mutation operator is used to mutate the
optimal artificial fish species, and it is processed ac-
cording to metropolis criteria.

5) The fitness value of the best artificial fish is compared
with the information in the announcement, and the
bulletin board is updated with the maximum fitness
value.

6) Check the termination conditions (reaching the max-
imum number of iterations or reaching the minimum
error requirement). If the conditions are met, the
optimization is ended and the population informa-
tion of the optimal value, optimal location and max-
imum number of iterations is recorded; otherwise, go
to Step 3.

7) The group information of the maximum iteration al-
gebra is transferred to the particle swarm, which is
used as the initial value of the particle swarm, and
the parameters of the particle swarm are set.

8) Assign the optimal value of the bulletin board to the
global extreme value and the optimal position to the
individual extreme value.

9) Adjust the location vector and speed vector of parti-
cles to generate new species.

10) Compute the fitness value of the new population, and
update the individual extreme value and population
extreme value.

11) Check the ending conditions (reaching the maximum
number of iterations or the minimum error require-
ments), and end the optimization if the conditions
are met; otherwise, go to Step 8.

Combined with nonlinear dynamic particle swarm op-
timization and improved artificial fish swarm algorithm,
the parameters of LSTM network are optimized. The
algorithm uses the adaptive value to assess particles, up-
date the position and speed of particles, and achieve the
minimum root mean square error. When RMSE meets
the expected error, the iteration is stopped and the opti-
mal solution is output. Otherwise, return to continue the
iteration. After determining the model parameters, the
LSTM network model f can be obtained.

RMSE =

√√√√1

k

k∑
i=1

(x̂i − xi)2

Where xi ∈ X, i = 1, 2, ..., k, x̂i is the output value of the
model.

Then use f model to predict the future Industrial In-
ternet security situation. We can predict the future j sit-
uation values through the situation values at the first k
moments of the sequence.

x̂k+1 = f(xk−m+1, xk −m+ 2, . . . , xk)

x̂k+2 = f(xk−m+2, . . . , xk, . . . , x̂k+1)

...

x̂k+j = f(x̂k+1, x̂k+2, . . . , x̂k+j−1)

Where x̂k+j is the predicted value k + jth obtained from
the set of m values before the value k + jth in X j =
1, 2, ..., n.

4 Experiment and Result Analy-
sis

4.1 Experimental Environments and
Used Dataset

Under windows10, cpu2.9G Hz and 4.0GB environments,
python in version 3.8 is used as the development tool.
Based on tensorflow, sklearn and other open source li-
braries. The natural gas pipeline dataset is selected as
the experimental dataset. SCADA dataset is located on
the industrial control system (ICS) cyber attack dataset
website. True world raw data is generated using the nat-
ural gas pipeline system provided by the internal SCADA
Laboratory of Mississippi State University (MSU). The
system contains 274628 instances in total. Each row in
the dataset contains multiple columns, commonly known
as features, with a total of 17 features. Each instance in
the dataset contains network traffic information and pay-
load information. Different from the information technol-
ogy network, the network topology of the SCADA system
is fixed, and transactions between nodes are repetitive
and regular. This static behavior helps IDSS discover
abnormal activity. Payload information provides infor-
mation about the status, settings, and parameters of the
gas pipeline. These values are essential to understand
how the system operates and detecting whether the sys-
tem is out of bounds or critical. There are five different
kinds of data in the dataset, including normal data and
four other attack data. The four attacks are user-to-root
(U2R), probe, denial of service (DOS), and remote-to-
local (R2L). The list of features contained in this dataset
is shown in Table 1.

4.2 Situation Time Series Data Prepro-
cessing

There is no standard dataset in the Industrial Inter-
net. In order to test the correctness of NDPSO-IAFSA-
LSTM prediction, this paper uses the original natural gas
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Table 1: Natural gas pipeline dataset feature list

Features Type Features Type
1 address Network 11 control scheme Command Payload
2 function Command Payload 12 pump Command Payload
3 length Network 13 solenoid Command Payload
4 setpoint Command Payload 14 pressure measurement Response payload
5 gain Command Payload 15 crc rete Network
6 reset rate Command Payload 16 command response Network
7 deadband Command Payload 17 time Network
8 cycle time Command Payload 18 binary result Label
9 rate Command Payload 19 categorized result Label
10 system Command Payload 20 specific result Label

pipeline data set for e-xperiments. In part of network
data prediction, the first 60% (164776 examples) are se-
lected as the training set, the first 20%(54926 examples)
as the verification set and the last 20% (54926 examples)
as the test set. Dataset contains default, continuous, and
discrete data. Some default values in the data package of
natural gas pipeline are shown in Table 2.

For missing values, the KNNimputer interpolation
method is based on the KNNimputer interpolation
method. KNNimputer searches for the nearest neighbor
samples through the Euclidean distance matrix, and uses
the mean value of the non empty value at the correspond-
ing position of the nearest neighbor samples to fill in the
missing values. For continuous data, to avoid dimensional
inconsistency, the obtained sample data set needs to be
standardized. The normalization formula is shown in the
following equation:

x
′
=

x−min(x)

max(x)−min(x)
(5)

min (x) and max (x) represent the minimum and maxi-
mum values of situation values respectively.

At the same time, we obtain the industrial Internet se-
curity situation value according to the analytic hierarchy
process. Normalize it with Formula (5), and draw the sit-
uation value curve. Some situation values are shown in
Figure 4.

Figure 4 shows some real values of the normalized in-
dustrial Internet security situation, which fluctuates be-
tween 0.3-0.8.

4.3 Analysis and Comparison of Experi-
mental Results

4.3.1 Error Analysis

In order to evaluate the application of NDPSO-IAFSA-
LSTM prediction technology in industrial networks, the
average absolute error (MAE) and mean square error

2 4 6 8 10 12 14 16 18 20 22
0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

Si
tu

at
io

n 
va

lu
e

Number of samples/N

Figure 4: Normalized partial situation values

(MSE) are used to assess the prediction results:

MAE =

∑N
i=1 yi − yj

N

MSE =

∑N
i=1 (yi − yj)

2

N

N stands for the number of samples, represents the
actual situation value of the Industrial Internet security
situation, stands for the predicted value of Industrial In-
ternet security situation. The larger the MAE and MSE,
the smaller the accuracy of the algorithm. On the con-
trary, the forecast value is more accurate.

4.3.2 Comparison of Prediction Accuracy

The NDPSO-IAFSA-LSTM Industrial Internet security
situation prediction method proposed in this paper has
been verified by experiments. During the experimental
verification, PSO-LSTM, LSTM and IAFSA-LSTM were
used for comparison. The comparison data are shown in
the Table 3, Table 4 and Figure 5.

The test results show that compared with the predic-
tion results of PSO-LSTM, LSTM and IAFSA-LSTM, the
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Table 2: Partial default values in data package of natural gas pipeline

Gas pipeline Dataset-Packet features
addr funct length payload crc c/r time stamp
4 3 16 -, -, -, -, -, -, -, -, -, -, - 12869 1 1418682163.170388
4 3 46 -, -, -, -, -, -, -, -, -, -, 0.689655, 12869 0 1418682163.269946
4 16 90 10,115,0.2,0.5,1,0,0,1,0,0, - 17219 1 1418682164.99559

Table 3: Prediction experiment results

Samples Real value This paper PSO-LSTM IAFSA-LSTM LSTM
1 0.32423 0.30075 0.20125 0.29900 0.31083
2 0.45227 0.44390 0.29900 0.34963 0.47530
3 0.47919 0.46135 0.34788 0.42120 0.44531
4 0.30981 0.28155 0.25187 0.37232 0.28115
5 0.34862 0.31122 0.29726 0.46135 0.31028
6 0.46773 0.44215 0.38978 0.47008 0.43216
7 0.48870 0.46135 0.41247 0.53117 0.47154
8 0.60782 0.59227 0.45262 0.63242 0.58996
9 0.50983 0.47182 0.39152 0.44040 0.46895
10 0.62298 0.62369 0.41072 0.60274 0.61373
11 0.71830 0.69117 0.45262 0.63242 0.69178
12 0.56083 0.53292 0.42294 0.50150 0.52230
13 0.46879 0.40440 0.38987 0.41702 0.48980
14 0.37078 0.34963 0.32170 0.31122 0.39675
15 0.35904 0.33042 0.30250 0.35137 0.38570
16 0.47221 0.44215 0.35486 0.42294 0.44235
17 0.53184 0.51022 0.45087 0.52420 0.55686
18 0.63905 0.59052 0.47182 0.56259 0.58530
19 0.53214 0.54339 0.41945 0.53117 0.54338
20 0.44307 0.45262 0.29900 0.40199 0.46280

Table 4: Error comparison

Method Mean square error Mean absolute error
Method of this paper 0.0005 0.0209
PSO-LSTM 0.0174 0.1201
LSTM 0.0008 0.0210
IAFSA-LSTM 0.0053 0.0478

prediction results of this method have fewer changes, the
minimum error and higher accuracy.

5 Conclusions

Aiming at solving the problem of the Industrial Inter-
net security situation prediction, this paper put forward
an Industrial Internet security situation prediction algo-
rithm based on the NDPSO-IAFSA-LSTM neural net-
work. Two swarm intelligence algorithms are used to
optimize the LSTM neural network and establish the cor-
responding prediction model. The hybrid algorithm com-
bines the advantages of the improved artificial fish swarm
algorithm in global optimization capability and high opti-
mization accuracy with the advantages of particle swarm
algorithm in local optimization ability and quick conver-
gence speed so that the two algorithms complement each
other and fill the defects between each other. To solve
the problem of insufficient memory and gradient disap-
pearance of RNN; The LSTM neural network with gating
structure is used to control the ratio of input informa-
tion to current stored information, and the gradient disap-
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Figure 5: Comparison of prediction results of Industrial
Internet security situation

pears. LSTM is specially designed to solve the long-term
problems. All RNNs have a chain form of repetitive neu-
ral network modules. In the standard RNN, the repeating
structure module has only a very simple structure, such
as tanh layer. In order to solve the problem of difficult se-
lection of the LSTM network parameters and easy to fall
into local optimization, the particle swarm optimization
algorithm is added to the network training. At the same
time, in order to solve the problem that the particle swarm
optimization algorithm is easy to fall into local extreme
value, it is improved, which can effectively realize the op-
timization of the LSTM network parameters, quickly real-
ize the global optimization, reduce the training time and
improve the efficiency. Finally, four prediction algorithms
are analysed and compared through experiments. The ex-
perimental results show that the prediction method pro-
posed in this paper is basically consistent with the actual
trend of the Industrial Internet security situation, and the
prediction accuracy is better than the comparison algo-
rithms. It can more quickly, accurately and effectively
forecast the variable trend of the Industrial Internet secu-
rity situation in the future for a period of time, and it has
achieved good results in the field of situation prediction,
but the disadvantage is that the simulation experiment is
only carried out in the virtual environment, It was not
tested in the true Industrial Internet environment. The
focus of future research work is to conduct experiments
in the real Internet environment to analyze and verify the
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feasibility and effectiveness of this method.
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Abstract

Situation prediction plays an important role in achiev-
ing network security. This paper mainly studied ma-
chine learning algorithms and selected the long short-
term LSTM method for parameter optimization. The
optimization effects of the improved particle swarm op-
timization (IPSO), adaptive chaos particle swarm opti-
mization (APSO), and quantum particle swarm optimiza-
tion (QPSO) were compared. The IPSO-LSTM, APSO-
LSTM, and QPSO-LSTM methods were established and
applied to situational predictions. It was found that the
LSTM algorithm had a better prediction effect compared
with the other machine learning algorithms, such as the
support vector machine (SVM). Furthermore, the train-
ing time of the QPSO-LSTM algorithm was the shortest,
26.77 s, 27.24% shorter than the LSTM algorithm. More-
over, only one out of 28 samples was wrongly predicted
by the QPSO-LSTM algorithm, and its RMSE, MAPE,
and MAE were 0.13, 0.01, and 0.05, respectively, all of
which were smaller than those of the other PSO methods.
The experimental results demonstrate the advantages of
the QPSO-LSTM algorithm in situation prediction. The
QPSO-LSTM algorithm can be further applied in real net-
works.

Keywords: Machine Learning; Network Security; Param-
eter Optimization; Situation Prediction

1 Introduction

With the continuous development of the Internet, the
scope of network coverage has been expanded, and the
emergence of online payment and online shopping has
brought convenience and efficiency to all walks of life.
However, network security issues have also been seri-
ously challenged [9] as the number of malicious pro-

grams and security vulnerabilities continues to grow.
Some traditional network security methods, such as fire-
walls and intrusion detection [19], are effective and have
limitations when dealing with large-scale, unknown at-
tacks [12]. Therefore, Network Security Situational
Awareness (NSSA) technology has emerged, a method
that can predict future trends by assessing the current
state [3], so that defenses can be deployed in advance to
mitigate the harm of network attacks. Network security
situational prediction (NSSP) is an important element in
NSSA [8] and the key to solving network security prob-
lems [6], which has received extensive attention from re-
searchers [16].

Tang et al. [13] designed an adaptive cloud improved
genetic algorithm optimization extreme learning machine
(CGA-ELM) method and found through simulation ex-
periments that the prediction accuracy and convergence
speed of the CGA-ELM method was improved by 4.9%
and 64.28%, respectively, compared to the traditional
GA-ELM method. Li et al. [5] optimized the radial basis
function (RBF) neural network with an improved compre-
hensive learning particle swarm optimization (PSO) algo-
rithm and found through experiments that the method
had better accuracy and efficiency, suggesting more ex-
cellent prediction performance.

Wei et al. [18] extracted features from original sequen-
tial networks and then trained the recurrent neural net-
work (RNN) with these features. The method performed
well in prediction although it required more training time.
Lin et al. [7] used a vulnerability prediction algorithm
to predict the number of future vulnerabilities and com-
bined it with a Bayesian attack graph to predict the subse-
quent attacks. They found through experiments that the
method could accurate predictions of attacks. This paper
focused on the long short-term memory (LSTM) method
in machine learning, optimized its parameters using PSO,
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and compared the performance of different PSO improve-
ment methods. This work provides theoretical support
for achieving accurate situation prediction.

2 Machine Learning-Based Situa-
tion Prediction Algorithm

Situation prediction is the ultimate goal of NSSA, which
is a complex problem. Predicting the future network state
can help network managers to prepare more fully for pos-
sible threats and take corresponding defensive measures
in time [4]. Situation prediction means predicting future
trends by analyzing historical data. Traditional meth-
ods for situation prediction include autoregressive mod-
els, etc., but these methods are poor in processing nonlin-
ear data, resulting in low prediction accuracy. With the
development of machine learning algorithms, algorithms
such as SVM and neural networks have been applied in
NSSP [20]. Neural networks have good self-learning abil-
ity so it can deal with nonlinear and time-varying data
better. The commonly used networks include LSTM net-
work and RBF neural network [14]. The LSTM algorithm
has a wide range of applications in data prediction [15],
and it can effectively process large-scale data; therefore,
this paper focuses on the study of LSTM applications in
NSSP.

LSTM is a special RNN structure that enables the net-
work to have memory function through the gate structure.
Suppose the input layer of the LSTM is (x1, x2, · · · , xT )
and the hidden layer is (h1, h2, · · · , hT ). Then, the LSTM
at time t is written as: ft = σ(wf [ht−1, xt] + bf ), where
σ is the sigmoid activation function, ht−1 is the output
of the previous layer, and wf and bf are the weights and
biases of the forgetting gate. The result is [0, 1], where
0 stands for completely discarded and 1 stands for com-
pletely retained.

Then, the input gates are used to determine which in-
formation needs to be stored. First, input gate it is up-
dated: it = σ(wi[ht−1, xt] + bi). Then, new cell state Ct

is calculated:

C̃t = tanh(wc · [ht−1, xt] + bc),

Ct = ft ⋆ Ct−1 + it ⋆ C̃t,

where Ct−1 is the memory of the previous moment. Fi-
nally, the final result of the LSTM is obtained by the
output gate:

ot = σ(wo · [ht−1, xt] + bo),

ht = ot ⋆ tanh(Ct).

3 Improvement of LSTM by Pa-
rameter Optimization Method

In the training process, the LSTM involves many pa-
rameters. In order to further improve the prediction

performance, the LSTM can be improved by means of
parameter optimization, and the commonly used algo-
rithms include genetic algorithm (GA), ant colony algo-
rithm (ACO), and so on [11]. The PSO algorithm is a
simple and stable optimization algorithm that has shown
good applications in different fields [1] and is also a com-
mon method for parameter optimization of neural net-
works. Therefore, the LSTM is improved using the PSO
algorithm.

In a J-dimensional search space, the population con-
sists of particles. Let the number of iterations be k and
the total number of particles be I. The velocity of every
particle is: V k

i,J = [V k
i,1, V

k
i,2, · · · , V k

i,J ], and the position

is: Xk
i,J = [Xk

i,1, X
k
i,2, · · · , Xk

i,J ]. During the motion of

the particles, let its individual optimally position be pki,J
and the best position of the population be gkJ . The parti-
cle’s update equation is:

V k+1
i,j = WV k

i,j + c1r1(p
k
i,j −Xk

i,j) + c2r2(g
k
j −Xk

i,j),

Xk+1
i,j = Xk

i,j + V k+1
i,j ,

where W is the inertia weight, c1 and c2 are learning
factors, and r1 and r2 are the random numbers in (0,1).

The PSO algorithm is prone to deviate from the opti-
mal solution and fall into local optimum in the iterative
process; therefore, in order to further improve the effec-
tiveness of the PSO algorithm for LSTM parameter opti-
mization, several optimized PSO methods are selected.

1) Improved PSO (IPSO): the values of c1, c2, and W
are improved. Based on the trigonometric function,
the values of c1 and c2 are improved:

c1 = c10 cos(π
k

kmax
) + c11,

c2 = −c20 cos(π
k

kmax
) + c21,

where kmax is the maximum number of iterations.
c10 = c20 = 1, and c11 = c21 = 1.5. Based on lin-
ear differential decrement strategy, the value of W
improved:

Wk = Wmax − Wmax −Wmin

(k2max

· k2,

where Wmax and Wmin are the maximum and mini-
mum values of W .

2) Adaptive PSO (APSO): Let c1 and c2 adjust adap-
tively according to the distance between pki,J and gkJ .
The corresponding equations are:

c1 =
1

(1 + exp(−(pki,j −Xk
i,j))

,

c2 =
1

(1 + exp(−(gkj −Xk
i,j))

.

The adaptive adjustment of W is realized based on
the cosine function. The equation is:

Wk = Wmin + (Wmax −Wmin) · cos(
π

2
· k

kmax
)
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where Wmax and Wmin are the maximum and mini-
mum values of W .

3) Quantum PSO (QPSO): The particle velocity is re-
moved from the PSO. It is considered that every par-
ticle has a quantum state. For population I, the up-
date formula for its particle position is:

Xk+1
i,j = pi ± γ|Ibest −Xk

i,j | ln(
1

r
),

pi = φpki,j + (1− φ)gkj ,

Ibest =
1

N

i∑
i=1

pki,j ,

where Ibest refers to the average value of the historical
best positions of the particles, φ and r are uniformly
distributed values in (0,1), and γ is the innovation
parameter, which is generally not greater than 1. In
the QPSO, the particle velocity is no longer calcu-
lated. The particle position is updated according to
the above formula during particle update until the
maximum number of iterations or the global opti-
mum is reached.

4 Results and Analysis

The experiment was conducted on a Windows 10 op-
erating system with Intel(R) Core(TM) i7-10510U as
the core processor. Python 3.7 was used for test-
ing. The experimental data were obtained from the Na-
tional Computer Network Emergency Response Technical
Team/Coordination Center of China (CNCERT/CC), in
which the Weekly Report of Network Security Informa-
tion and Dynamics classifies the situation into five cate-
gories: excellent, good, medium, poor, and critical. They
were converted into 5-1, i.e., excellent = 5, good = 4,
medium = 3, poor = 2, and critical = 1. The data from
the first issue of 2019 to the 52nd issue of 2021 were se-
lected as the training samples (52 issues every year). The
data of issue 1-28 in 2022 were used for testing. The ex-
perimental data are shown in Table 1.

The data in Table 1 were normalized according to yi =
2× xi−xmin

xmax−xmin
− 1 and mapped to the interval of [-1,1] to

accelerate the convergence of the neural network.

According to different parameter optimization meth-
ods, the parameters of the LSTM were optimized to
obtain three NSSP methods, PSO-LSTM, IPSO-LSTM,
APSO-LSTM, and QPSO-LSTM. The indexes for eval-
uating the prediction performance of the methods are
shown below.

1) Root mean square error (RMSE): RMSE =√
1
N

∑N
i=1(y

′
i − yi)2;

2) Mean absolute percentage error (MAPE): MAPE =
1
N

∑N
i=1

|y′
i−yi|
yi

;

Figure 1: Training time of different NSSP methods

3) Mean absolute error (MAE): MAE = 1
N

∑N
i=1 |y′i −

yi|.

In the equations, N is the number of samples, y′i is the true
value, and yi is the predicted value. First, the prediction
results of the LSTM method were compared with several
other machine learning methods: the support vector ma-
chine (SVM) [10], the radial basis function (RBF) neural
network [2], and the recurrent neural network (RNN) [17].
The results are demonstrated in Table 2.

It was seen from Table 1 that the RMSE of the LSTM
algorithm was 4.27, which was 83.22% smaller than the
SVM algorithm, 77.96% smaller than the RBF neural net-
work, and 66.8% smaller than the RNN algorithm. It in-
dicated that the prediction result of the SVM algorithm
had the largest error with the actual value in the situa-
tion prediction. Moreover, the MAPE and MAE values
were high in the SVM method, while the RMSE, MAPE,
and MAE of the LSTM algorithm were the lowest among
the four methods, which indicated that LSTM algorithm
performed best in situation prediction among these ma-
chine learning methods. The results proved the reliability
of the LSTM algorithm in solving the NSSP problem.

Then, the training speed of several LSTM methods was
compared, as shown in Figure 1.

It was observed from Figure 1 that the training time
of the LSTM algorithm was 36.79 s. After parame-
ter optimization, the training time of the LSTM meth-
ods were reduced, which indicated that the parameter
optimization did not increase the training time of the
LSTM algorithm but improved the efficiency of computa-
tion. After PSO optimization, the training time of the
PSO-LSTM algorithm was 5.46% shorter than that of
the LSTM algorithm. The comparison of these LSTM
methods demonstrated that the QPSO-LSTM algorithm
had the shortest training time, 26.77s, which was 27.24%
shorter than the LSTM algorithm, 23.03% shorter than
the PSO-LSTM algorithm, and smaller than IPSO- and
APSO-optimized LSTM algorithms. These results sug-
gested the that QPSO-LSTM algorithm had the great-
est advantage in training speed. The situation predic-
tion results of the LSTM algorithm and the parameter-
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Table 1: Experimental data

Sample number 2019.1 2019.2 2019.3 2019.4 2019.5 · · · 2022.26 2022.27 2022.28
Number of hosts infected
with network viruses in the
territory/million

20.1 19.2 21.1 23.6 23.3 · · · 6266.5 3319.7 2681.0

Total number of websites
tampered with in the terri-
tory/n

669 690 638 701 318 · · · 1835 693 2381

Total number of websites im-
planted with back doors in
the territory/n

553 805 561 600 424 · · · 670 662 601

Number of counterfeit pages
against domestic websites/n

2940 3634 1718 1260 320 · · · 13001 9711 746

Number of new information
security vulnerabilities/n

138 225 375 177 205 · · · 383 439 385

Security situation 4 4 4 4 5 · · · 4 4 4

Table 2: Comparison of prediction results between different machine learning methods

RMSE MAPE MAE

SVM 25.44 0.42 24.33
RBF Neural Network 19.37 0.35 18.42

RNN 12.86 0.21 12.45
LSTM 4.27 0.05 3.53

optimized LSTM methods were compared, and the results
are demonstrated in Table 3.

It was seen from Table 3 that the LSTM algorithm
wrongly predicted six out of the 28 samples. After param-
eter optimization, the prediction performance of the PSO-
LSTM algorithm was improved, and it wrongly predicted
five samples. IPSO-LSTM, APSO-LSTM, and QPSO-
LSTM algorithms wrongly predicted four samples, two
samples, and one sample, respectively, indicating that the
QPSO-LSTM algorithm performed best in situation pre-
diction.

A comparison of the RMSEs between these LSTM
methods is shown in Figure 2.

It was found from Figure 2 that after parameter op-
timization, the RMSE of the PSO-LSTM algorithm was
3.83, which was 10.3% less than the LSTM algorithm, in-
dicating that the optimization of PSO effectively reduced
the error between the predicted and actual values. After
further improvement, the RMSEs of IPSO-LSTM, APSO-
LSTM and QPSO-LSTM algorithms were all further re-
duced, among which, the RMSE of the QPSO-LSTM al-
gorithm was the lowest, 0.13, which was 96.96% less than
the LSTM algorithm. These results verified the reliability
of parameter optimization for QPSO.

The comparison between these LSTM methods in
MAPE is shown in Figure 3.

According to Figure 3, the MAPE of the LSTM al-
gorithm was 0.05. After parameter optimization, the
MAPE of PSO-LSTM was reduced to 0.04, which proved

Figure 2: Comparison of RMSE between different NSSP
methods
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Table 3: Comparison of the situation prediction results between different NSSP methods

Actual results LSTM PSO-LSTM IPSO-LSTM APSO-LSTM QPSO-LSTM

1 Good Excellent Good Good Good Good
2 Good Good Good Good Good Good
3 Good Good Good Good Good Good
4 Good Good Excellent Excellent Good Good
5 Good Good Good Good Good Good
6 Good Good Good Good Good Good
7 Good Difference Good Good Good Good
8 Good Good Good Good Good Good
9 Good Good Medium Good Good Good
10 Good Good Good Excellent Good Good
11 Good Good Good Good Good Good
12 Good Medium Good Good Excellent Excellent
13 Good Good Good Good Good Good
14 Good Good Medium Good Good Good
15 Good Good Good Good Good Good
16 Good Excellent Good Good Good Good
17 Good Good Good Good Good Good
18 Good Good Excellent Good Good Good
19 Good Good Good Good Good Good
20 Good Medium Good Medium Good Good
21 Good Good Good Good Good Good
22 Good Good Good Good Medium Good
23 Good Good Medium Good Good Good
24 Good Good Good Good Good Good
25 Good Good Good Good Good Good
26 Good Medium Good Good Good Good
27 Good Good Good Good Good Good
28 Good Good Good Medium Good Good
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Figure 3: Comparison of MAPE between different NSSP
methods

Figure 4: Comparison of MAE between different NSSP
methods

the reliability of PSO optimization. Among these opti-
mized methods, the QPSO-LSTM algorithm had the low-
est MAPE, 0.01, which was 80% less than the LSTM algo-
rithm and was also significantly lower than PSO-LSTM,
IPSO-LSTM, and APSO-LSTM algorithms. The above
results suggested that optimizing parameters with QPSO
was the most effective and performed best in the situation
prediction.

A comparison of the MAE between these LSTM meth-
ods is shown in Figure 4.

It was observed from Figure 4 that the MAE of the
LSTM algorithm was the highest, reaching 3.53, and after
PSO optimization, the MAE of the PSO-LSTM algorithm
decreased to 2.97, showing a reduction of 15.86%. In com-
parison, the MAE of the first four methods was greater
than 1, and only the MAE of the QPSO-LSTM algorithm
was below 1, only 0.05, which was 98.58% less than the
LSTM algorithm and 98.32% less than the PSO-LSTM
algorithm. These results verified that the QPSO-LSTM
algorithm was excellent in solving the NSSP problem and
could accurately predict the future situation.

5 Conclusion

This paper mainly studied the LSTM method and opti-
mized the parameters of the LSTM algorithm using PSO.
Several improved PSO methods were proposed in order to
further improve the effect of parameter optimization. It
was found through experiments that the LSTM algorithm
was more effective in solving the NSSP problem than the
other machine learning methods. After parameter opti-
mization, the LSTM algorithm had significantly improved
prediction performance. In comparison, the QPSO-LSTM
algorithm had a short training time and only wrongly
predicted one sample, its RMSE, MAPE, and MAE val-
ues were the lowest, and its prediction results had the
smallest errors with the actual values. The QPSO-LSTM
algorithm can be further applied in the actual situation
prediction.
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Abstract

In order to solve the problems of the existing image en-
cryption methods, which can’t effectively resist differen-
tial cryptanalysis, weak robustness, low security, and pri-
vacy, and are easy to tamper with in the process of stor-
age and transmission, an image tamper-proof encryption
scheme based on blockchain and Lorenz hyperchaotic S-
box was proposed. Firstly, the plaintext pixel value of the
original image is extracted, and xor with Lorenz hyper-
chaotic sequence is used to realize a round of diffusion.
Secondly, Lorenz hyperchaotic S-box is used to carry out
two rounds of diffusion on the diffused pixel values to
complete image encryption. Finally, the encrypted image
is converted into a 256-bit ciphertext image hash code.
Finally, the smart contract is used to complete the Inter-
planetary File System (IPFS) storage and tamper-proof
detection of the ciphertext image hash code. Compared
with the existing scheme, the experimental results show
that the proposed scheme not only ensures the security of
image data transmission through the dual tamper-proof
mechanism of on-chain and off-chain so that the attacker
can’t get the accurate original image through ciphertext
image hashes but also realizes the automatic secure stor-
age and tamper detection of ciphertext image information
through a smart contract.

Keywords: Blockchain; Image Encryption; Lorenz Hyper-
chaotic S-box; Smart Contract; Tamper-proof

1 Introduction

With the continuous development of cloud computing and
Internet technology, a wide variety of multimedia data
and information spread rapidly and widely around the
world, which has a huge influence on people’s study, work
and life. In order to save local storage space, users usually
encrypt images and upload them to the cloud. However,
the cloud platform itself has hidden risks and is vulnerable

to external attacks, which make the accidents of losing
user data happened one after another. Therefore, the
security risks (malicious attack, tampering, copying or
malicious use, etc.) of various image data information in
the cloud should not be underestimated.

The secure transmission and privacy protection of dig-
ital images in cyberspace are easy to be challenged, while
the traditional block encryption algorithm is easily at-
tacked by exhaustive method. At present, digital image
encryption algorithms are mainly divided into: encryp-
tion methods based on optical transformation [20], DNA
encoding [3], neural network and cellular automata [25],
cryptography [12], transform domain [18], chaotic sys-
tem [4,13], etc. The cryptographic system based on chaos
can show some excellent characteristics in complexity, se-
curity and computing power. Combined with the flexible,
effective and secure characteristics of S-box algorithm, im-
age encryption can be realized by dynamically scrambling
image pixel values. In addition, the blockchain technol-
ogy can be applied to the field of image privacy protec-
tion to realize the tamper-proof detection of images by
taking advantage of its decentralization, non-tampering-
proof, traceability and other characteristics. Meanwhile,
the blockchain can be used to store ciphertext images
and perform tamper-proof detection of ciphertext images,
which can fully ensure the confidentiality, security and
integrity of image data, and also ensure the security and
privacy of communication and transmission process.

In recent years, in the research of image privacy pro-
tection combining blockchain and chaotic mapping, most
of the image encryption methods used are based on one-
dimensional or high-dimensional hyperchaotic systems,
which are vulnerable to the attack of spatial reconstruc-
tion methods. Moreover, the anti-interference ability of
chaotic sequence preprocessing is poor, which easily leads
to the problem of low image encryption accuracy. In ad-
dition, some algorithms have the problem which diffusion
operation has nothing to do with the original image. It
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leads to slow encryption and decryption speed and neg-
ative impact on security. If the chaotic system based on
continuous time is adopted, the integral operation is re-
quired when the chaotic sequence is generated, and the
computation amount and complexity are high. More-
over, the limited accuracy of the computer may lead to
the short period and poor randomness of the chaotic se-
quence. Therefore, the combination of such encryption
algorithm and the blockchain technology can’t maximize
the advantages of blockchain.

To solve the above problems, an image tamper-proof
encryption scheme based on blockchain and Lorenz hy-
perchaotic S-box is proposed. In this scheme, the Lorenz
hyperchaotic system and S-box are used to encrypt and
decrypt images, and realizes the tamper-proof of the ci-
phertext image off-chain. Blockchain is used as the basic
framework for information storage and tamper detection
of ciphertext images, so as to achieve tamper-proof in the
chain of ciphertext images. The main innovations of this
paper are:

1) An image encryption scheme combining Lorenz hy-
perchaotic and S-box is proposed, which can effec-
tively resist various attacks such as differential at-
tack, plaintext attack, statistical analysis attack, etc.
And it ensures the security of off-chain image data.

2) Blockchain is used to realize the tamper-proof de-
tection of encrypted images. A smart contract algo-
rithm is designed to realize the automatic storage of
ciphertext image hashes (IPFS and blockchain) and
the tamper-proof detection on-chain, so that the im-
age data does not have to face the threat of malicious
servers, and the storage security of ciphertext images
is guaranteed to the maximum extent.

3) A dual tamper-proof detection scheme based on
Lorenz hyperchaotic S-box, image encryption algo-
rithm and blockchain is designed. The security of
image transmission process is effectively guaranteed
through the automatic call of off-chain encryption al-
gorithm and on-chain smart contract.

The rest of the paper is organized as follows: Section 2
summarizes the related research works. Section 3 gives
the related technologies, including hyperchaotic mapping,
construction of S-box and so on. Section 4 provides the
description of the proposed scheme. Section 5 gives the
experimental results and analysis, and compares the per-
formance with different existing schemes. At last, there
is the conclusion in Section 6.

2 Related Works

In recent years, chaotic image encryption has aroused
great interest of researchers. Chaos mapping is usu-
ally iterated according to predefined parameters to gen-
erate a key matrix for image encryption arrangement
and diffusion. For example, Huang et al. [4] and Liu et

al. [13] proposed a scheme of synchronous image encryp-
tion by displacement-diffusion operation, which promotes
the communication between confusion and diffusion, thus
is producing a better security level and higher encryption
efficiency, and effectively resisting common attacks. Lu
et al. [16] proposed an image encryption scheme based on
a new compound chaotic map (Logistic-Sine) and S-box,
which can effectively resist the chosen plaintext attack
and has a good application potential in real-time image
encryption. Pourasad et al. [19] proposed the method
of using two one-dimensional chaotic systems to display
chaotic behaviors to encrypt images, which realized the
simultaneous encryption of images in spatial domain and
frequency domain. It improved the encryption efficiency
and enhanced the encryption strength. Wang et al. [24]
proposed a fast image encryption algorithm based on par-
allel computing system, which uses coupled mapping lat-
tice to randomly generate a sequence of gray scales cale
sequences to change the grayscalescale values and realize
real-time fast encryption. Zhang [28] proposed a fast im-
age encryption algorithm based on lifting transform and
chaos, which is different from the traditional permutation
diffusion structure and has high security, but this algo-
rithm has some defects such as discrete, narrow chaotic
range and incomplete output distribution. The new frac-
tional chaotic map proposed by Talhaoui et al. [22] real-
izes fast image encryption, but it also has the problems
of low iteration speed and unstable chaotic state.

Image encryption methods based on chaos are di-
vided into four aspects: pixel-level chaos [13], bit-level
chaos [14], block-level chaos [8] and S-box chaos [2, 5, 6,
10,16,17,23,26,27]. Because of the complex structure and
large key space of the S-box constructed by chaos theory,
the research on image privacy protection based on the
chaotic S-box construction method is getting hotter and
hotter. For example, Alshammari et al. [2] proposed a
lightweight image encryption system that can be effec-
tively implemented in highly restricted IoT devices. This
system not only has good encryption effect, but also re-
spects the limitation of sensor resources, and can meet
many standards such as memory consumption, execution
time and information entropy. Khan et al. [6] In order to
improve the security of selective encryption of multimedia
(image) data, an S-box selective encryption scheme based
on chaotic equation is designed. Wang et al. [23] proposed
an algorithm to construct S-box based on chaotic mapping
and genetic algorithm, which was realized by changing the
initial value and control parameters of chaotic mapping.
Lin et al. [10] proposed a new image encryption algorithm
based on Lorenz hyperchaotic mapping and RSA. Because
RSA consumes a lot of time and reduces the encryption
speed, it can’t meet the encryption requirements of a large
number of images. Huang et al. [5] proposed a two-way
propagation arrangement framework for symmetric image
encryption using chaos and S-box, which can be used for
scrambling color images and grayscale images of any size,
and has excellent confusion effect and high efficiency. Lu
et al. [17] put forward an S-box design algorithm based
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on compound chaotic system, which uses continuous-time
compound chaotic system to construct S-box, and the S-
box has enough elasticity to different attacks. Zhang et
al. [27]used fractional logic mapping to construct S-box,
which has better randomness and security against com-
mon attacks. Zahid et al. [26] proposed a simple, novel
and dynamic linear trigonometric transformation to es-
tablish a preliminary S-box. Because the transformation
is dynamic in nature, it can produce a powerful S-box
when the parameter value changes slightly.

As a distributed storage scheme, blockchain technology
has obvious advantages in multimedia privacy protection,
such as information tamper-proof, anonymity and net-
work stability. Some centralized services can solve the
privacy leakage problem. Blockchain is used to store ci-
phertext images for tamper-proof detection, which can
ensure the confidentiality, security and integrity of image
data. And it also can ensure the security and privacy
of communication and transmission. For example, Khan
et al. [7] proposed a sensitive image encryption method
based on blockchain in intelligent industry, which can ef-
fectively resist brute force attacks, and is very effective
in preventing data leakage and protecting the privacy of
images. However, it has certain inherent defects in ver-
ifying the admission control authority of users. Acharya
et al. [1] proposed an image encryption scheme based on
blockchain and feedback carrying shift register (FCSR). In
order to limit the use of resources, this scheme uses IPFS
for distributed storage and generates transaction hashes
through blockchain network. Blockchain network guaran-
tees that any tampering in the image will be detected, so
this method has good security. Zhao et al. [29] proposed
a color image encryption technology based on the combi-
nation of chaotic restricted Boltzmann machine (CRBM)
and blockchain. According to Hnon-zigzag, this technol-
ogy firstly arranges rows, then arranges columns, and then
uses CRBM to deploy and replace, finally uses blockchain
framework to detect the tampering of encrypted images
in the transmission stage, which can effectively deal with
various attacks. Li et al. [11] proposed a privacy pro-
tection method for medical images based on blockchain.
The patient’s privacy data was stored on different nodes of
blockchain by using fragmentation technology, and then
the medical images with non-sensitive information, hash
return values and text records were stored on blockchain
by using IPFS technology, which realized the effectiveness
of patient information protection. Li et al. [9] proposed
a new image encryption algorithm based on blockchain
and fingerprint technology, which has good robustness
and can well resist the chosen plaintext attack. Shen
et al. [21] proposed a medical encryption image retrieval
scheme based on blockchain, which transmits requests for
users through intelligent contracts and feeds back the re-
trieval results according to the similarity of images. Liu et
al [15]proposed a distributed access control system based
on blockchain to ensure the security of IoT data, which
only uses blockchain to complete the access control func-
tion. The data is still stored in the cloud, and there is

still a certain security risk.
To sum up, most of the existing image encryption al-

gorithms combine chaotic systems to encrypt images, but
the low-dimensional chaotic systems have low encryption
accuracy and poor anti-interference ability, Also the high-
dimensional hyperchaotic systems are too complex, and
there are still risks in the application of single chaotic en-
cryption in image security. However, the existing S-box
image encryption algorithm cannot effectively resist the
chosen plaintext attack. Its structure is simple and its
security is not high. Therefore, a third-order diffusion
image encryption and decryption algorithm based on S-
box and chaotic mapping is designed, which improves the
current chaotic system’s low sensitivity and low scram-
bling degree. In the design, the traditional scrambling
mode and innovative third-order diffusion are adopted,
which make the encryption method in this paper have
better encryption performance and security. Considering
the overall encryption performance, the dynamic S-box is
generated by exclusive xor of Lorenz sequence by remov-
ing the interference term of chaotic sequence, which makes
the S-box more uniform and better Strict Avalanche cri-
terion (SAC). In addition, in the practical application
of blockchain, the massive storage of data, the burden
brought by the generation and consensus of blocks make
the application of blockchain limited, and it is easy to be
tampered with in the process of uploading to blockchain.
Therefore, the encryption algorithm in this paper com-
bines blockchain and IPFS to realize the secure storage
and tamper-proof detection of ciphertext images, which
ensures the security of images in the interactive process
to the greatest extent.

3 Preliminaries

3.1 Lorenz Hyperchaotic Map

Chaotic systems are often used in encryption and secure
communication because of their unpredictable, ergodic,
pseudo-random behavior and high sensitivity to initial
conditions. Among many proposed chaotic image en-
cryption algorithms, Lorenz system [26] acts as a pseudo-
random number generator to generate chaotic sequences,
and Lorenz system can be expressed as an equation as
shown in Equation (1). ẋ = a(y − x)

ẏ = cx− y − xz
ż = xy − bz

(1)

where x, y, z are system state variables, and a, b, c are con-
trol parameters of the system.

When a = 10, b = 8/3 and c = 28, Lorenz system is in a
chaotic state. However, the Lorenz system has limited di-
mensions, complexity and ergodicity. In order to achieve
better encryption effect, the original Lorenz system needs
to be improved. Introducing the nonlinear controller w
into the equation of Lorenz chaotic system, so that the
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change rate of w is −yz + rw, a new chaotic system will
be produced. And when only a = 10, b = 8/3, c = 28 and
r = −1, the system is called Lorenz hyperchaotic system,
and its equation is shown in Equation (2).

ẋ = a(y − x) + w
ẏ = cx− y − xz
ż = xy − bz
ẇ = −yz + rw

(2)

where x, y, z and w are system state variables, and a, b, c
and r are control parameters of the system.

Figure 1 shows a 3D model of Lorenz hyperchaotic sys-
tem. The blue part in Figure 1(a) represents the trajec-
tory of Lorenz hyperchaos in coordinates x(t), y(t) and
z(t), and the green part is the projection of its trajectory
tox(t). Figure 1(b) represents the trajectory of Lorenz
hyperchaos in coordinates w(t), y(t) and z(t).

(a) The trajectories in x(t), y(t) and z(t)

(b) The trajectory in w(t), y(t) and z(t)

Figure 1: Lorenz 3D model of hyperchaotic system

As can be seen from Figure 1, after long-term oper-
ation, Lorenz hyperchaotic system only moves in a lim-
ited area of 3D space, and the movement of Lorenz hy-
perchaotic system in this area is chaotic. Lorenz hyper-
chaotic system has more complex dynamic characteristics
and higher randomness than low-dimensional chaotic sys-
tem, so it is safer to use Lorenz hyperchaotic system for
image encryption.

3.2 Structure of S-box

The S-box is the only nonlinear component in block cipher
system, which converts the input plaintext block into ci-
phertext block. Generally, the mapping of a m× n S-box

is: {0,1}m→{0,1}n. Most S-box commonly used in cryp-
tography satisfy the condition of n = m. At this time, the
data in the process of encryption and conversion is nei-
ther compressed nor expanded, and S-boxes can realize
complete reversible conversion.

Generally, there are two types of S-box construction
methods: mathematical method and random generation.
Randomly generating constructed dynamic S-boxes can
increase the key space and improve security. Chaotic sys-
tem has good cryptographic characteristics, such as pa-
rameter and initial value sensitivity, pseudorandom, etc.,
which can produce individual more complex dynamic be-
haviors. Using the sequence generated by chaotic system
to construct S-box randomly makes it difficult to predict,
so as to effectively improve the security of S-box construc-
tion.

Most of the existing image encryption algorithms
use chaotic system to encrypt images. Lorenz hyper-
chaotic system has good pseudo-randomness and can ef-
fectively resist plaintext attacks. But low-dimensional
chaotic system has low encryption accuracy and poor anti-
interference ability; high-dimensional hyperchaotic sys-
tem is too complex, and the application of single chaotic
encryption in image security still has risks. Although the
existing S-box image encryption algorithm structure is
simple, it can’t effectively resist the chosen plaintext at-
tack. Therefore, this paper combines Lorenz hyperchaotic
system with S-box to realize a more secure image encryp-
tion algorithm. For grayscale or color images with size
M ×N , the method of constructing Lorenz hyperchaotic
S-box is as follows:

According to the definition of Equation (2), set param-
eters a=10, b=8/3, c=28, r=-1. Set initial values of four
variables x0, y0, z0, w0, through iteration n times, the
chaotic sequence xn, yn, zn, wn is obtained. xn=[x(i)],
yn =[y(i)], zn =[z(i)], wn =[w(i)]. The chaotic sequence
xn, yn, zn, wn is converted into an 8-bit integer sequence
X(i), Y (i), Z(i), W (i), by Equation (3), which is denoted
as X,Y, Z,W .

F (i) = mod(floor((|f(i)| × 106−
floor(|f(i)| × 106))× 103), 256)

(3)

where floor(a) is to round a to the nearest integer less
than or equal to a. The value of mod(x, y) is the remain-
der when x is divided by y, L = M ×N , i = 1, 2, ..., L.

Use the sequence X and Z for exclusive or operation to
obtain the sequence S: S=X ⊕ Z; 256 different numbers
are randomly selected from the elements of S to form an
S-box with a size of 16×16, and S = [s(1), s(2), ..., s(256)].
The Lorenz hyperchaotic S-box has high security because
the S-box generated every time is random, and the S-box
generated every time from the same original image is also
different.

As shown in Table 1, an example S-box with the size
of 16 × 16 is constructed by Lorenz hyperchaotic S-box
when the parameters are a=10, b=8/3, c=28, r=-1 and
L=262144.
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Table 1: The proposed new S-Box

i/j 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 91 84 187 21 120 66 156 129 198 236 223 210 136 45 147 67
2 5 228 22 100 58 34 82 105 170 154 199 125 220 20 55 181
3 222 193 254 177 251 139 132 12 231 225 150 28 180 83 89 77
4 238 111 196 207 173 38 143 128 176 88 145 151 148 134 3 123
5 221 54 10 32 244 102 226 114 217 138 188 135 96 234 169 52
6 46 117 73 230 213 195 124 44 142 160 19 18 69 103 233 168
7 90 200 178 133 179 249 64 243 201 56 112 106 155 35 110 95
8 7 157 97 31 161 4 122 70 174 41 91 172 1 204 186 183
9 164 80 205 141 159 17 11 60 92 158 107 40 85 115 229 167
10 192 93 185 86 255 146 0 239 203 162 13 68 6 214 37 2
11 48 182 25 30 74 8 57 53 152 219 39 130 59 119 165 81
12 246 113 197 212 235 208 237 109 9 72 116 36 171 61 189 227
13 184 65 47 209 29 75 78 23 240 242 51 250 98 14 166 71
14 32 121 175 144 202 27 215 153 194 79 118 140 245 101 216 126
15 43 108 87 104 42 16 49 15 76 218 241 63 131 211 26 24
16 224 149 127 252 99 139 62 206 50 253 248 190 247 33 163 94

3.3 SHA-256 Algorithm

SHA-256 hash function [29] is a method to create small
digital ”fingerprints” from any type of data. For messages
with a length less than 264 bits, SHA-256 algorithm will
generate a 256-bit hash called message digest. This sum-
mary is equivalent to an array with a length of 32 bytes,
which is usually represented by a hexadecimal string with
a length of 64.

The ciphertext generated from the encrypted image is
decomposed into n blocks, so the whole algorithm needs to
complete n iterations, and the result of n iterations is the
final hash code. Figure 2 shows the process of converting
ciphertext into hash code.

Figure 2: The ciphertext conversion to hash code

The components of SHA-256 include constant initial-
ization, information preprocessing and logical operation.

Constant initialization: the SHA-256 algorithm uses 8
initial hash values and 64 hash constants. These initial
hash values are derived from the first 32 bits of the deci-
mal part of the square root of the first 8 prime numbers
in the natural number. The 64 hash constants are derived

from the first 32 bits of the decimal part of the cube root
of the first 64 prime numbers in natural numbers.

Information preprocessing: the preprocessing phase of
SHA-256 algorithm includes message filling, message sep-
aration and hash initial value setting, so that the whole
message meets the specified structure. The preprocess-
ing of information is divided into two steps: additional
padding bits and additional length value.

Step 1. Additional padding bits. Fill in the end of the
message so that the remainder of the message length
after 512 modulo is 448.

Step 2. Additional length value. The additional length
value is to add the length information of the origi-
nal data (the message before Step 1 filling) to the
message that has been filled.

Logical operation: all operations involved in SHA-256
hash function are logical bit operations. In the hash cal-
culation stage, the hash function is used to combine the
data blocks to be processed and related constants, and
perform multiple iterations to generate a series of hash
values until all data blocks are processed.

3.4 IPFS Blockchain Storage

IPFS is the InterPlanetary File System, which is a dis-
tributed network transmission protocol for storing and
sharing files. Blockchain is a distributed database and
shared ledger. Blockchain was born to achieve decentral-
ization, reach a consensus without a central organization,
and jointly maintain an account book. Its design moti-
vation is not for high efficiency, low energy consumption
or scalability (if high efficiency, low energy consumption
and scalability are pursued, centralized program may be
a better choice). IPFS works together with blockchain,
which can supplement two major defects of blockchain:
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1) Blockchain has low storage efficiency and high cost. 2)
Cross-chain requires cooperation among all chains, which
is difficult to coordinate.

Usually, when uploading data by blockchain, it is
widely adopted that only the hash value is stored in
blockchain, and the information needed to be stored is
stored in centralized database. In this way, storage has
become a short board in decentralized applications and
a weak link in the network. However, the emergence of
IPFS puts forward a solution: using IPFS to store file
data, and placing the only permanently available IPFS
address in the blockchain transaction, without having to
put the data itself in the blockchain. Figure 3 shows the
process of data storage under the cooperation of IPFS and
blockchain. It can be seen from the figure that with the
combination of IPFS and blockchain greatly reduces the
storage cost and improves the storage efficiency by using
IPFS to process a large number of files, and storing the
constant and permanent IPFS index into the blockchain.

Figure 3: IPFS and data storage process

4 The Proposed Scheme

4.1 System Model

Figure 4 shows the system model of image tamper-proof
encryption scheme based on blockchain and Lorenz hyper-
chaotic S-box. By combining Lorenz hyperchaotic and S-
box image encryption scheme, the off-chain tamper-proof
protection of images is realized, and the ciphertext image
hash is automatically stored and tampered by intelligent
contract. Dual tamper-proof detection ensures the secu-
rity of image data to the greatest extent.

As shown in Figure 4, the proposed scheme firstly en-
crypts the original image, generates the corresponding ci-
phertext image hash by SHA-256 algorithm, then uploads
the hash value to the blockchain, automatically stores the
ciphertext image hash to IPFS by calling smart contract,
and returns the storage address of IPFS (ipfs hash) and
stores it in the blockchain. After the storage is completed,
the smart contract shows that the transaction is success-
fully uploaded. When tampering is detected, the smart

contract calls ipfs hash to obtain the ciphertext image
hash code stored in IPFS, and compares it with the ci-
phertext image hash to be detected. If there is no tamper-
ing, it can be decrypted according to the corresponding
image decryption algorithm.

4.2 Lorenz Hyperchaotic S-box Image
Encryption

Figure 5 is the processing flow chart of image encryption
algorithm based on Lorenz hyperchaotic S-box.

As shown in Figure 5, the image encryption algorithm
based on Lorenz hyperchaotic S-box is mainly divided into
three parts:

1) Generation of chaotic sequences:

Step 1. According to the definition of Lorenz hy-
perchaotic system in Equation (2), set the
parametersa=10, b=8/3, c=28, r=-1. Set the
initial values of four variables x0, y0, z0, w0, and
use the above Lorenz hyperchaotic system to it-
erate n times to obtain the chaotic sequences
xn, yn, zn, wn.

Step 2. According to Equation (3), the chaotic se-
quence xn, yn, zn, wn is converted into an 8-bit
integer sequence X,Y, Z,W .

Step 3. Using sequence Y and W to perform XOR
operation to obtain chaotic sequence T : T=Y ⊕
W , where T=[t(1), t(2), ..., t(256)].

2) Generation of S-box:

Step 1. Using sequence X and Z to perform XOR
operation to obtain chaotic sequence S: S=X⊕
Z.

Step 2. 256 different numbers are randomly selected
from the elements of Sto form an S-box of size
16× 16, S=[s(1), s(2), ..., s(256)].

3) Generating an encrypted image according to the im-
age encryption algorithm based on Lorenz hyper-
chaotic S-box:

Step 1. Input the original image I with size
M × N , The plaintext pixel values are ex-
tracted, and its two-dimensional matrix is con-
verted into one-dimensional pixel sequence P ,
P=[p(1), p(2), ..., p(L)].

Step 2. The ciphertext pixel value sequence
P

′
=[p

′
(i)] is generated by a round of diffusion

operation between P and chaotic sequence T .
When i=1, p

′
(1)=mod(p(1) + t(1) + skey, 256).

When i = 2, 3, ..., L, calculate p
′
(i) as shown in

Equation (4), where p(i) is the i-th pixel value
of the plaintext image, p

′
(i) is the i-th pixel

value of the ciphertext after XOR encryption,
skey is a new parameter used as a key, mod is
a modular division operation.

p′(i) = mod(p(i) + t(i) + p′(i− 1), 256) (4)
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Figure 4: Image tamper-proof encryption system model based on blockchain

Figure 5: Flow chart of image encryption processing based on Lorenz hyperchaotic S-box

Step 3. The generated ciphertext pixel value se-
quence P ′ is mapped by Lorenz hyperchaotic
S-box to realize two rounds of diffusion, when
i=L, c(L) = mod(p′(L) + s(j) + skey, 256),

where j = double(p′(L))+1, when i=L−1, ..., 1,
the encryption formula is shown in Equation (5)
to obtain the ciphertext image pixel sequence
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C=[c(i)]. Where j=double(p(i)) + 1.

c(i) = mod(p′(i) + s(j) + c(i+ 1), 256) (5)

Step 4. After all password pixel values are de-
termined, convert the one-dimensional cipher-
text image pixel value sequence C into a two-
dimensional matrix to obtain the encrypted im-
age I ′.

The operation step of decryption is the reverse pro-
cess of the above encryption operation. First, obtain the
tampered ciphertext image hash from the smart contract,
then use SHA-256 algorithm to restore the ciphertext im-
age to the encrypted image, and finally decrypt the de-
crypted image by using the reverse process of encryption
operation steps.

4.3 Dual Tamper-proof Detection of Im-
age

The image dual tamper-proof based on blockchain and
Lorenz hyperchaotic S-box is mainly divided into two
parts: on-chain and off-chain. Off-chain tamper-proof
ensures that ciphertext images can effectively resist at-
tacks such as differential cryptanalysis, chosen plaintext
attack, statistical attack and noise attack during trans-
mission through image encryption algorithm, and ensures
that images are not tampered during transmission to the
greatest extent. On-chain tamper-proof realizes the se-
cure storage and tamper detection of ciphertext images
through the tamper-proof characteristics of blockchain it-
self and the deployed smart contract.

When sending a transaction to the blockchain, if the
trigger conditions of the smart contract are met, the pre-
set logic will be automatically executed. When the veri-
fication nodes reach a consensus, the smart contract will
be successfully executed. Because the smart contract will
be triggered automatically, there is no need for the image
service provider to always provide the service online. the
user does not need to face the threat of malicious servers
directly, and the fairness of the transaction among the
image service provider, image users and image owners is
guaranteed. In this paper, tamper-proof smart contract
is used to store ciphertext image information and detect
tampering.

The implementation steps of the tamper-proof smart
contract are as follows: firstly, the ciphertext image hash
is stored in the array imghash, and the smart contract is
called to upload it to IPFS and blockchain respectively;
Then the Get() function is used to call the hash of the
ciphertext image to be detected and the corresponding
hash of the ciphertext image stored in IPFS to calculate
the similarity. When the calculated Hamming distance is
greater than 0, the image data is tampered with; When
the Hamming distance is 0, the image data has not been
tampered with. The calculation method of Hamming dis-

tance is shown in Equation (6).

H(dp, dq) =

L∑
i=1

|dqi − dpi| , L ∈ [0, 255] (6)

where H(dp, dq) indicates the Hamming distance between
the image data to be queried and the image data stored
in IPFS, and dp is the hash value of the ciphertext image
to be detected.

The implementation process of tamper-proof smart
contract is shown in Algorithm 1.

Algorithm 1 Tamper-proof smart contract

Input: Ciphertext image hash enchash, Data to be
detected dp

Output: Tamper detection result
1: Initialization Array imghash, Number of images m,

Hamming distance sum, IPFS address array ipf-
sHash

2: for i→m do
3: Upload enchash to imghash[i];

Save imghash[i] into IPFS;
Return memory address ipfsHash[i];
Store ipfsHash[i] to Ethereum;
ipfsHash[i] was successfully packaged into blocks.

4: for j→m do
5: Input hash of data to be detected dp;

Get the corresponding ciphertext image hash
imghash[j] on the IPFS according to ipf-
sHash[j] on the ethereum.

6: end for
7: if dp!=imghash[i] then
8: sum += 1;
9: end if

10: end for
11: if sum==0 then
12: The data has not been tampered with, and return

dp;
13: else
14: The data has been tampered with, return False;
15: end if
16: RESET sum=0;

5 Experimental Results and Anal-
ysis

The experimental images are selected from the USC-SIPI
test image database. Experimental hardware environ-
ment CPU: Intel(R) Core(TM) i7-1165G7 @ 2.80GHz,
Display Card: Intel(R) Iris(R) Xe Graphics, Memory:
16GB. Build Ethereum private blockchain network on
Ubuntu, the smart contract is written in solidity lan-
guage, and the image encryption programming language
is Python.
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5.1 Analysis of Tamper-proof Perfor-
mance of External Image

5.1.1 Comparison of Encryption and Decryption
Effects

In order to demonstrate the universality of the algorithm,
Lena color with a size of 512× 512 and Lena gray with a
size of 256×256 are selected as standard test images in the
experiment. Figure 6 shows the image encryption result
and the decrypted result after extracting the ciphertext
image from the blockchain.

As can be seen from Figure 6, the encrypted image
is completely confused and unrecognizable, and the de-
crypted image is no different from the original image.
Therefore, the encryption effect achieved by the proposed
encryption scheme is feasible.

5.1.2 Encryption and Decryption Efficiency
Analysis

Encryption speed is very important for the practicability
of image encryption algorithm. Table 2 shows the average
encryption and decryption time data of images of different
sizes, colors and gray scales.

As can be seen from Table 2, the improved image en-
cryption algorithm in this paper has a fast encryption
speed, and it takes an average of 1.216s to encrypt a
256× 256 color image and 2.479s to encrypt a 512× 512
color image. Figure 7 is a line chart showing the time-
consuming encryption and decryption of color Lena im-
ages with different sizes.

It can be seen from the chart that the encryption time
increases with the increase of image size. With the in-
crease of image size and features, the generated image
matrix becomes larger, and the corresponding calculation
of diffusion process will also become time-consuming. If
the code is further optimized, the speed will be further
improved.

5.1.3 Statistical Attack Analysis

1) Histogram analysis
The ideal encrypted image histogram usually has a
uniform frequency distribution and does not provide
any useful statistics to the attacker [19,22]. For high
security image encryption algorithm, the encrypted
image must have uniformly distributed histogram.
Figure 8 shows the histogram analysis results of
Lena color and Lena gray images respectively.

As can be seen from Figure 8, the plaintext image
histogram is not uniform, while the encrypted image
histogram is almost flat as the distribution of random
data. Therefore, the encryption scheme completely
hides the pixel distribution information of the origi-
nal image and can resist statistical attacks.

2) Correlation analysis
High-security encryption algorithms must destroy

the correlation between adjacent pixels in the im-
age [22]. The correlation coefficient is an indicator
to measure the correlation between adjacent pixels.
The smaller the absolute value of the correlation co-
efficient is, the lower the correlation between adja-
cent pixels is. The coefficient of correlation adjacent
pixels γxy is calculated as follows:

γxy =
Conv(x, y)√
D(x)

√
D(y)

where,

Conv(x, y) =
1

n

n∑
i=1

[xi − E(x)][yi − E(y)]

D(x) =
1

n

n∑
i=1

[xi − E(x)]
2

E(x) =
1

n

n∑
i=1

xi

where x, y represents the values of two adjacent pixels
randomly selected in horizontal, vertical and diago-
nal directions, n represents the logarithm of adjacent
pixels randomly selected, and γxy is the correlation
coefficient between the original image and its corre-
sponding cryptographic image.

In this paper, 3000 pairs of adjacent pixels were ran-
domly selected to calculate the correlation coefficient
of the encrypted image as shown in Figure 9 from
the pixel pairs along a certain direction (horizontal,
vertical or diagonal).

As can be seen from Figure 9, the pixel points of
the encrypted image are evenly distributed, and the
correlation between adjacent pixels of the cipher im-
age is much lower than that of the ordinary image.
Therefore, the proposed encryption scheme has good
performance in resisting statistical analysis attacks.

3) Information entropy analysis
Information entropy [24] is a common indicator to
judge the randomness of information sources. The
calculation of information entropy is shown in Equa-
tion (7):

H(s) = −
L∑

i=1

P (si)log2P (si) (7)

where si is the grayscale value of pixel, P (si) repre-
sents the probability of occurrence of si. If P (si) =
1/2n, then the information source is completely ran-
dom. The ideal value of information entropy is
8. The information entropy of an encrypted image
should be as close to 8 as possible. Table 3 shows
the comparison results of entropy of encrypted im-
ages between the proposed scheme and the existing
scheme [1,10,16,24,29].



International Journal of Network Security, Vol.25, No.2, PP.252-266, Mar. 2023 (DOI: 10.6633/IJNS.202303 25(2).08) 261

(a) Original image (b) Encrypted image (c) Decrypted image

(d) Original image (e) Encrypted image (f) Decrypted image

Figure 6: Encryption and decryption results of Lena color and Lena gray images

Table 2: encryption and decryption time

Image Camrea gray Lena gray Lena color Lena gray Lena color
Size 225× 225 256× 256 256× 256 512× 512 512× 512

Encryption time(s) 0.6721 0.7305 1.2159 1.7164 2.4792
Decryption time(s) 0.6982 0.8129 1.2327 1.8026 2.5307

Figure 7: Encryption and decryption time analysis

Table 3: Information entropy analysis

Schemes Lena gray
Lena color

R G B
Proposed 7.9975 7.9993 7.9994 7.9993
Ref. [24] 7.9027 7.9994 7.9993 7.9993
Ref. [10] - 7.9993 7.9993 7.9994
Ref. [29] - 7.9921 7.9917 7.9972
Ref. [16] 7.9971 - - -
Ref. [1] 7.9986 - - -

As can be seen from Table 3, the entropy value of
the proposed scheme is very close to the ideal value
8, with good randomness. Therefore, the proposed
scheme has stronger resistance to entropy-based at-
tacks.

4) PSNR analysis
The Peak Signal to Noise Ratio (PSNR) [5] mainly

examines the errors between corresponding pixels, it
can be used to measure the quality of encryption.
Given the size of the encrypted image I and the orig-
inal image I′ of M×N , the mean square error (MSE)
is defined as shown in Equation (8). The PSNR cal-
culation formula is shown in Equation (9).

MSE =
1

M ×N

M∑
i=1

N∑
j=1

(I(i, j)− I ′(i, j))
2

(8)

PSNR = 10log10
(2n − 1)

2

MSE
(9)

whereM andN represent the width and height of the
image respectively, and n represents the pixel num-
ber. The larger the PSNR value, the smaller the dis-
tortion, the smaller the gap between the two images,
and the worse the encryption effect.

Table 4 shows the compares the PSNR value of the
proposed scheme with that of the existing encryption
scheme [5,28].

Table 4: Comparison of PSNR values

Schemes Lena color Lena gray
Proposed 7.8892 9.2053
Ref. [5] 8.6234 9.5399
Ref. [28] - 9.5301

As can be seen from Table 4, the PSNR value of
the proposed scheme is smaller than that of other



International Journal of Network Security, Vol.25, No.2, PP.252-266, Mar. 2023 (DOI: 10.6633/IJNS.202303 25(2).08) 262

(a) Original of Lena color (b) Encrypted image of Lena color

(c) Original image of Lena gray (d) Encrypted image of Lena gray

Figure 8: Histogram analysis of Lena color and Lena gray images

(a) Original image of Lena color

(b) Encrypted image of Lena color

(c) Original image of Lena gray (d) Encrypted image of Lena gray

Figure 9: Pixel correlation analysis of the original image and the encrypted image

schemes, indicating that the error between pixels of
the proposed scheme is small and the encrypted im-
age quality is high.

5.1.4 Differential Attack Analysis

In order to resist differential attack [14,26], when a pixel
change occurs in the plaintext image, the ciphertext image
should have a large change, and the stronger the ability
to resist differential attack. The ideal values of NPCR

and UACI are 99.6094% and 33.4635%, respectively. The
closer the calculation results of NPCR and UACI are to
the ideal values, the stronger the encryption algorithm
is in resisting differential attacks. NPCR and UACI are
defined as Equations (10)-(12):

NPCR =

∑
i,j D(i, j)

N ×M
× 100% (10)

D(i, j) = f(x) =

{
1, C1(i, j) ̸= C2(i, j)
0, otherwise

(11)
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UACI =
1

N ×M

∑
i,j

(C1(i, j)− C2(i, j))

255
× 100% (12)

whereN andM are the width and height of two encrypted
images respectively, K ′ can be obtained by modifying a
bit of key K, and C1 and C2 can be obtained by encrypt-
ing the same image with K and K ′.

Table 5 shows the differences between the proposed
scheme and the existing encryption scheme [1, 14, 22].
NPCR and UACI are used to quantify the differences be-
tween the two encrypted images.

Table 5: Sensitivity analysis of different encryption
schemes with NPCR and UACI

Schemes Lena gray
Lena color

R G B

Proposed
99.598 99.596 99.611 99.610
33.476 33.446 33.475 33.467

Ref. [14]
99.596 99.596 99.612 99.598
33.454 33.492 33.441 33.479

Ref. [22]
99.631 - - -
33.450 - - -

Ref. [1]
99.69 - - -
34.45 - - -

As can be seen from Table 5, the NPCR and UACI val-
ues of the encryption scheme in this paper are very close
to the ideal values for both color and gray images. Com-
pared with the encryption scheme, this scheme adopts two
rounds of pixel diffusion encryption and dynamic S-box
pixel mapping, which makes the pixel change rate of the
encrypted image extremely high when the key changes
slightly. This shows that the scheme has good sensitiv-
ity to encryption keys and is more effective in resisting
differential cryptanalysis.

5.1.5 Noise Attack Analysis

Generally, the image encryption algorithm must be robust
enough to resist noise attacks in the actual scene [5, 24].
In this section, 512 × 512 Lena color is used to test the
robustness of the proposed scheme. Figure 10 shows
the analysis results of noise attack after adding gaus-
sian noise and salt-and-pepper noise of different degrees
to Lena color image.

As can be seen from the Figure 10, for adding differ-
ent noise intensities, as the added noise density increases,
the decrypted image becomes more blurred, but after de-
crypting the noise image, the proposed scheme can still
obtain most of the information of the original image from
the decrypted image. It shows that the proposed scheme
has strong robustness and can resist noise attack.

5.1.6 Performance Analysis of Lorenz Hyper-
chaotic S-box

In order to be able to use the generated S-boxes in the en-
cryption process, the performance of the S-boxes shown in

Table 1 was tested, and the performance of the proposed
S-boxes was compared with that of the existing schemes.
The results are shown in Table 6.

In order to effectively resist linearity cryptanalysis at-
tacks, the input and output values of s-box must have
a high nonlinearity (NL) [17] relationship. By compar-
ing the proposed scheme with the [17,23,26,27], it can be
seen from table 6 that the mean nonlinear value of the pro-
posed scheme is 107.3, higher than that of the [17,23,27].
Because [26] uses linear trigonometric transformation to
construct S-boxes, which is of high complexity, its NL
value is larger than the proposed scheme. The higher the
nonlinearity, the better the performance of S-box against
linear cryptanalysis attacks. Therefore, the proposed
scheme has a good ability to resist linear cryptanalysis
attacks.

SAC [27] requires that if a single j− th bit in the input
value x changes, the probability of the i − th bit in the
output ciphertext value changing should be 0.5. As can
be seen from table 6, compared with [17, 23, 26, 27], the
SAC value of S-box proposed by the proposed scheme is
0.502, which is very close to the ideal value.

According to the bit independence criterion (BIC) [23],
when the k-th bit of the input data block changes, the i-
th bit and the j-th bit of the output data block change
independently. In order to measure this characteristic
of S-box, the strict avalanche criterion (BIC-SAC) and
the nonlinear bit independence criterion (BIC-NL) are in-
troduced. The average scores of BIC-SAC and BIC-NL
are 0.5 and 103.9 respectively. Comparing the proposed
scheme with [17,23,26,27], the BIC-SAC and BIC-NL val-
ues of S-box proposed in the proposed scheme are 0.501
and 104.0, which respectively shows that the correlation
between the output bits of S-box in the proposed scheme
is very weak and has good security.

Linear probability (LP) [23] is to judge whether a cryp-
tographic system has strong confusion and diffusion ef-
fects. Differential probability (DP) [23] is a differential
cryptanalysis evaluation standard. The lower the LP of
S-box, the higher the nonlinear mapping characteristics,
and the stronger the resistance to linear cryptanalysis.
The smaller the DP, the stronger the ability of S-Box to
resist differential cryptanalysis. Comparing the proposed
scheme with Ref. [17, 23, 26, 27], it can be seen from Ta-
ble 6 that the LP and DP values of S-box in the proposed
scheme are 0.133 and 0.039. The LP values are smaller
than those of S-box in most literatures, and the DP values
are basically the same as those of S-box in the compari-
son literature, which shows that the proposed scheme has
obvious advantages in resistance to attacks of differential
cryptanalysis and linear cryptanalysis.

To sum up, the S-box generated by this scheme per-
forms well in nonlinearity, strict avalanche criterion, linear
probability and differential probability. It can effectively
resist linear cryptanalysis attacks, differential cryptanaly-
sis attacks and linear cryptanalysis attacks, and has good
security, which shows that the S-box generated by this
scheme has good performance.
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a. b. c. d.

e. f. g. h.

Figure 10: Lena color image noise attack analysis: (a) add gaussian noise with 0.0005 density, (b)-(d) add 10%, 20%
and 30% salt and pepper noise respectively, (e)-(h) is the decryption image corresponding to the noise image

Table 6: S-box performance comparison of different encryption schemes

S-box NL SAC BIC-SAC BIC-NL LP DP
Proposed 107.3 0.502 0.501 104.0 0.133 0.039
Ref. [23] 106.0 0.495 0.498 103.8 0.141 0.039
Ref. [17] 106.3 0.505 0.499 103.8 0.125 0.039
Ref. [27] 105.0 0.503 0.498 102.9 0.148 0.047
Ref. [27] 111.5 0.506 - 104.2 - 0.039

5.2 Tamper-proof Performance Analysis
on Chain

On-chain tamper-proof achieves the secure storage and
tamper-proof detection of ciphertext images through the
tamper-proof feature of blockchain itself and the de-
ployed smart contract. When a transaction is sent to
the blockchain, the pre-set logic will be automatically
executed if the trigger conditions of the smart contract
are met, and the smart contract will be successfully exe-
cuted when the verification nodes reach a consensus. The
on-chain tamper-proof first generates an encrypted image
through Lorenz hyperchaotic S-box encryption algorithm,
then generates a ciphertext image hash code according to
SHA-256, stores it in IPFS by smart contract and returns
the storage address ipfs hash. When the smart contract
receives the tamper request, it calls the data stored in
IPFS and the data verified by the request for tamper de-
tection. Table 7 takes Lena color image as the test im-
age, and selects the encrypted image, the encrypted image
with 50% clipping, the encrypted image with 30% noise
addition and the encrypted image with 50% rotation re-
spectively as the tampering test case, and Let’s call each
of them I, I 1, I 2, I 3.

The ciphertext image hash is stored in IPFS
through the smart contract as the comparison
data of the data to be detected, and the corre-
sponding ipfs hash is returned as: QmNkeepgJww-

fay7FAzWfK1kWnXZgYexnVeoB8LtMp8V3Hr. In this
experiment, four different kinds of data to be detected
are selected for comparative test: the encrypted image
that has not been tampered with, the encrypted image
that has been clipped by 50%, the encrypted image that
has been noisy by 30% and the encrypted image that
has been rotated by 50% are selected to generate the
ciphertext image hash as the data to be detected through
SHA-256 algorithm, and the tamper detection request is
sent to the blockchain. The smart contract obtains the
corresponding ciphertext image hash through IPfs hash,
calculates the Hamming distance between the data to
be detected and the ciphertext image hash, and returns
the detection result. As can be seen from Table 7, if
the encrypted image is attacked during transmission,
the hash code of the generated data to be detected will
change, and the encrypted image is tampered through
the tamper detection of the smart contract.

6 Conclusions

In this paper, an image tamper-proof encryption scheme
based on blockchain and Lorenz hyperchaotic S-box is
proposed, which has the characteristics of high security,
effectiveness, good response to differential cryptanalysis
and image tamper detection, and realizes dual tamper-
proof of encrypted image on-chain and off-chain. In the
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Table 7: Tamper-proof performance tests

The test case Encrypted image hash code detection result
I 3ef71b40f6bbddddc5f4b69c125281a23958923a4b3b642f68d8fa437e948fbd True
I 1 5511613e7d094337fc5b77aac4c718d2a6b48f4a63df74b0478937bdba4e0699 False
I 2 f0a41d8e8cf379dbbdfc43169f34851ed452b3581e72c6654f2e290caf4e1b20 False
I 3 216a9123ad729d4d418599b05cfcc2327c26aea714fafa2d4d34421aabacec5e False

proposed scheme, The Lorenz hyperchaotic S-box is used
for two rounds of pixel diffusion to ensure the security
of the image off-chain. Combining blockchain, IPFS and
smart contract technology, distributed storage and auto-
matic tamper detection of image data on-chain are real-
ized. The experimental results show that the proposed
scheme has better security than the existing image pro-
tection methods, and can effectively resist various attacks
such as statistical attacks, differential cryptanalysis at-
tacks, noise attacks, etc. The automatic storage and
tamper detection on the smart contract further improve
the security of the ciphertext image. However, the pro-
posed scheme is still insufficient in the efficiency of en-
cryption and tamper-proof, and it is not very strong in
anti-cropping attack. In future work, we will consider
combining homomorphic encryption algorithm to further
improve the security and tamper-proof efficiency of image
encryption.

Acknowledgments

This work is supported by the National Natural Science
Foundation of China (No. 61862041).

References

[1] R. S. Acharya, M.and Sharma, “A novel image en-
cryption based on feedback carry shift register and
blockchain for secure communication,” International
Journal of Applied Engineering Research, vol. 16,
no. 6, pp. 466–477, 2021.

[2] B. M. Alshammari, R. Guesmi, T. Guesmi, et al.,
“Implementing a symmetric lightweight cryptosys-
tem in highly constrained iot devices by using a
chaotic s-box,” Symmetry, vol. 13, p. 129, 2021.

[3] Z Azimi and S. Ahadpour, “Color image encryp-
tion based on dna encoding and pair coupled chaotic
maps,” Multimedia Tools and Applications, vol. 21,
pp. 1727–1744, 2020.

[4] L. Q. Huang, S. T. Cai, X. M. Xiong, et al.,
“On symmetric color image encryption system with
permutation-diffusion simultaneous operation,” Op-
tics and Lasers in Engineering, vol. 115, pp. 7–20,
2019.

[5] L. Q. Huang, W. J. Li, X. M. Xiong, et al., “Design-
ing a double-way spread permutation framework uti-
lizing chaos and s-box for symmetric image encryp-

tion,”Optics Communications, vol. 517, p. 128365,
2022.

[6] N. A. Khan, M. Altaf, and F. A. Khan, “Selective
encryption of jpeg images with chaotic based novel
s-box,” Multimedia Tools and Applications, vol. 80,
pp. 9639–9656, 2021.

[7] P. W. Khan and Y. Byun, “A blockchain-based se-
cure image encryption scheme for the industrial in-
ternet of things,” Entropy, vol. 22, no. 2, p. 175,
2020.

[8] K. A. Kumar and A. Anjum, “A chaos maps based
method using encryption scheme for securing di-
com images: A comparative analysis,” International
Journal of Electronics and Information Engineering,
vol. 12, pp. 128–135, 2020.

[9] R. P. Li, “Fingerprint-related chaotic image encryp-
tion scheme based on blockchain framework,” Mul-
timedia Tools and Applications, vol. 80, no. 20,
pp. 30583–30603, 2021.

[10] W. Y. Li, Y. G. Zhu, L. Tian, et al., “An image
encryption scheme based on lorenz hyperchaotic sys-
tem and rsa algorithm,” Security and Communica-
tion Networks, vol. 2021, p. 5586959, 2021.

[11] Y. F. Li, Y. W. Wang, J. Wan, et al., “Pri-
vacy protection for medical image management
based on blockchain,” in International Conference
on Database Systems for Advanced Applications,
pp. 414–428, 2021.

[12] Z. Li, C. G. Peng, W. J. Tan, et al., “An efficient
plaintext-related chaotic image encryption scheme
based on compressive sensing,” Sensors, vol. 21,
no. 3, p. 758, 2021.

[13] L. Liu, Y. H. Lei, and D. Wang, “A fast chaotic image
encryption scheme with simultaneous permutation-
diffusion operation,” IEEE access, vol. 8, pp. 27361–
27374, 2020.

[14] X. B. Liu, D. Xiao, and Y. P. Xiang, “Quantum
image encryption using intra and inter bit permu-
tation based on logistic map,” IEEE Access, vol. 7,
pp. 6937–6946, 2018.

[15] Y. H. Liu, J. B. Zhang, and J Zhan, “Privacy protec-
tion for fog computing and the internet of things data
based on blockchain,” Cluster Computing, vol. 24,
no. 2, pp. 1331–1345, 2021.

[16] Q. Lu, C. X. Zhu, and X. H. Deng, “An efficient im-
age encryption scheme based on the lss chaotic map
and single s-box,” IEEE Access, vol. 8, pp. 25664–
25678, 2020.



International Journal of Network Security, Vol.25, No.2, PP.252-266, Mar. 2023 (DOI: 10.6633/IJNS.202303 25(2).08) 266

[17] Q. Lu, C. X. Zhu, and G. J. Wang, “A novel s-box
design algorithm based on a new compound chaotic
system,” Entropy, vol. 21, p. 1004, 2019.

[18] S. K. Mousavi, A. Ghaffari, S. Besharat, et al., “Se-
curity of internet of things based on cryptographic
algorithms: a survey,” Wireless Networks, vol. 27,
no. 2, pp. 1515–1555, 2021.

[19] Y. Pourasad, R. Ranjbarzadeh, and A. Mardani, “A
new algorithm for digital image encryption based on
chaos theory,” Entropy, vol. 23, p. 341, 2021.

[20] G. Qu, X. F. Meng, Y. K. Yin, et al., “Optical
color image encryption based on hadamard single-
pixel imaging and arnold transformation,” Optics
and Lasers in Engineering, vol. 137, p. 106392, 2021.

[21] M. Shen, Y. W. Deng, L. H. Zhu, et al., “Privacy-
preserving image retrieval for medical iot systems: A
blockchain-based approach,” IEEE Network, vol. 33,
no. 5, pp. 27–33, 2019.

[22] M. Z. Talhaoui and X. Y. Wang, “A new fractional
one dimensional chaotic map and its application in
high-speed image encryption,” Information sciences,
vol. 550, pp. 13–26, 2021.
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Abstract

With the continuous improvement of computer perfor-
mance and network transmission speed, more and more
Internet of Things (IoT) devices are widely used. As a
result, they have gradually become the main target of
network attacks. This article proposes an IoT malware
threat-hunting method based on the improved Trans-
former. Based on the Transformer model, the method re-
duces the computational complexity of the attention layer
through additive attention. It replaces the residual con-
nection and normalization module through the residual
weight parameters to construct an improved Transformer
network model, which makes the model can fully extract
the features of the input sequences. At the same time,
the network converges faster, and the classification accu-
racy is higher. Finally, the network is trained using the
API Call and OpCode datasets. The experimental results
show that the proposed method can detect malware types
faster and obtain an accuracy rate of 98%.

Keywords: Additive Attention Mechanism; Improved
Transformer; Malware; Residual Weight; Threat Hunting

1 Introduction

Malware is a malicious program that interrupts or dam-
ages the computer system without the user’s permission,
thereby affecting the normal use of the user. With the
improvement of computer performance and the wide ap-
plication of smart devices, malware has new communica-
tion channels. Attackers take advantage of the vulnera-
bility of IoT devices to illegally enter the system and steal
users’ crucial information, which has brought great harm
to the security of cyberspace and seriously affected users’
normal access to the network. According to the survey
of relevant researchers, in 2019, more than 1.8 million
new malicious samples were discovered on the 360 secu-
rity mobile terminals, with an average of more than 5,000
new malicious applications every day, and there are many
variants of the same type of malware, showing a gradual

growth trend [24,25]. They are designed to destroy users’
computer systems and steal users’ privacy, posing a se-
rious threat to users’ information security and property
security [27].

Threat hunting refers to the process of actively and
continuously searching the network environment for mal-
ware or malicious application that can bypass detection or
cause harm [11]. Malware threat hunting methods can be
divided into static analysis and dynamic analysis. Static
analysis is to detect malicious applications without execu-
tion. Static features usually include Bytecodes, OpCodes,
API Calls, control flow graphs, and strings. In contrast,
dynamic analysis refers to executing a malicious applica-
tion in a controlled environment and observing its set of
behaviors. Usually, static analysis is widely used [5]. R.
Mirzazadeh [14] builds a similarity graph based on Op-
Codes of applications to detect malware variants. Igor
Santos [18] is characterized by the occurrence frequency
of OpCodes to detect malware under different classifiers.
Different from the previous literature, Jueun Jeon [10] is a
dynamic analysis method. The author executes the mal-
ware in a virtual machine for 5 minutes and then extracts
various behavior information such as memory, network,
and process generated by it into excel. The feature infor-
mation is integrated according to the frequency of each
behavior, and finally, the dynamic detection of malware
is completed through the Convolutional Neural Network.

Machine learning techniques have a wide range of ap-
plications in malware threat hunting. Jianwen Fu et al. [4]
proposed to visualize malware as a picture, extract fea-
tures from the picture, and then implement detection on
Random Forest, K-Nearest Neighbor algorithm, and Sup-
port Vector Machine respectively, and achieved a detec-
tion accuracy of 97.47%. Zhang et al. [29] firstly used
n-gram technology to process the system call data of the
application and used rough set theory to eliminate re-
dundant features to implement detection on Support Vec-
tor Machines. Mahdi Rabbani et al. [17] applied a par-
ticle swarm optimization-based probabilistic neural net-
work for the detection and recognition of malicious be-
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haviors. Rafiqul Islam et al. [8] presented the first clas-
sification method integrating static and dynamic features
into a single test, which improved on previous results
based on individual features and reduced by half the time
needed to test such features separately. Daniel Morato et
al. [15] presented a ransomware detection algorithm based
on the analysis of network traffic and ran experiments us-
ing more than 50 samples from 19 different ransomware
families, which greatly reduced detection time. Song [23]
proposed a malware detection method based on Random
Forest, and the detection accuracy was only 92.4%. Ref-
erence [26] uses the Android application programming in-
terface call sequence and permission as features and uses
the ensemble learning method to detect the malware.

In recent years, deep learning algorithms have also been
widely used in the field of malware detection. Convolu-
tional Neural Network (CNN) has certain advantages in
judging image similarity due to the existence of local re-
ceptive fields. Yang Ming et al. [13] proposed a SIC (Sim
HashImage-CNN) model, which firstly converted the mal-
ware program into a disassembler, generated a grayscale
image, and then encoded it with the Sim Hash algorithm
to obtain the feature vector of the malware, and finally
used a convolutional neural network to classify malware
with an accuracy rate of 96.7%. Kolosnjaji B [12] added a
recurrent layer to CNN to identify the malicious applica-
tion based on the system call sequence. Due to the limita-
tion of a fixed number of input neurons in the feed-forward
neural network of CNN, the accuracy is not high in de-
tecting variable-length sequences of [9]. Recurrent Neural
Networks (RNN) have great advantages in classifying time
series data. Tobiyama et al. [20] proposed to use RNN to
extract the API Call log sequences within 5 minutes, and
then input them into CNN, achieving 96% classification
accuracy. Pascanu et al. [16] built an API call language
model through RNN, then generated a fixed-length fea-
ture vector, and then used a multi-layer perceptron to
classify the feature vectors. Reference [6] proposed us-
ing Long Short-Term Memory network (LSTM) to detect
Android malware. The author used ByteCodes extracted
from Android applications as features, encoded them into
feature vectors through the one-hot method, and then
input them into the LSTM network. Finally, 95.3% accu-
racy is obtained on large datasets. Considering the lim-
itations of a single feature, the reference [3] used API
calls, internal function calls, and other attack traces as
features, and then conducted experiments on LSTM net-
work, which successfully improved the detection accuracy,
with an accuracy rate of 98.5%. Reference [1] extracted
features through CNN, and then input this primary fea-
ture into LSTM for high-level feature extraction, but the
detection accuracy was not high. Burnap et al. [28] com-
bined RNN and LSTM for a detection accuracy of 98%
and an error rate of 1.41%. Deep Belief Network (DBN)
is a deep neural network that has been gradually applied
in malware detection tasks in recent years [7,19,30]. Hou
S25 proposed using DBN for malware detection. The au-
thor extracted the dynamic and static features of malware

from different files, and then trained and fine-tuned the
network to optimize the detection accuracy of the model.
Although many deep learning techniques have achieved
good results in the field of malware detection, they also
have certain limitations. For example, when the depth of
the network increases, the deep belief network may face
the problem of vanishing or exploding gradients, making
it difficult to converge. At the same time, although LSTM
is suitable for processing variable-length time series data,
the calculation at this moment is heavily dependent on the
calculation results of the previous moment, which limits
the parallel ability of the model and takes a long time.

Transformer [21] is a deep learning model based on
complete attention mechanism, which is widely used in
tasks such as natural language processing, computer vi-
sion, and machine translation. It is different from RNN.
RNN is trained in chronological order, while Transformer
training is the simultaneous input of all time features into
the network, and completely relies on the self-attention
mechanism to describe the global dependence of input
and output. Compared with RNN, it greatly improves
classification efficiency. However, Transformer also has
some shortcomings. For example, the computational com-
plexity of its self-attention layer is large, which is the
quadratic of the length of the input sequence. Mean-
while, when the network depth increases, the gradient
is easy to disappear or explode, and the training time
is long. To solve these problems of the Transformer, in
this article, we use the additive attention mechanism [22]
to replace the calculation of the attention value of the
vanilla Transformer, and add residual weight parameters
in the attention layer and the feed-forward neural network
layer respectively, accelerating the convergence speed of
the depth network.

In this article, we propose an Internet of things (IoT)
malware threat hunting method based on the improved
Transformer. The novelty of this method is that it com-
bines the additive attention and residual weight param-
eters for the first time to construct an improved Trans-
former network model, which reduces effectively the com-
putational complexity and detection time. Experiments
are carried out on two kinds of datasets to verify the ef-
fectiveness of the proposed method. Specifically, the con-
tributions of this paper are as follows.

1) We propose an Internet of things malware threat
hunting method based on improved Transformer. Ex-
periments are conducted on API Call and OpCode
datasets respectively, and the results suggest that the
proposed method outperforms the previous threat
hunting model based on CNN and RNN in accuracy,
precision, F1-Score, and recall rate.

2) Given the limitations of the Transformer, we use an
additive attention mechanism to replace the atten-
tion value of vanilla Transformer. At the same time,
a residual weight parameter is added in the atten-
tion layer and the feedforward neural network layer
respectively, which alleviates the gradient disappear-
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Figure 1: IoT threat hunting model based on improved Transformer

ance or explosion caused by the deep networks. Ex-
periments results on OpCode and API Call files sug-
gest that the proposed method can effectively reduce
training cost, accelerate convergence, and improve
detection accuracy to a certain extent.

2 Method

The proposed IoT threat hunting model based on im-
proved Transformer consists of three stages, as presented
in Figure 1. In the first stage, we collect malware API
Call datasets and OpCodes datasets, each of which con-
tains benign samples and malicious samples, then use the
n-gram algorithm to convert the features of each sample
into vector form, and finally use additive attention mech-
anism to replace the Transformer’s multi-head attention
module, and the residual weight is introduced to avoid the
disappearance of the gradient, and an improved Trans-
former network is constructed. The network is trained
through the interface call of the application program and
OpCode features to build the IoT threat hunting model
based on the improved Transformer.

2.1 Data Preparation and Preprocessing

In this article, we selected two kinds of datasets related
to threat hunting, API Calls and OpCodes.

API Call: API Call represents the behavior of the mal-
ware for a while after installation, these activities are
not arbitrary, they come from a limited set, and for the
same operating system, these activities have the same
meaning in different applications. The API Call dataset
used in this article contains a total of 30,000 pieces of
data, including 14,302 malicious samples and 15,698 be-
nign samples. Each sample records application program
interface call characteristics at different moments, such
as CryptProtectData, FindWindow, listen,..., CryptUn-
protectMemory. Each feature is firstly converted into a
vector and then fed into the classification model.

OpCode: OpCode is an assembly language code that is
obtained by decompiling the malware executable files with
a decompilation tool. The OpCode dataset used in this

article contains 9000 samples, of which 3500 are malicious
and 5500 benign. Each sample contains features such as
mov, push, add, ..., lea. Similarly, each feature must be
vectorized and then input into the classifier.

Usually, a single activity can’t infer that the entire se-
quence is malicious. Sometimes, normal activities com-
bined in different ways can cause a malicious effect, so
we need to find a method that can handle multiple activ-
ities, we can use word embedding technology to convert
the calling behavior at each moment into vector form.
One-hot encoding is difficult to achieve good results be-
cause it requires a very long vector to represent a feature,
which is prone to dimensional disaster and cannot repre-
sent the semantic relevance of the context. The n-gram
algorithm is a neural network method with high compu-
tational performance, that is, given a word, it can predict
the occurrence probability of its surrounding words. For
example, if n is set to 3, we define the three words be-
fore the center word and the three words after the center
word as surrounding words, and the probability of these
surrounding words appearing is the output of n-gram.

Taking the API Call dataset as an example, we select
the application program interface call sequence from to for
the first sample in the dataset, ”CreateRemoteThreadEx,
LoadStringW, recv, NtOpenKeyEx, CryptExportKey,
CreateServiceA, CopyFileW, GetAdaptersInfo, GetNa-
tiveSystemInfo, WSAAccept”. When we set the win-
dow size n=3, the vicinal features of the feature ”
NtOpenKeyEx ” are ”CreateRemoteThreadEx ”, ”Load-
StringW”, ”recv”, ”CryptExportKey”, ” CreateSer-
viceA”, ” CopyFileW ”. The training goal of the n-
gram model is to maximize the output probability of vic-
inal words. The input layer is the one-hot encoding of
“NtOpenKeyEx” and the output layer is the prediction
probability of the adjacent words of the central word, and
the weight matrix from the input layer to the hidden layer
is the embedding matrix we want. The principle of vec-
torizing API Calls through the n-gram algorithm is shown
in Figure 2, in which ”1” represents the position of the
feature.
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Figure 2: IoT threat hunting model based on improved Transformer

2.2 The IoT Threat Hunting Model
Based on Improved Transformer

Transformer is a deep learning model following CNN and
RNN. It has powerful sequence feature extraction capa-
bility and is suitable for malware detection. However,
the computational complexity of its self-attention layer is
too large, and when the network is deeper, gradients are
prone to vanishing or exploding. To fully extract sequence
features and detect malware types quickly, based on the
Transformer architecture, we use additive attention and
residual weights to construct an improved Transformer
network and propose a threat hunting model based on
the improved Transformer.

2.2.1 Transformer

Transformer has a good performance in natural language
processing tasks. Similar to language models, Trans-
former can also use its powerful self-attention mechanism
to extract the features of the input sequence, and out-
put expected classification results. Transformer consists
of encoder and decoder. In classification tasks, the en-
coder is generally used for feature extraction, and then
the classification results are output through the softmax
classifier. Because the dataset in this article contains
two types of samples, the classification task is binary.
So we only introduce Transformer’s encoder. Each en-
coder consists of two modules, a multi-head attention
module, and a fully connected feed-forward neural (FFN)
network module. Residual connection and layer normal-
ization are also used around the two modules. Specifically,
the input matrix and the weight matrices WQ

i ,WK
i and

WV
i perform linear operations respectively and map re-

sults to matrixes Q,K,V ,and then by softmax calculating
the single-head attention, h-head attention values can be
spliced to obtain the multi-head attention operation re-
sult, and the global representation of the input sequence
is obtained, and then feed the result into a fully connected
feed-forward neural network.The residual connection and
normalization are performed near each module through
LayerNorm(x+Sublayer(x)) , where Sublayer(x) refers
to the multi-head attention layer or the feed-forward neu-

ral network layer. Calculated as follows:

headi =Attention(QWQ
i ,KWK

i , V WV
i )

=softmax(
QWQ

i ×KWK
i

T

√
dk

)VWV
i

MultiHead(Q,K, V ) =Concat(head1, . . . . . . headh)W 0

FFN(Z) =max(0, ZW1 + b1)W2 + b2
(1)

Where WQ
i ∈Rdmodel×dk ,WK

i ∈Rdmodel×dk ,WV
i ∈Rdmodel×dv ,

and WO∈Rdmodel×hdv,dk is the dimension of the matrix
K,dv is the dimension of the matrixV ,dmodel is the
output dimension of sublayers and embedding layers
in the model. In the calculation formula of the fully
connected feed-forward neural network, the first layer
uses ReLU as the activation function, and the second
layer is a linear activation function, Zis the output
matrix of the attention module.

2.2.2 Threat Hunting Model Based on Improved
Transformer

The proposed threat hunting model uses an improved
Transformer classifier to detect IoT malicious application
and distinguish whether the input is malicious or benign.
From the introduction of the Transformer network prin-
ciple in the previous section, we know that the compu-
tational complexity of the Transformer attention layer is
the quadratic of the sequence length, and the computa-
tional efficiency is low, which is not conducive to the de-
tection of malware. At the same time, when the depth
of the network increases, it is more difficult to converge.
Thereby, we propose an improved Transformer model for
threat hunting task. The network structure is shown in
Figure 3.
(1)Input module
Since there is no recurrent or convolution in the model,
the sequence relationship needs to be added to the se-
quence through positional encoding. The position encod-
ing formula is as follows:

PE(pos,2i) = sin(pos/100002i/dmodel) (2)
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Figure 3: IoT threat hunting model based on improved Transformer

PE(pos,2i+1) = cos(pos/100002i/dmodel). (3)

Where pos is the position, i is the dimension,
PE(pos,2i)and PE(pos,2i) represent position information
when the sequence position is even and odd respec-
tively.Then add the word and position embeddings of the
sequence to get the representation E of the sequence, that
is, the input of the model.

E = Po + X. (4)

WherePo represents position embedding matrix, X is the
vectorized word embedding matrix by n-gram.
(2) Encoder
We use M stacked encoders for feature extraction. This
part can be considered to be composed of two sublay-
ers, the first sublayer includes attention mechanism and
residual connection, and the second sublayer includes a
fully connected feed-forward neural network and residual
connection.

Additive attention mechanism: First, the input
matrix is linearly transformed into matrices Q,K ,V , and
their sub-vectors are written as Q = [q1, q2. . . . . . qN ],K =
[k1, k2. . . . . . kN ] ,V = [v1, v2. . . . . . vN ] respectively. Next,
instead of performing dot product calculation among
matrices in the vanilla Transformer, additive attention
is used to model contextual information of the inputs.
Specifically, the context information in Q is first com-
pressed and summarized into a query vector q containing
global information according to the following formula.

εi =
exp(wT

q qi/
√
d)∑N

j=1 exp(wT
q qj/

√
d)

(5)

q =

N∑
i=1

εiqi (6)

Where wT
q is the learnable parameter vector during train-

ing.
Then, the interaction between the global query vector

q and matrix K is modeled by the formula, and another
weight parameter ηi is obtained according to the calcu-
lation method of the previous attention weightεi , then
ηi and pi are combined into the global matrix k with the
ability to understand the global context. The calculation
formula is as follows.

ηi =
exp(wT

k pi/
√
d∑N

j=1 exp(wT
k pj/

√
d)

(7)

k =

N∑
i=1

ηipi (8)

Finally, to better learn the relationship among application
program interface call behaviors at different moments, the
global matrix k and each value vector of matrix V are
multiplied by the formula ui = k ∗ vi. Similar to the pre-
vious operation, the matrix ui after interaction is linearly
transformed to obtain a matrix R, and the matrix R and
the matrix Q are added to form the calculation result
of single-head attention. According to formula (1), the
h-head attention values are spliced, and the multi-head
attention output can be obtained. The computational
complexity of the attention module is now reduced from
quadratic to linear. It is worth noting that to further
reduce the computational complexity, the Q and K ma-
trices of different layers share the same transformation
parameters.

Residual connection: After solving the quadratic
complexity problem of attention calculation, considering
that the signal is prone to gradient disappearance or ex-
plosion during deep network propagation, to alleviate this
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phenomenon, we add a small architecture to the Trans-
former architecture with additive attention, that is, dis-
carding the original residual structure and layer normal-
ization. For each multi-head attention module or feed-
forward neural network module, add a trainable parame-
ter α that can be used to adjust the output of the current
module [2], and then connect the residuals according to
formula (9). This part is applied in both sub-layers of the
encoder.

xi+1 = xi + αisublayer(xi) (9)

Where, αi is the residual weight parameter that can be
learned during training. Its initial value is 0. The net-
work is mapped to an identity function. During train-
ing, the value of αi will increase continuously and evolve
into a suitable value at a certain moment. sublayer(xi)
represents the calculation results of the above multi-head
attention or the calculation results of the feed-forward
neural network.

Fully connected feed-forward neural network
(FFN): After the computation of the first sublayer is per-
formed, the result is fed to the second sublayer of encoder.
The layer includes fully connected feed-forward neural
network and residual connection mentioned above. where
the feed-forward network consists of two linear transfor-
mations with a ReLU activation in between.

FNN(x) = max(0, ZW1 + b1)W2 + b2 (10)

Where Z is the output of the first sublayer, which is con-
sidered as the input of the feed-forward neural network,
and W1, W2, b1 and b2 are the weight matrices and bias
vectors of the two linear transformations, respectively.
(3) Output module
The output module includes a fully connected layer and a
softmax classifier. After the contextual information of the
input sequence is extracted by the encoder of the model,
the features are sent to the output module and output the
application type through softmax.

The position-encoded API Call and OpCode sequences
are viewed as model input and sent to the improved Trans-
former network for training, and then the trained network
is saved, and the test set is sent to the final model for mal-
ware detection, and the detection result of the sample is
obtained, that is, benign or malicious.

3 Experiment and Results Anal-
ysis

To evaluate the proposed model, we conduct two sets of
experiments. On the one hand, we evaluate the perfor-
mance of our model in detecting malicious and benign IoT
applications using common performance metrics, such as
accuracy, precision, recall, and F1-Score. On the other
hand, we compare the detection time of our model against
other IoT threat hunting models based on deep learning,
which proves the efficiency of the proposed method.

(a) Accuracy of different epochs on OpCode dataset

(b) Accuracy of different epochs on API Call dataset

Figure 4: Accuracy of different epochs on two kinds of
datasets

Our experiments are performed in the environment of
Python 3.7, PyTorch 1.6.0, and the device configuration
includes NVIDIA TITAN RTX 2080Ti 24GB and CUDA
10.1 version.

3.1 Evaluation Index

We divide the two datasets into training set and test set
according to the ratio of 4:1. The performance of the
proposed model is evaluated using the 10-fold cross vali-
dation method. The following confusion matrix for binary
classification task is used for performance quantification,
as shown in Table 1.

Table 1: Confusion matrix

Actual redults
Detection results

Actually
mlicious

Actually
benign

Detected as malicious
Detected as benign

TP
FN

FP
TN

1) Accuracy: Accuracy indicates the proportion of be-
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Figure 5: Comparison of experimental results of traditional machine learning methods

Figure 6: Comparison of experimental results of deep learning methods

nign samples and malicious samples that can be cor-
rectly detected by the model.

Accuracy =
TP + TN

(TP + TN + FP + FN)
(11)

2) Precision: Among all predicted malicious samples,
the proportion of truly malicious samples.

Precision =
TP

(TP + FP )
(12)

3) Recall: Recall refers to the proportion of samples
that are correctly predicted malicious among all ma-
licious samples.

Recall =
TP

(TP + FN)
(13)

4) F1-Score: F1-Score is the harmonic mean of preci-
sion and recall, indicating the comprehensive classi-
fication ability.

F1 − Score = 2 × precisionrecall

(precision + recall)
(14)

3.2 Experimental Results and Analysis

The super parameters dk,dv ,dmodel,h and M of encoder
number in the improved Transformer in the experiment
are 16, 16, 128, 8, and 6, respectively. During training,

the epoch is 50, and the bach size is 512. Adam is used as
the optimizer, and the learning rate is 0.001. The drop is
0.4. Figure 4 shows the accuracy of the proposed model
at different epochs. For OpCodes, the accuracy converges
to a fixed value at the 30th iteration. For API Calls, our
model converges faster, and the accuracy converges to a
fixed higher value at the 21st iteration with an accuracy
of 98.6%.

To compare the performance of different models under
different datasets, we use traditional machine learning al-
gorithms and several deep learning algorithms to conduct
comparative experiments on the four indexes of accuracy,
precision, recall, and F1-Score. The results are as follows
Figures 5, 6, and 7. In terms of machine learning methods,
we select the K-Nearest Neighbor (KNN) and the Sup-
port Vector Machine algorithm (SVM) for comparison.
The experimental results show that the proposed method
is significantly better than the two traditional algorithms
in four indexes. In terms of deep learning methods, we
select CNN, LSTM, and the recent Transformer model
for training. The experimental results suggest that our
model achieves the optimal detection results on the four
indexes and outperforms other models on both OpCodes
and API Calls, indicating that the proposed model has
better generalization performance. In addition, as shown
in the figure, the detection accuracy of the Transformer
model is better than that of CNN and LSTM, indicating
that the attention mechanism has an advantage in cap-
turing correlation between sequences, helping to better
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(a) 10-fold cross validation results comparison under different classifiers on OpCodes

(b) 10-fold cross validation results comparison under different classifiers on API Calls

Figure 7: 10-fold cross validation results comparison under different classifiers

Figure 8: The training time of different models on API
Calls

extract features. At the same time, compared with the
Transformer, the detection results of our proposed model
are better than the latter, which indicates that the resid-
ual weights play a role, which makes the model improve
the accuracy to a certain extent while maintaining the
network depth.

In terms of training time, we conduct a comparative
analysis on the API Call dataset with two deep learning
models, one of which is the LSTM model often used for
threat hunting, and the other is the fundamental model
Transformer of the proposed model. Fig.8 shows the com-

parison of the training time of the proposed model and
those two models. It can be seen from the figure that
the training time of our proposed model is significantly
less than that of LSTM and Transformer, indicating that
the additive attention mechanism and residual weights
greatly reduce training time, which further demonstrates
the effectiveness of the proposed approach.

4 Conclusions

In this paper, we propose a threat hunting method based
on improved Transformer for detecting IoT malware. We
first process the dataset through n-gram technique to
convert the features of each sample into a vector rep-
resentation. Then train the improved Transformer net-
work to obtain a threat hunting model based on the im-
proved Transformer. Finally, our proposed method is
evaluated using the test set OpCode and API Call se-
quences and obtains over an accuracy rate of 98%. Mean-
while, Finding from our evaluations demonstrates that
the proposed threat hunting method outperforms tradi-
tional KNN, SVM, and mainstream CNN, LSTM, and
Transformer models in four metrics of accuracy, preci-
sion, recall, and F1-Score. Mainly because our proposed
model can process the features of input samples in par-
allel, and the complete multi-head attention mechanism
can help capture the correlation between features, which
effectively improves the accuracy of malware detection. In
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addition, we use additive attention mechanism and resid-
ual weight parameters in the encoder of each layer, which
effectively reduces the training time while improving the
accuracy, which is verified by experiments.

In the future, we will evaluate the proposed model on
other malware datasets, such as ByteCode, permission,
etc. At the same time, we will also explore new deep
learning models to increase malware detection accuracy
and reduce training time, especially for malware variants.
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Abstract

With the development of technology, telecommunication
network frauds are also appearing more frequently. For
the identification and defense of telecommunication net-
work fraud information, this paper first analyzed it from
the legal system’s perspective and designed an intelligent
algorithm based on text classification. First, a convolu-
tional neural network (CNN) extracted text features after
text preprocessing. Then, a bi-directional long short-term
memory (BiLSTM) algorithm was used to extract tempo-
ral information. Finally, the BiLSTM algorithm was opti-
mized by combining attention to obtain the C-BiLSTM-
attention intelligent algorithm. The experiment on the
dataset found that compared with LSTM, BiLSTM, and
C-BiLSTM algorithms, the C-BiLSTM-attention algo-
rithm performed better on the text classification of call
information. Furthermore, the precision, accuracy, recall
rate, and F1 value were all the highest, 94.36%, 93.37%,
93.02%, and 93.69%, respectively. This proves that the
C-BiLSTM-attention algorithm is reliable enough to be
applied in actual telecommunication network fraud to
achieve identification and defense.

Keywords: Call Information; Intelligent Algorithm; Legal
System; Telecommunication Network Fraud

1 Introduction

While the ever-advancing information technology facil-
itates people’s life and work, telecommunication net-
work fraud has emerged more and more frequently [9].
Telecommunication network fraud is a remote and con-
tactless fraud to induce victims to transfer money through
calls and text messages [2, 11], bringing a double blow to
people’s spirit and property [16].

In parallel with the development of science and tech-
nology, the means of telecommunication network fraud

have been updated, becoming more accurate and effec-
tive and spreading more widely [15]. With the help of
technology, massive user information is stolen and vic-
tims, and fraud becomes more targeted. Monetary loss
due to telecommunication network fraud continues to rise,
the number of fraud cases increases constantly, and the
fraudulent behavior becomes more hidden and difficult
to detect, bringing greater difficulty to the identification
and defense of telecommunication network fraud. How to
effectively identify telecommunication network fraud has
become an important issue at present.

Zhong et al. [17] processed part of a call, established
a term frequency-inverse document frequency (TF-IDF)
model, identified fraudulent calls through a generalized
learning system, and found through experiments that the
method had a high accuracy and fast training.

Meijaard et al. [7] designed an unsupervised machine
learning method to detect international revenue sharing
fraud (IRSF) and compared it with existing post-mortem
anti-fraud schemes to demonstrate the effectiveness of the
method.

Ying et al. [14] proposed an incremental graph mining-
based fraudulent call detection method that can automat-
ically label fraudulent phone numbers, performed experi-
ments on an anti-fraud data set called whoscall, and found
that the efficiency of the method significantly improved.

Min et al. [8] extracted the behavioral features of fraud-
ulent calls, identified fraudulent phone numbers by the K-
means algorithm, and proved the feasibility of the method
by an actual sample set. After analyzing the legal sys-
tem related to telecommunication network fraud, this pa-
per designed a method that can classify the text of call
information and proved the effectiveness of the method
through experiments. This work provides theoretical sup-
port for better implementation of identification and de-
fense in actual telecommunication network fraud.



International Journal of Network Security, Vol.25, No.2, PP.277-284, Mar. 2023 (DOI: 10.6633/IJNS.202303 25(2).10) 278

Figure 1: The top ten most prevalent types of fraud in
2021

2 Telecommunication Network
Fraud Under the Legal System

Telecommunication network fraud means making up fac-
tors to infringe on other people’s property with the assis-
tance of computers and cell phones. In 2021, the National
Anti-Fraud Center has conducted statistics on the top ten
most prevalent types of fraud, as shown in Figure 1.

Currently, common scams can be divided into the fol-
lowing four categories.

1) Impersonation type: the cheater cooks up stories ac-
cording to the characteristics of the victim, such as
impersonating the public prosecutor and friends, to
carry out money fraud.

2) Threatening type: the cheater impersonates gang-
dom, kidnappers, etc., to demand high ransom and
extort money.

3) Lure type: the cheater fabricates scams such as win-
ning prizes and tax refunds to defraud the victim.

4) Technical type: the cheater creates phishing web-
sites, sends them to lure victims to click, and steals
users’ bank information.

Telecommunication network fraud has a high degree of
concealment. With the help of the network, telecommuni-
cation network fraud tends to be more specialized and in-
dustrialized, and the updating speed of fraudulent means
is also fast. Therefore, for telecommunication network
fraud, although severe crackdowns have been carried out,
such cases are still popping up. In the current legal sys-
tem, the content related to telecommunications network
fraud is as follows.

1) In the Criminal Law, there are detailed provisions
on the types of financial fraud. When a fraud in-
volves illegal fund-raising or the use of financial in-
struments, credit cards, and insurance and the fraud

amount is large, the corresponding units and individ-
uals will be punished; however, there are no indepen-
dent and obvious provisions on telecommunication
network fraud.

2) The Network Security Law clearly stipulates that
network operators need to protect the security of user
information and timely takes measures when user in-
formation is leaked.

3) The E-commerce Law gives clear industry regulations
for e-commerce and regulates the industry order.

4) The Personal Information Protection Law establishes
a sound system for the protection of personal infor-
mation to prevent and punish infringement of per-
sonal information.

However, there are some imperfections in the current legal
system, such as the identification of the crime of telecom-
munication network fraud. It may result in different sen-
tences for the same case due to the fact that most of the
crimes are committed by multiple people. Moreover, the
types of punishment for fraud are also limited. Punish-
ment against liberty and fine punishment cannot elimi-
nate recidivism. Long-term preventive measures are lack
of.

After telecommunication network fraud, telecommuni-
cation operators also accumulate a large amount of call
information. If these call information can be effectively
analyzed to classify telecommunication fraud informa-
tion, it has a great effect on improving the identification
and defense of telecommunication network fraud. There-
fore, this paper designed an intelligent algorithm to an-
alyze the communication information in telecommunica-
tion network fraud.

3 Intelligent Algorithm-Based
Call Information Classification

3.1 Call Information Pre-Processing

In this paper, we realize the classification of call infor-
mation from the perspective of text classification. After
obtaining the original data set of call information text
from operators and networks, it needs to be pre-processed
first, and then by intelligent algorithms, text classification
is performed.

Chinese text first needs to be processed by word sepa-
ration, and common tools include Jieba word separation,
NLPIR word separation, etc. [13]. This paper used Jieba
word separation, which is based on string matching and
easy to use. It has a high accuracy rate for word sepa-
ration and has been widely used in natural language pro-
cessing (NLP) [3]. Its word separation performance is as
follows. Before word separation: Your credit card has
high charges abroad.

After word separation: Your/credit card/has/ high
charges/abroad.
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Figure 2: The CBOW model

After word separation: A table of stop words is estab-
lished to eliminate stop words in the text, to improve
the classification performance. Then, the Continu-
ous Bag-of-Words (CBOW) model [10] in Wodr2Vec
is used for text vectorization, as shown in Figure 2.

In the CBOW model, the input layer is the oneshot
form of words. Then, in the hidden layer, all the oneshot
vectors are multiplied by input weight matrix W, and the
results are added up and averaged as the vector of the hid-
den layer. After that, it is multiplied by output weight
matrix W’ to obtain the V-dimensional vector. The inter-
mediate word is predicted after the probability distribu-
tion of word at every dimension is obtained by softmax.
Finally, the word vector of every word is obtained by up-
dating W and W’ through gradient descent. Word vectors
at 300 dimensions are obtained by the CBOW model for
intelligent algorithm classification after text classification.

3.2 Long Short-Term Memory-Based In-
telligent Classification Algorithm

Long short-term memory (LSTM) is a special kind of
recurrent neural network (RNN) [12]. Compared with
RNN, LSTM has better performance in long time series
and has wide applications in data prediction [5] and clas-
sification [1]. LSTM controls information through three
gate structures. Let the input vector of LSTM be x and
the output vector be h. The computational steps are
shown below.

1) Which information needs to be discarded from pre-
vious cell state Ct−1 is determined through the for-
getting gate, and the corresponding equation is:

ft = σ(wf [ht−1, xt] + bf ),

where t stands for the time, wf and bf are the weight
and bias, and σ is the sigmoid activation function.

2) Which information needs to be added to new cell
state Ct is decided through the input gate, and the

corresponding equations are:

it = σ(wi[ht−1, xt] + bi),

C̃t = tanh(wc[ht−1, xt] + bc),

Ct = ftCt−1 + itC̃t.

3) Output value ht is obtained through the output gate.
The equations are:

Ot = σ(wo[ht−1, xt] + bo),

ht = Ot tanh(Ct).

However, LSTM can only save one-way information.
In order to better capture two-way information, bi-
directional LSTM (BiLSTM) is proposed to process data
in both forward and reverse directions. The output of
BiLSTM is jointly determined by forward LSTM output−→
ht and backward LSTM output

←−
ht :

−→
ht = LSTM(xt,

−−→
ht−1),

←−
ht = LSTM(xt,

←−−
ht−1),

H = it
−→
ht + jt

←−
ht + bt,

where H is the vector matrix combining the forward and
backward outputs and bt is the deviation at time t.

BiLSTM lacks the ability to discover features automat-
ically. A convolutional neural network (CNN) [4] algo-
rithm can extract the feature information effectively but
ignores the sequence information of texts. In order to
further improve the performance of intelligent algorithms
on text classification of call information, this paper com-
bines CNN with BiLSTM to obtain the CNN-BiLSTM
algorithm. The attention mechanism [6] selects the key
information from all the information for prominent atten-
tion. Therefore, this paper further optimizes the CNN-
BiLSTM algorithm with the attention mechanism to ob-
tain the intelligent C-BiLSTM-attention algorithm.

In the CNN algorithm, for input vector xi, the output
after convolution is:

li = tanh(xiki + bi)

where ki is the convolution kernel weight and bi is the
convolution kernel deviation.

The principle of the attention mechanism is shown in
Figure 3.

The attention mechanism essentially consists of multi-
ple “query” and key-value. First, the correlation between
“query” and every “key” is computed: F (Q,K) = Q ·K;
then, the weight coefficient of the “value” is calculated:
ai = softmax(F (Q,K)); finally, the target attention
value is obtained by weighting and summation:

Attention(Q,K, V ) =

Lx∑
i=1

ai · value,

where Lx is the length of the key-value.
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Figure 3: Principle of the attention mechanism

The structure of the intelligent C-BiLSTM-attention
algorithm is shown in Figure 4.

The input layer is input with the processed call infor-
mation text of telecommunication network fraud; then,
feature extraction and dimension reduction are performed
in the CNN layer; after forward and backward LSTM in
the BiLSTM layer, the attention value is calculated in the
attention layer; finally, the result of text classification is
output through the output layer.

4 Results and Analysis

4.1 Experimental Setup

The experimental data were call information collected
from telecommunication operators, which have all been
converted into text information, including 10,000 normal
call information and 10,000 fraudulent call information.
Some examples are shown in Table 1.

Label 0 was used to represent normal call information,
and label 1 was used to represent fraudulent call informa-
tion; 70% of the data in the dataset was used for algo-
rithm training, and 30% was used for algorithm testing.
The experimental environment was Windows 10 and 8 G
memory. The i7-4720HQ 2.60GHz processor and Python
programming language were used. Vectors at 300 dimen-
sions were obtained after the COBW model was trained
by the texts. The C-BiLSTM-attention algorithm used
the Adam optimization algorithm. The learning rate was
0.0001, and the activation functions used in convolution,
LSTM, and attention layers were tanh, sigmoid, and soft-
max, respectively. The batch size was 128.

4.2 Evaluation Indicators

Based on the confusion matrix (Table 2), the performance
of the algorithm was evaluated.

For the binary classification between normal call in-
formation and fraudulent call information, the evaluation
indicators used are as follows.

1) Precision: P = TP
TP+FP ;

2) Accuracy: A = TP+TN
TP+FP+TN+FN ;

3) Recall rate: R = P
TP+FN ;

4) F1 value: F1 = 2PR
P+R

4.3 Analysis of Results

The performance of four intelligent algorithms, LSTM,
BiLSTM, C-BiLSTM, and C-BiLSTM-attention algo-
rithms, was compared for fraudulent call message iden-
tification and defense. After the algorithms are trained,
ten experiments were conducted on the test set, and the
accuracy of different algorithms are compared, as shown
in Figure 5.

It was observed in Figure 5 that the classification pre-
cision of these LSTM algorithms was all above 90%. In
comparison, the precision of LSTM is the lowest, around
91%, and BiLSTM was between 92%-93%. After com-
bining CNN, the precision of the C-BiLSTM algorithm
was around 93%, indicating that the classification perfor-
mance of the BiLSTM algorithm was improved to some
extent after CNN feature extraction. The C-BiLSTM-
attention algorithm had the highest precision, between
94% and 95%, indicating that the intelligent algorithm
performed best after combining CNN and the attention
mechanism.

A comparison of the accuracy between different algo-
rithms is shown in Figure 6.

The comparison results in Figure 6 were similar to
Figure 5, LSTM ¡ BiLSTM ¡ C-BiLSTM ¡ C-BiLSTM-
attention. When using the LSTM algorithm for clas-
sification, its accuracy was below 90%; the accuracy
of the BiLSTM algorithm was around 91%; after opti-
mization by CNN and the attention mechanism, the C-
BiLSTM-attention algorithm had the highest accuracy,
around 93%. These results proved the reliability of the
C-BiLSTM-attention algorithm for fraudulent call infor-
mation identification and defense.

The results of the ten experiments were averaged. The
performance of different algorithms was compared, as
shown in Figure 7.

It was seen from Figure 7 that among the four algo-
rithms, the C-BiLSTM-attention algorithm had the best
performance. Its precision was 94.36%, which was 3.33%
higher than that of the LSTM algorithm; its accuracy was
93.37%, which was 3.65% higher than the LSTM algo-
rithm; its recall rate was 93.02%, which was 2.69% higher
than the LSTM algorithm; its F1 value was 93.69%, which
was 3.01% higher than the LSTM algorithm. These re-
sults verified the effectiveness of CNN and the attention
mechanism for improving the classification performance
of the algorithm. The C-BiLSTM-attention algorithm
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Figure 4: Structure diagram of the intelligent C-BiLSTM-attention algorithm

Table 1: Examples of experimental data

Type Example

Hello, I am from XX bank. I found that there is a bank card under your name suspected of
major criminal cases.
Uncle! I was arrested for committing a crime outside. Now I have to pay 10,000 yuan.
Please give me some money, and I will pay you back after coming back.
Hello, your flight has been canceled due to a mechanical problem. Do you want to alternate
your ticket? Please provide us with your ID number and bank card number.

Fraudulent call Honey! Genuine overseas purchasing! Fake one lose ten. We will give you the lowest price.
information Wang, the last project needs to be paid, so you should hurry up and transfer the money to

XXXXXXX.
Hello, we are from the XX People’s Court and have found that you are involved in money
laundering.
The item you purchased on this website is out of stock. Please leave your bank card number
information, and we will refund to you.
Friends, lack of money? Low interest rate, fast arrival, no collateral, no guarantee, legal
company, very fast lending.
I have a high-yield financial product. You can get it if you charge money and become a
member.
Have you eaten dinner yet?

Normal call I have to work overtime today and will be back later.
information See you Saturday morning at 10 am at XX Plaza. Let’s go for a barbecue dinner.

I’ll take care of this as soon as possible and get it to you by the end of the day.

Figure 5: Comparison of precision between different algorithms for fraudulent call information identification and
defense
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Figure 6: Comparison of accuracy between different algorithms for fraudulent call information identification and
defense

Figure 7: Comparison of performance between different algorithms for fraudulent call information identification
and defense
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Table 2: Confusion matrix

Real label Classified as 1 Classified as 0

1 TP FN
0 FP TN

can accurately classify the text of call information for the
identification and defense of telecommunication network
fraud.

5 Conclusion

This paper designed an improved LSTM intelligent algo-
rithm, the C-BiLSTM-attention algorithm, for the iden-
tification and defense of call information in telecommu-
nication network fraud under the legal system. It was
found through experiments on the dataset that compared
with LSTM, BiLSTM, and C-BiLSTM algorithms, the
C-BiLSTM-attention algorithm had better performance,
with a precision of 94.36% and an accuracy of 93.37%.
The C-BiLSTM-attention algorithm can be applied in
the actual telecommunication network fraud identification
and defense to effectively distinguish normal call informa-
tion from fraudulent call information. At the same time,
the government should perfect the relevant legal system
in practical life to reduce the occurrence of telecommuni-
cation network fraud more efficiently.
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Abstract

Since the emergence of wireless body area networks
(WBANs) as a new technology in telemedicine, the chal-
lenges of secure communications in these networks have
been noticed extensively; recently, Gao et al. have de-
signed an efficient access control protocol for WBANs
and claimed that their proposal could authenticate the
physician to the patient and satisfy the confidentiality of
the request message sent from the physician to the pa-
tient concurrently in a certificateless setting. Moreover,
at the end of the protocol, the physician and the patient
establish a session key for their following secure commu-
nications. They first designed a certificateless signcryp-
tion (CL-SC) scheme and then implied it to propose their
access control protocol. In this paper, we design a key
replacement attack against Gao et al.’s CL-SC scheme, in
which the adversary can obtain the confidential request
message sent from the physician to the patient. Moreover,
based on our designed attack, the adversary can obtain
the session key established by the physician for the fol-
lowing communications to the patient. Afterward, we fix
the scheme to be secure against our proposed attacks.

Keywords: Access Control Protocol; Certificateless sign-
cryption; ROM; Signcryption; WBANs

1 Introduction

New technologies for telemedicine have been extensively
spread all over the world. The wireless body area net-
work (WBAN) technology which was first proposed in
1996 [21], plays an important role in this field. In a
WBAN, the human’s vital data from body and environ-
ment parameters are collected via a wireless network in-

*This article is an extended version of an ISCISC’21 paper [17]

cluding some low-power small sensors and actuators. The
sensors might be wearable (such as neck, wrist, eye, arm,
foot and body wears sensors) or implantable (such as cere-
bral pressure sensors, blood analyzer chips, heart sensors
and so on). Due to the extensive applications of WBANs
in various fields (e. g. medical, military, lifestyle, enter-
tainment and so on), the IEEE 802.15.6 standard was pre-
sented to provide short-range reliable seamless communi-
cations with low-power consumption [13]. It is important
to note that the efficiency in the sense of storage, com-
putation and communication costs gets a lot of attention
in WBANs because of the source-constrained low-power
sensors and the bandwidth-limited communications.

The security aspects of WBANs have been in much
attention in recent years. There are a lot of studies in
this field and readers can refer to [7, 13] for a compre-
hensive review. The security requirements of WBANs
depend on the applications in which they are used. As
mentioned, one of the main applications of these networks
is in telemedicine which helps us to replace the face-to-
face interaction between the patient and the physician by
monitoring patients? health-related parameters remotely,
processing and sending them to medical databases. So,
the corresponding medical advice can be transferred to
the patients according to the received vital data. This re-
mote interaction, can reduce both the medical costs and
the risk of infection in infectious disease such as COVID-
19 [9]. It is clear that the authentication of the patient
and the medical team as well as the confidentiality of the
transferred messages, to preserve the privacy of the pa-
tients, are very important in telemedicine applications.

A digital signature scheme is a well-known primitive
which can be used to satisfy the authentication, the non-
repudiation and the integrity of the messages in security
protocols. Moreover, an encryption scheme satisfies the
confidentiality of the messages in these protocols. In 1997,
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Zheng proposed the concept of a signcryption scheme
which provides the goals of the signature and encryption
schemes concurrently in a way much more efficient than
encrypting and signing messages separately [20]. A sign-
cryption scheme is a useful primitive for designing access
control protocols which manage the security and privacy
of the networks by allowing only authorized users to ac-
cess the network. There are a lot of studies on design-
ing efficient access control protocols based on signcryption
schemes in the literature [1, 4, 6, 8, 10–12], which many of
them are proposed in the certificateless setting [6,8,10,11].
Certificateless public key cryptography was proposed by
Al-Riyami and Paterson in 2003 to eliminate the problem
of the management of huge number of certificates in con-
ventional public key infrastructure as well as the key es-
crow problem in ID-Based public key cryptography [2]. In
2008, the idea of certificateless signcryption (CL-SC) was
proposed by Barbosa and Farshim [3]. Since the intro-
duction of CL-SC scheme in 2008, some works have been
done to propose CL-SC schemes with provable security in
the standard model (i. e. without the assumption of ran-
dom oracles) [5,15,18,19]. However these schemes are not
suitable for designing access control protocols for source-
constrained low-power applications such as WBANs be-
cause of their heavy computation costs. Furthermore, as
some of these schemes are attacked in the literature (such
as the proposed attacks in [14,16]), one can see that if the
games for the security proofs of schemes are not designed
correctly, the security of them are not reliable at all even
in the standard model. Based on these descriptions, al-
most all proposed CL-SC schemes for source-constrained,
low-power and bandwidth-limited applications are con-
tent with the security proofs in the random oracle model
(ROM) [6,8, 10,11].

Recently, Gao et al. have proposed an efficient CL-
SC scheme and designed an access control for WBANs
based on their proposal [6]. They proved the confiden-
tiality (IND-CCA2) and unforgeability (EUF-CMA) of
their proposal against both the key replacement attacker
(which is denoted as AI in the literature) and the ma-
licious KGC attacker (which is denoted as AII in the
literature) in the random oracle model (ROM). In this
paper:

� We design an attack which shows that the confiden-
tiality of Gao et al.’s CL-SC scheme is vulnerable
against the key replacement attack, in contrast to
their claim. In the designed attack, a key replace-
ment attacker AI can obtain the signcrypted mes-
sages by replacing the public key of the receiver.

� According to our attack, AI can also obtain the ses-
sion key which is established by the physician for the
next communications to the patient in Gao et al.’s
access control protocol.

� We fix the Gao et al.’s scheme to be robust against
the proposed attacks.

The remained of the paper is organized as follows. In
Section 2, some required preliminaries are provided. In
Section 3, an overview of Gao et al.’s CL-SC scheme and
access control protocol is described. In Section 4, we pro-
pose our attacks against the Gao et al.’s proposals. In Sec-
tion 5, we fix Gao et al.’s proposals to be robust against
our designed attacks. In Section 6, a comparison between
Gao et al.’s proposals and our improvements is provided.
Finally, the paper is concluded in Section 7.

2 Preliminaries

2.1 Related Complexity Assumptions

Definition 1. Suppose that G is a group of a prime order
q and P is a generator of G. The Discrete Logarithm
(DL) Problem is that on inputs P, aP ∈ G (for unknown
a ∈ Z∗

q), compute a ∈ Z∗
q .

Definition 2. The Decisional Diffie-Hellman (DDH)
Problem is that on inputs P, aP, bP,X ∈ G (for unknown
a, b ∈ Z∗

q), decide whether X = abP (and returns γ = 1)
or not (and returns γ = 0).

2.2 CL-SC Scheme

2.2.1 Syntax

A key generation center (KGC), a sender (A) and a re-
ceiver (B) are three entities in a CL-SC scheme for an
access control in a WBAN, which has five algorithms as
follows [6]:

Setup. The KGC takes a security parameter k as input
and outputs a master key α which is kept secret and
the public parameters params which are published.

Partial Key Generation (ParKeyGen). When a
user U with the identity IDU registers to KGC, the
KGC calculates a corresponding partial key ParKU

and sends it to U .

Key Generatin (KeyGen). When the user U receives
ParKU from KGC, he/she selects a secret value xU

randomly and calculates his/her public/private key
pair (PuKU , P rKU ) by the use of ParKU and xU .

Signcryption. Suppose that the sender A wants to cre-
ate a signcryption δ on a message m for the receiver
B. A uses his/her private key PrKA and the B’s
public key PuKB to create such signcryption.

UnSigncryption. Upon receiving δ from A, B uses
his/her private key PrKB and the A’s public key
PuKA to verify δ and obtain m.

2.2.2 Security Requirements

In a certificateless setting, there are two types of adver-
saries [2]:
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� The type I adversary AI who can replace public keys
of the users, but does not have access to the master
key which is called as the key replacement attacker.
In adversarial models in the literature, AI is as-
sumed to have access to the Public-Key, Partial-Key,
Replace-Public-Key, Private-Key, Signcrypt, Unsign-
crypt and Hash oracles.

� The type II adversary AII who has access to the
master key, but is not able to replace public keys
which is called as the malicious KGC attacker. In
adversarial models in the literature, AII is assumed
to have access to the Public-Key, Private-Key, Sign-
crypt, Unsigncrypt and Hash oracles.

A CL-SC scheme must satisfy two basic security re-
quirements, i. e. the confidentiality (in the sense of IND-
CCA2) and the unforgeability (in the sense of EUF-CMA)
against bothAI andAII . These security requirements are
defined by four games described in [15].

2.3 Network Model of an Access Control
for WBANs

According to the IEEE 802.15.6 standard, WBANs are
deployed in a star topology in which a node located on
the center of the body (e. g. the waist) plays the role of a
controller [13] which can communicate to all sensor nodes
directly. Sensor nodes which are located in, on or around
the body, gather the vital information of the patient (Bob)
and sends them to the central controller regularly. The
controller sends the aggregated information to the receiver
e. g. the physician (Dr. Alice) via the internet. Then
the receiver (Dr. Alice) analyses the received information
and sends the corresponding message e. g. the medical
advice to the patient (Bob).

It is obvious that without considering the security as-
pects in this topology, the privacy of the patient (Bob) is
not preserved at all, since everybody can access to his vital
information and the corresponding medical advice from
the insecure internet platform. Access control protocols
provide solutions to overcome this problem by permitting
to only authorized entities to have access to the private
information. In [6], Gao et al. have proposed a CL-SC
scheme and implied their proposal to design an access
control protocol for WBANs. In their model, a service
provider (SP) is responsible for deploying WBANs and
registering all users (including the patients and the physi-
cians) to the network. In fact, the SP plays the role of
the KGC in the CL-SC scheme who generates the partial
keys of the users as explained in Section 2.2.1. Figure 1
shows the star topology and the interactions between the
SP and the users in Gao et al.’s network model.

Figure 1: The star topology and the interactions between
the SP and the users in Gao et al.’s model

3 Gao et al.’s Proposals

In [6], Gao et al. proposed a CL-SC scheme without bi-
linear pairing and proved the security of their proposal
in the random oracle model (ROM). Afterwards, they de-
signed an access control protocol for WBANs based on
their CL-SC scheme. In this section, an overview of their
CL-SC scheme and access control protocol is provided.

3.1 Gao et al.’s CL-SC Scheme

The algorithms of Gao et al.’s CL-SC scheme are as fol-
lows [6]:

Setup. On input a security parameter k, the SP selects
a cyclic group G of a large prime order q, a genera-
tor P ofG and three collision-resistant hash functions
H1 : {0, 1}∗×G −→ Z∗

q , H2 : {0, 1}∗ −→ Z∗
q and H3 :

Z∗
q −→ {0, 1}l0+|Z∗

q |, where l0 is the bit length of the
message and |Z∗

q | is the bit length of an element in Z∗
q .

Afterwards, the SP picks a random α ∈R Z∗
q as the

system’s master key and calculates the corresponding
public key Ppub = αP . At last, the SP publishes pub-
lic parameters params = {G, q, P, Ppub, H1, H2, H3}
and keeps α secret.

ParKeyGen. In this algorithm, an entity U sends
his/her identity IDU to the SP. The SP chooses
a random value rU ∈R Z∗

q and calculates RU =
rUP and dU = rU + αH1(IDU , RU ) and sends
ParKU = (RU , dU ) to U via a secure channel.
The user U can verify the correctness of the re-
ceived partial keys by checking whether the equation
RU +H1(IDU , RU )Ppub = dUP holds or not.

KeyGen. The entity U picks a random xU ∈R Z∗
q ,

computes XU = xUP and sets PrKU = (dU , xU )
as his/her private key and PuKU = (RU , XU ) as
his/her public key.

Signcryption. Suppose that an entity A wants to cre-
ate a signcryption δ on a message m for an entity B.
A executes the following steps:

1) Picks a random value β ∈R Z∗
q and computes

T = βP .
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2) Sets hB = H1(IDB , RB).

3) Calculates V = β(XB +RB + hBPpub).

4) Sets h = H2(m||T ||IDA||IDB ||XA||XB).

5) Calculates S = (xA + β)/(h+ dA + xA).

6) Calculates C = H3(V )⊕ (m||S) .
7) Returns δ = (S,C, T ) and sends it to B.

UnSigncryption. Upon receiving a signcryption δ =
(S,C, T ) from A, B executes the following steps to
verify δ and obtain m:

1) Calculates V = (xB + dB)T .

2) Calculates m||S = H3(V )⊕C and consequently
recovers m as the first l0 bits of m||S.

3) Sets h = H2(m||T ||IDA||IDB ||XA||XB).

4) Sets hA = H1(IDA, RA).

5) Verifies the signcryption by checking the follow-
ing equality:

S(XA +RA + hAPpub + hP ) = XA + T.

If the above equality holds, B accepts m as a
signcryption from A, otherwise B rejects it and
returns ⊥.

3.2 Gao et al.’s Access Control Protocol

Gao et al.’s proposed access control protocol is summa-
rized in Figure 2. Their proposal has four phases as fol-
lows:

Figure 2: Gao et al.’s certificateless access control proto-
col

The Initialization Phase. In this phase, the SP who
is the KGC introduced in Section 2.2.1, runs the
Setup algorithm of the CL-SC scheme explained in
Section 3.1, to generate params and α. The SP pub-
lishes params and keeps α secret. After deploying
WBANs, when a user such as Bob requests SP for

his partial key by sending his identity IDB to the
SP, it generates ParKB = (RB , dB) as explained in
the ParKeyGen algorithm in Section 3.1 and sends
it to Bob via a secure channel. Then Bob can pro-
duce his private and public keys (PrKB , PuKB) as
explained in the KeyGen algorithm in Section 3.1.

The Registration Phase. In this phase, the receivers
including the physician team such as Dr. Alice are
registered by the SP. When Dr. Alice submits her
identity IDA to the SP, it checks whether the iden-
tity is valid or not. If not, the SP rejects the re-
quest. Otherwise, the SP sets an expiration date
(ED) for Dr. Alice, generates ParKA = (RA, dA) as
explained in the ParKeyGen algorithm in Section 3.1
and sends it to Dr. Alice via a secure channel. Then
Dr. Alice can produce her private and public keys
(PrKA, PuKA) as explained in the KeyGen algo-
rithm in Section 3.1.

The Authentication Phase. When Dr. Alice wants
to access the collected data of WBANs (e. g. the
vital data of patient Bob), she first creates a sign-
cryption δ = (S,C, T ) on a request message m con-
catenated with a current timestamp T1 (to prevent
the replay attack), i. e. m||T1. Then Dr. Alice sends
(δ||IDA||PuKA||T1) to Bob. Upon receiving the ac-
cess request from Dr. Alice, Bob first checks whether
T2 − T1 ≤ ∆T or not, where T2 is the current times-
tamp. If not, Bob rejects and terminates the session
as a replay attack may be occurred. Otherwise, Bob
runs the UnSigncryption algorithm by using his pri-
vate key PrKB . If the output of the UnSigncryption
algorithm is ⊥, Bob stops and terminates the ses-
sion. Otherwise, Bob obtains m, accepts Dr. Alice’s
request, and starts to communicate with her using
the session key H3(V ) which is established between
Bob and Dr. Alice.

The Revocation Phase. Due to the expiration date
(ED), the SP revokes Dr. Alice access privilege by
revoking her partial private key ParKA and sends
IDA to Bob which automatically makes Dr. Alice
illegal to Bob. So, Bob stops the communication with
Dr. Alice and she cannot be authenticated to Bob
again, as her partial key is revoked by the SP.

4 Cryptanalysis of Gao et al.’s
Proposals

4.1 Cryptanalysis of Gao et al.’s CL-SC
Scheme

Gao et al. have claimed that their proposed CL-
SC scheme is confidential (IND-CCA2) and unforgeable
(EUF-CMA) against type I and type II adversaries AI

and AII , in the random oracle model (ROM), based on
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CDH and DL assumptions in G (See Definition 1 and Def-
inition 2) [6]. However, in this section, we design a key
replacement attack against the confidentiality of Gao et
al.’s CL-SC scheme. In our proposed attack, a type I ad-
versary AI can replace the public key of the receiver B to
obtain all signcrypted messages sent from A to B without
the knowledge of the corresponding private key of B. To
this goal, AI picks two random values r∗B , x

∗
B ∈R Z∗

q and
computes:

R∗
B = r∗BP,

X∗
B = x∗

BP −H1(IDB , R
∗
B)Ppub.

Then AI replaces the real public key of B, i. e. PuKB =
(RB , XB), with PuK∗

B = (R∗
B , X

∗
B). By this public key

replacement, A will use (R∗
B , X

∗
B) to create a signcryption

δ∗ on a message m for B. In order to produce δ∗, A runs
the following steps:

1) Picks a random value β ∈R Z∗
q and computes T =

βP .

2) Sets h∗
B = H1(IDB , R

∗
B).

3) Calculates V ∗ = β(X∗
B +R∗

B + h∗
BPpub).

4) Sets h∗ = H2(m||T ||IDA||IDB ||XA||X∗
B).

5) Calculates S∗ = (xA + β)/(h∗ + dA + xA).

6) Calculates C∗ = H3(V
∗)⊕ (m||S∗) .

7) Returns δ∗ = (S∗, C∗, T ) and sends it to B.

By obtaining δ∗ = (S∗, C∗, T ) from the channel, AI can
easily calculate:

V ∗ = (x∗
B + r∗B)T, (1)

obtain:

m||S∗ = H3(V
∗)⊕ C∗,

and recover m as the first l0 bits of m||S∗. It is straight-
forward to check the correctness of Equation (1) as we
have:

V ∗ = β(X∗
B +R∗

B + h∗
BPpub)

= β(x∗
BP −H1(IDB , R

∗
B)Ppub + r∗BP +H1(IDB , R

∗
B)Ppub)

= β(x∗
BP + r∗BP ) = (x∗

B + r∗B)βP = (x∗
B + r∗B)T.

As a result, AI can deceive A to use PuK∗
B = (R∗

B , X
∗
B)

instead of PuKB = (RB , XB) for generating a signcryp-
tion for B, and consequently obtain m and break the con-
fidentiality of the scheme. So, the Gao et al.’s CL-SC
scheme is not confidential against AI in contrast to their
claim.

4.2 Cryptanalysis of Gao et al.’s Access
Control Protocol

Gao et al. have claimed that their protocol provides
the confidentiality for future communications between Dr.
Alice and Bob, i. e. no one can obtain the shared key be-
tween them. However, we will show that their claim isn’t
provided. As explained in the authentication phase of Gao
et al.’s access control protocol in Section 3.2, upon receiv-
ing δ from Dr. Alice, Bob checks it and if it is valid, he ob-
tains m. Then both Bob and Dr. Alice set the session key
H3(V ) for their future communications. Now, suppose
that a type I adversary AI has replaced the real public
key of Bob PuKB = (RB , XB) with PuK∗

B = (R∗
B , X

∗
B)

as explained in Section 4.1. So, Dr. Alice sets H3(V
∗) as

the session key for communicating with Bob, where:

V ∗ = β(X∗
B +R∗

B + h∗
BPpub).

It is obvious that AI can obtain the session key H3(V
∗)

by computing V ∗ as follows:

V ∗ = (x∗
B + r∗B)T.

As a result, AI can obtain the session key, communicate
to Dr. Alice instead of Bob and access to all messages sent
from Dr. Alice to Bob during the session. So, the confi-
dentiality and the privacy of Bob will not be preserved at
all.

5 Improvement of Gao et al.’s
Proposals

In this section, we improve Gao et al.’s CL-SC scheme [6]
to be robust against our proposed attack in Section 4.1.
Then we provide the security proof of our improvement.
Finally, we fix Gao et al.’s access control protocol based
on our improved CL-SC scheme.

5.1 The Improved CL-SC Scheme

The algorithms of the improved CL-SC scheme are as fol-
lows:

Setup. It is similar to the Setup algorithm of Gao et
al.’s CL-SC scheme, explained in Section 3.1.

ParKeyGen. In this algorithm, an entity U picks a
random xU ∈R Z∗

q , computes XU = xUP and sends
XU and IDU to the SP. The SP chooses a random
value rU ∈R Z∗

q , calculates RU = rUP and dU = rU+
αH1(IDU , RU , XU ) and sends ParKU = (RU , dU ) to
U via a secure channel. The user U can verify the
correctness of the received partial keys by checking
whether the equation RU +H1(IDU , RU , XU )Ppub =
dUP holds or not.

KeyGen. The entity U sets PrKU = (dU , xU ) as
his/her private key and PuKU = (RU , XU ) as
his/her public key.
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Signcryption. Suppose that an entity A wants to cre-
ate a signcryption δ on a message m for an entity B.
A executes the following steps:

1) Picks a random value β ∈R Z∗
q and computes

T = βP .

2) Sets hB = H1(IDB , RB , XB).

3) Calculates V = β(XB +RB + hBPpub).

4) Sets h = H2(m||T ||IDA||IDB ||XA||XB).

5) Calculates

S =
xA + β

h+ dA + xA

= (xA + β)(h+ dA + xA)
−1 mod q,

6) Calculates C = H3(V )⊕ (m||S) .
7) Returns δ = (S,C, T ) and sends it to B.

UnSigncryption. Upon receiving a signcryption δ =
(S,C, T ) from A, B executes the following steps to
verify δ and obtain m:

1) Calculates V = (xB + dB)T .

2) Calculates m||S = H3(V )⊕C and consequently
recovers m as the first l0 bits of m||S.

3) Sets h = H2(m||T ||IDA||IDB ||XA||XB).

4) Sets hA = H1(IDA, RA, XA).

5) Verifies the signcryption by checking the follow-
ing equality:

S(XA +RA + hAPpub + hP ) = XA + T.

If the above equality holds, B accepts m as a
signcryption from A, otherwise B rejects it and
returns ⊥.

Remark 5.1. Note that in the improved scheme, in the
ParKeyGen algorithm, dU is computed as dU = rU +
αH1(IDU , RU , XU ) instead of dU = rU +αH1(IDU , RU ).
Consequently, hB and hA are computed as hB =
H1(IDB , RB , XB) and hA = H1(IDA, RA, XA) in the
Signcryption and UnSigncryption algorithms. As a re-
sult, AI cannot replace PuKB = (RB , XB) such as our
proposed attack in Section 4.1.

5.2 Analysis of the Improved CL-SC
Scheme

5.2.1 Correctness

The correctness of the fixed scheme can be checked easily,
as follows:

RU +H1(IDU , RU , XU )Ppub

= rUP +H1(IDU , RU , XU )αP

= (rU + αH1(IDU , RU , XU ))P

= dUP,

which shows the correctness of the partial key,

V = (xB + dB)T

= (xB + rB + αH1(IDB , RB , XB))βP

= β(xBP + rBP +H1(IDB , RB , XB)αP )

= β(XB +RB + hBPpub),

which shows the correctness of the computed V in both
sides, and:

S(XA +RA + hAPpub + hP )

=
xA + β

h+ dA + xA
(xAP + rAP +H1(IDA, RA, XA)αP + hP )

=
xA + β

h+ dA + xA
(xA + rA +H1(IDA, RA, XA)α+ h)P

=
xA + β

h+ dA + xA
(xA + dA + h)P

= (xA + β)P = xAP + βP = XA + T,

which shows the correctness of the verification part of the
UnSigncryption algorithm.

5.2.2 Confidentiality

It can be shown that the improved CL-SC scheme is
confidential (IND-CCA2) against type I and type II
adversaries AI and AII , in the random oracle model
(ROM), based on the DDH assumption. The confidential-
ity against AI and AII are respectively defined according
to Game I and Game II in [15], except that as our proof
is provided in ROM, the adversary has access to Hash
oracles, too.

Lemma 1. If there is an adversary AI who can win
Game I in [15], with a non-negligible advantage ε, one
can construct an algorithm C, which can solve an instance
of the DDH problem with an advantage at least ε

(nq+1)2 ,

where nq is the number of queries from Partial-Private-
Key, Private-Key and Signcrypt oracles.

Proof. Suppose that the algorithm C gets an instance
P, aP, bP,X ∈ G, of a DDH problem and wants to de-
cide whether X = abP or not. First, C creates a list
L = {IDU , h1,U , h2,A,B,m,T , T, V, h3,T , dU , xU , rU , XU ,
RU , cU , ParKU , PuKU , P rKU )} which is initially empty.
Then C plays Game I in [15] with AI as follows:

Initialization: Given a security parameter k, C sets
Ppub = aP . Then it produces other system pa-
rameters such that explained in the Setup algo-
rithm of the improved scheme and sends params =
{G, q, P, Ppub, H1, H2, H3} to AI . Note that as
Ppub = aP , C does not know the corresponding mas-
ter secret key α = a.

Phase 1 Queries: AI sends polynomially bounded
number of queries to the Hash, Public-Key, Partial-
Private-Key, Replace-Public-Key, Private-Key, Sign-
crypt and Unsigncrypt oracles and C responds to
these queries as follows:
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� H1 queries: Receiving a H1(IDU , RU , XU )
query from AI , C first checks whether h1,U ex-
ists in L or not. If so, C picks it and sends it to
AI . Otherwise, C randomly picks cU ∈R {0, 1}
such that Pr[cU = 1] = 1

nq+1 [6]. Then C acts

as follows:

– If cU = 0, C randomly selects h1,U ∈R Z∗
q ,

sends it to AI and inserts cU = 0 and h1,U

in L.
– If cU = 1, C sets h1,U = K (a constant

value), sends it to AI and inserts cU = 1 in
L.

� H2 queries: Receiving a H2(m||T ||IDA||
IDB ||XA||XB) query from AI , C first checks
whether h2,A,B,m,T exists in L or not. If so,
C picks and sends it to AI . Otherwise, C ran-
domly selects h2,A,B,m,T ∈R Z∗

q , sends it to AI

and inserts it in L.
� H3 queries: Receiving a (H3(V ), T ) query from
AI , C first checks whether h3,T exists in L or
not. If so, C picks and sends it toAI . Otherwise,
C randomly selects h3,T ∈R {0, 1}l0+|Z∗

q |, sends
it to AI and inserts T, V, h3,T in L.

� Public-Key queries: Receiving a PuKU query
from AI , C first checks whether PuKU exists
in L or not. If so, C picks and sends it to AI .
Otherwise, C checks cU in L and acts as follows:

– If cU = 0, C picks random values
xU , rU , z ∈R Z∗

q , computes RU = rUP ,
XU = xUP , dU = rU+zH1(IDU , RU , XU),
sends PukU = (RU , XU ) to AI . Then
C inserts dU , xU , XU , RU , ParKU =
(RU , dU ), PuKU = (RU , XU ), P rKU =
(dU , xU ) in L.

– If cU = 1, C randomly selects xU , rU ∈R Z∗
q ,

computes RU = rUP and XU = xUP , sets
PuKU = (RU , XU ), sends PuKU toAI and
inserts xU , rU , XU , RU , PuKU = (RU , XU )
in L.

� Partial-Private-Key queries: Receiving a
ParKU query from AI , C first checks whether
ParKU exists in L or not. If so, C picks and
sends it to AI . Otherwise, C checks cU in L
and acts as follows:

– If cU = 0, C runs a Public-Key query as
explained. Then C returns ParKU to AI .

– If cU = 1, C aborts the simulation.

� Private-Key queries: Receiving a PrKU query
from AI , C first checks whether PrKU exists
in L or not. If so, C picks and sends it to AI .
Otherwise, C checks cU in L and acts as follows:

– If cU = 0, C runs a Public-Key query as
explained. Then C returns PrKU to AI .

– If cU = 1, C aborts the simulation.

� Replace-Public-Key queries: When AI wants to
replace a public key PuKU = (RU , XU ) with a
new public key PuK ′

U = (R′
U , X

′
U ), C applies

this query and replaces PuKU with PuK ′
U in

L.
� Signcrypt queries: When AI sends a signcrypt
query on (IDA, IDB ,m) to the Signcrypt ora-
cle, C checks cA and acts as follows:

– If cA = 0, C picks PrKA from L. Note that
if PrKA does not exist in L, C can obtain it
by a Private-Key query as explained before.
Then C runs the Signcryption algorithm of
the improved scheme to produce the sign-
cryption δ on m from A to B and sends it
to AI .

– If cA = 1, C aborts the simulation.

� Unsigncrypt queries: When AI sends an Un-
signcrypt query on (IDA, IDB , δ = (S,C, T ))
to the Unigncrypt oracle, C checks cB and acts
as follows:

– If cB = 0, C picks PrKB from L. Note that
if PrKB does not exist in L, C can obtain it
by a Private-Key query as explained before.
Then C runs the UnSigncryption algorithm
of the improved scheme to obtain m and
sends it to AI .

– If cB = 1, C checks all the values of
h3,T stored in L one by one to compute
m||S = H3(V ) ⊕ C and obtain m. Then C
picks the corresponding h1,A and h2,A,B,m,T

(For each T ) from L and verifies whether
the equation S(XA + RA + h1,APpub +
h2,A,B,m,TP ) = XA + T holds or not. If
there exist a h3,T , for which this equation
holds, C returns the correspondingm to AI .
Otherwise, C returns ⊥ to AI .

Challenge: In this step, AI sends two equal lengths
messages m0 and m1 and two identities IDA∗ and
IDB∗ to C. C first checks cB∗ in L and acts as follows:

� If cB∗ = 0, C aborts the simulation.

� If cB∗ = 1, C sets T ∗ = bP . Then C obtains
(T ∗, V ∗, H3(V

∗)) from L, chooses random val-
ues S∗ ∈R Z∗

q and γ∗ ∈R {0, 1}, sets C∗ =
H3(V

∗)⊕(mγ∗ ||S∗) and sends δ∗ = (S∗, C∗, T ∗)
to AI .

Phase 2 Queries: AI can again send polynomially
bounded number of queries similar to that explained
in Phase 1 Queries and C responds to these queries
such explained.

Guess: In this step, AI returns a guess γ′ ∈ {0, 1} of
γ∗.

At the end of the game, C acts as follows:
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� If the simulation is aborted in any steps, C randomly
selects γ ∈R {0, 1} as its guess of the answer to the
DDH problem.

� Otherwise, if γ′ = γ∗, C retrieves xB∗ and rB∗ from
L. Note that as the simulation is not aborted in the
Challenge step, we have cB∗ = 1, so C can retrieve
xB∗ and rB∗ . Furthermore, we have h1,B∗ = K, as
cB∗ = 1. Then C obtains (T ∗, V ∗, H3(V

∗)) from L
and checks whether the equation:

V ∗ − (xB∗ + rB∗)T ∗

K
= X, (2)

holds or not. If so, C returns γ = 1, otherwise it
returns γ = 0, as its answer to the DDH problem.

Note that as cB∗ = 1, C does not know dB∗ = rB∗ +
αH1(IDB∗ , RB∗ , XB∗), as Ppub = aP and α = a is
unknown to C. Moreover, remember that C sets T ∗ =
bP in the Challenge step which indicates that β = b
which is also unknown to C. In this case, if δ∗ is
actually a valid signcryption on mγ∗ , we have:

V ∗ − (xB∗ + rB∗)T ∗

K

=
β(XB∗ +RB∗ + h1,B∗Ppub)− (xB∗ + rB∗)bP

K

=
b(XB∗ +RB∗ +KaP )− b(XB∗ +RB∗)

K
= abP,

So, if Equation (2) holds, it is implied that X = abP ,
then C returns γ = 1. Otherwise, it returns γ = 0 as its
answer to the DDH problem.
Probability Analysis: Suppose that Pr[C wins] is the
success probability of C to solve the DDH problem and
Pr[AI wins] is the success probability of AI in the above
game. Note that if the simulation is aborted in any steps,
C randomly selects its guess γ ∈R {0, 1} as its answer to
the DDH problrm, so Pr[C wins] = 1

2 . If the advantage of
AI in winning the game is ε, i. e. Pr[AI wins] ≥ 1

2 + ε,
we have:

Pr[C wins] = Pr[C wins|abort]Pr[abort]
+ Pr[C wins|abort]Pr[abort]

=
1

2
Pr[abort] + Pr[AI wins]Pr[abort]

≥ 1

2
(1− Pr[abort]) + (

1

2
+ ε)Pr[abort]

=
1

2
+ εPr[abort]

On the other hand, C will not abort if all the following
independent events happen:

� E1: cU = 0 in all Partial-Private-Key and Private-
Key queries.

� E2: cA = 0 in all Signcrypt queries.

� E3: cB∗ = 1 in the Challenge step.

Defining Ei as the event of cU = 1 in the i’th query and
noting Pr[cU = 1] = 1

nq+1 , we have:

Pr[Ei] = Pr[cU = 1] =
1

nq + 1
.

So we have:

Pr[E3] = Pr[Ei] =
1

nq + 1
,

and:

Pr[E1

⋂
E2] = Pr[

nq⋂
i=1

Ēi] = 1− Pr[

nq⋃
i=1

Ei]

≥ 1−
nq∑
i=1

Pr[Ei] = 1− nq

nq + 1
.

Therefore:

Pr[abort] ≥ Pr[E1

⋂
E2

⋂
E3] = Pr[E1

⋂
E2].Pr[E3]

≥ (1− nq

nq + 1
)(

1

nq + 1
) =

1

(nq + 1)2

Finally we have:

Pr[C wins] ≥ 1

2
+

ε

(nq + 1)2

In summary, if AI wins the game with a non-negligible
advantage ε (i. e. guesses γ′ correctly with probability at
least 1

2+ε for a non-negligible value of ε), then C can solve
an instance of the DDH problem with a non-negligible
advantage ε′ (i. e. guess γ correctly with probability at
least 1

2 + ε′), where ε′ ≥ ε
(nq+1)2 which is a contradiction

with the DDH assumption in complexity theory.

Lemma 2. If there is an adversary AII who can win
Game II in [15], with a non-negligible advantage ε, one
can construct an algorithm C, which can solve an instance
of the DDH problem with an advantage at least ε

(nq+1)2 ,

where nq is the number of queries from Private-Key and
Signcrypt oracles.

Proof. Suppose that the algorithm C gets an instance
P, aP, bP,X ∈ G, of a DDH problem and wants to
decide whether X = abP or not. First, C creates
a list L = {IDU , h1,U , h2,A,B,m,T , T, V, h3,T , xU , XU , cU ,
PuKU , P rKU )} which is initially empty. Then C plays
Game II in [15] with AII as follows:

Initialization: Given a security parameter k, C gener-
ates system parameters such that explained in the
Setup algorithm of the improved scheme and sends
params = {G, q, P, Ppub, H1, H2, H3} to AII . Note
that C knows the master secret key α, here.

Phase 1 Queries: AII sends polynomially bounded
number of queries to the Hash, Public-Key, Private-
Key, Signcrypt and Unsigncrypt oracles and C re-
sponds to these queries as follows:
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� H1, H2 and H3 queries: C responds to these
queries similar to that explained in the proof of
Lemma 1.

� Public-Key queries: Receiving a PuKU query
from AII , C first checks whether PuKU exists
in L or not. If so, C picks and sends it to AII .
Otherwise, C checks cU in L and acts as follows:

– If cU = 0, C picks random values xU , rU ∈R

Z∗
q , computesRU = rUP ,XU = xUP , dU =

rU + αH1(IDU , RU , XU), sends PukU =
(RU , XU ) to AII . Then C inserts PuKU =
(RU , XU ), P rKU = (dU , xU ) in L.

– If cU = 1, C sets RU = aP . then
it randomly selects xU ∈R Z∗

q , computes
XU = xUP , sets PuKU = (RU , XU ), sends
PuKU to AII and inserts xU , XU , PuKU =
(RU , XU ) in L.

� Private-Key, Signcrypt and Unsigncrypt
queries: C responds to these queries similar to
that explained in the proof of Lemma 1.

Challenge: This step is also similar to that in the proof
of Lemma 1.

Phase 2 Queries: This step is also similar to that in
the proof of Lemma 1.

Guess: In this step, AI returns a guess γ′ ∈ {0, 1} of
γ∗.

At the end of the game, C acts as follows:

� If the simulation is aborted in any steps, C randomly
selects γ ∈R {0, 1} as its guess of the answer to the
DDH problem.

� Otherwise, if γ′ = γ∗, C retrieves xB∗ from L. Note
that as the simulation is not aborted in the Challenge
step, we have cB∗ = 1 and so h1,B∗ = K. Then C
obtains (T ∗, V ∗, H3(V

∗)) from L and checks whether
the equation:

V ∗ − (xB∗ +Kα)T ∗ = X, (3)

holds or not. If so, C returns γ = 1, otherwise it
returns γ = 0, as its answer to the DDH problem.

Note that C sets T ∗ = bP in the Challenge step. So,
β = b which is unknown to C. Moreover, as cB∗ = 1,
we have h1,B∗ = K and RB∗ = aP . In this case, if
δ∗ is actually a valid signcryption on mγ∗ , we have:

V ∗ − (xB∗ +Kα)T ∗

= β(XB∗ +RB∗ + h1,B∗Ppub)− (xB∗ +Kα)bP

= b(XB∗ + aP +KαP )− b(XB∗ +KαP )

= abP,

So, if Equation (3) holds, it is implied that X = abP ,
then C returns γ = 1. Otherwise, it returns γ = 0 as its

answer to the DDH problem.
Probability Analysis: It is similar to that explained in
the proof of Lemma 1, except that the number of Partial-
Private-Key and Replace-Public-Key queries are 0 here.

Theorem 1. The improved CL-SC scheme is confiden-
tial (IND-CCA2) against AI and AII based on the DDH
assumption.

Proof. the proof is directly implied from Lemma 1 and
Lemma 2.

5.2.3 Unforgeability

It can be shown that the improved CL-SC scheme is un-
forgeable (EUF-CMA) against type I and type II adver-
saries AI and AII , in the random oracle model (ROM),
based on the DL assumption. The unforgeability against
AI and AII are respectively defined according to Game
III and Game IV in [15], except that as our proof is pro-
vided in ROM, the adversary has access to Hash oracles,
too.

Lemma 3. If there is an adversary AI who can win Game
III in [15], with a non-negligible advantage ε, one can
construct an algorithm C, which can solve an instance
of the DL problem with an advantage at least

εpfrk

(nq+1)2 ,

where nq is the number of queries from Partial-Private-
Key, Private-Key and Signcrypt oracles and pfrk is the
success probability of the adversary in Forking Lemma [6].

Proof. Suppose that the algorithm C gets an instance
P, aP ∈ G, of a DL problem and wants to obtain a ∈ Z∗

q .
First, C creates a list L such that explained in the proof
of Lemma 1, which is initially empty. Then C plays Game
III in [15] with AI as follows:

Initialization: This step is similar to that in the proof
of Lemma 1.

Queries: This step is similar to the Phase 1 Queries
step in the proof of Lemma 1

Output: After a polynomially bounded number of
queries, AI outputs a valid signcryption δ∗ =
(S∗, C∗, T ∗) on a message m∗ from A∗ to B∗.

At the end of the game, C acts as follows:

� If the simulation is aborted in any steps or cA∗ = 0,
C aborts.

� Otherwise, C obtains m∗ such that explained in the
Unsigncrypt queries in the proof of Lemma 1. If δ∗ is
a valid signcryption on m∗, according to the Froking
Lemma [6], C can get two valid signcryptions from
A∗ to B∗ on m∗ with the same random value β and
different values of the random oracle h2,A∗,B∗,m∗,T∗ .
So, C gets these two valid signcryptions with the same
T ∗ = βP and different values of h = h2,A∗,B∗,m∗,T∗
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and h′ = h′
2,A∗,B∗,m∗,T∗ . Denote these two valid sign-

cryptions by δ1 = (S1, C1, T
∗) and δ2 = (S2, C2, T

∗).
According to the step 5 of the signcryption algorithm,
we have:

S1(h+ dA∗ + xA∗) = xA∗ + β mod q,

S2(h
′ + dA∗ + xA∗) = xA∗ + β mod q.

So, we have:

S1(h+ dA∗ + xA∗) = S2(h
′ + dA∗ + xA∗) mod q.

Note that as cA∗ = 1, h1,A∗ = K and dA∗ = rA∗ +
αh1,A∗ = rA∗ + aK. Moreover, Ppub = aP and the
master secret key α = a is unknown to C. So, we
have:

S1(h+ rA∗ + aK + xA∗)

= S2(h
′ + rA∗ + aK + xA∗) mod q.

In the above equation all values except a is known to
C. So C can obtain a as its answer to the DL problem.

Probability Analysis: Suppose that Pr[C wins] is the
success probability of C to solve the DL problem and
Pr[AI wins] is the success probability of A in the above
game. If the advantage of AI in winning the game is ε, i.
e. Pr[AI wins] ≥ ε, we have:

Pr[C wins] = Pr[abort
⋂

AIwins]

= Pr[abort].Pr[AIwins]

≥ ε.Pr[abort]

On the other hand, C will not abort if all the following
independent events happen:

� E1: cU = 0 in all Partial-Private-Key and Private-
Key queries.

� E2: cA = 0 in all Signcrypt queries.

� E3: cA∗ = 1.

� E4: C can get two valid signcryptions with the same
random tape and deifferent values of random oracles
in Forking Lemma.

Similar to the explanations in the probability analysis of
the proof of Lemma 1, we have:

Pr[abort] ≥ Pr[E1

⋂
E2

⋂
E3

⋂
E4] ≥

pfrk
(nq + 1)2

,

So:

Pr[C wins] ≥ εpfrk
(nq + 1)2

In summary, if AI wins the game with a non-negligible
advantage ε (i. e. forges a valid signcryption with proba-
bility at least ε for a non-negligible value of ε), then C can
solve an instance of the DL problem with a non-negligible
advantage ε′ (i. e. obtains a with probability at least ε′),
where ε′ ≥ εpfrk

(nq+1)2 which is a contradiction with the DL

assumption in complexity theory.

Lemma 4. If there is an adversary AII who can win
Game IV in [15], with a non-negligible advantage ε, one
can construct an algorithm C, which can solve an instance
of the DL problem with an advantage at least

εpfrk

(nq+1)2 ,

where nq is the number of queries from Private-Key and
Signcrypt oracles and pfrk is the success probability of the
adversary in Forking Lemma [6].

Proof. Suppose that the algorithm C gets an instance
P, aP ∈ G, of a DL problem and wants to obtain a..
First, C creates a list L such that explained in the proof
of Lemma 2, which is initially empty. Then C plays Game
IV in [15] with AII as follows:

Initialization: This step is similar to that in the proof
of Lemma 2.

Queries: This step is similar to the Phase 1 Queries
step in the proof of Lemma 2.

Output: After a polynomially bounded number of
queries, AII outputs a valid signcryption δ∗ =
(S∗, C∗, T ∗) on a message m∗ from A∗ to B∗.

At the end of the game, C acts as follows:

� If the simulation is aborted in any steps or cA∗ = 0,
C aborts.

� Otherwise, C obtains m∗ such that explained in the
Unsigncrypt queries in the proof of Lemma 2. If δ∗ is
a valid signcryption on m∗, according to the Forking
Lemma [6], C can get two valid signcryptions from
A∗ to B∗ on m∗ with the same random value β and
different values of the random oracle h2,A∗,B∗,m∗,T∗ .
So, C gets these two valid signcryptions with the same
T ∗ = βP and different values of h = h2,A∗,B∗,m∗,T∗

and h′ = h′
2,A∗,B∗,m∗,T∗ . Denote these two valid sign-

cryptions by δ1 = (S1, C1, T
∗) and δ2 = (S2, C2, T

∗).
According to the step 5 of the signcryption algorithm,
we have:

S1(h+ dA∗ + xA∗) = xA∗ + β mod q,

S2(h
′ + dA∗ + xA∗) = xA∗ + β mod q.

So, we have:

S1(h+ dA∗ + xA∗) = S2(h
′ + dA∗ + xA∗) mod q.

Note that as cA∗ = 1, h1,A∗ = K and dA∗ = rA∗ +
αh1,A∗ = rA∗ + αK. Moreover, the master secret
key α is known to C, but as RA∗ = aP , rA∗ = a is
unknown to C. So, we have:

S1(h+ a+ αK + xA∗)

= S2(h
′ + a+ αK + xA∗) mod q.

In the above equation all values except a is known to
C. So C can obtain a as its answer to the DL problem.
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Table 1: Comparison of the Gao et al.’s scheme and our improvement

Conf. Against Conf. Against Unf. Against Unf. Against Secrecy of the
Scheme AI AII AI AII Shared Key

[6] × ✓ ✓ ✓ ×
Ours ✓ ✓ ✓ ✓ ✓

Probability Analysis: It is similar to that explained in
the proof of Lemma 3, except that the number of Partial-
Private-Key and Replace-Public-Key queries are 0 here.

Theorem 2. The improved CL-SC scheme is unforge-
able (EUF-CMA) against AI and AII based on the DL
assumption.

Proof. the proof is directly implied from Lemma 3 and
Lemma 4.

5.3 The Improved Access Control Proto-
col

If our improved CL-SC scheme is used in Gao et al.’s
access control protocol which is explained in Section 3.2,
it will be robust against our attack in Section 4.2, as in
the fixed scheme, AI can not replace PuKB to obtain the
session key H3(V ), according to Remark 5.1. Figure 3
shows the access control protocol, based on the improved
CL-SC scheme. It should be noted that in the improved
protocol, Dr. Alice and Bob must send XA and XB (in
addition to IDA and IDB) to the SP to get their partial
keys ParKA and ParKB .

Figure 3: The improved access control protocol

6 Comparison

Table 1 provides a security comparison between the Gao
et al.’s proposals and our improvements. As shown in
Table 1, Gao et al.’s CL-SC scheme is not confidential

against a key replacement attacker AI and consequently
the shared key will reveal in their proposed access control
protocol and the secrecy of the shared key will not be
guaranteed in their protocol. In our improvement, we
fixed their CL-SC scheme to be confidential against AI

and consequently the secrecy of the shared key will be
guaranteed in the access control protocol based on the
improved CL-SC scheme. It is so important to note that
this enhancement will not force any more computational
and communications costs on Gao et al.’s proposals, as we
have just replaced H1(IDU , RU ) in Gao et al.’s proposal
with H1(IDU , RU , XU ) to protect the improved scheme
against the proposed attacks, which does not force any
additional computational and communications costs.

7 Conclusion

In this work, we cryptanalyzed a recently proposed ac-
cess control protocol for WBANs proposed by Gao et al.
They first proposed a certificateless signcryption (CL-SC)
scheme in the random oracle model (ROM) and claimed
that their scheme is confidential (IND-CCA2) and un-
forgeable (EUF-CMA) against type I and type II adver-
saries, in the certificateless setting. Consequently, they
designed an access control protocol for WBANs in which
the physician (Dr. Alice) sends a signcrypted request
message to the patient (Bob) and if she is authenticated
to Bob, they establish a session key for their next com-
munications. However, we showed that, in contrast to
their claim, Gao et al.’s CL-SC scheme is not confiden-
tial against the type I adversary (a key replacement at-
tacker) and consequently, this adversary can obtain the
session key which is established by the physician for the
next communications to the patient. Moreover, we fixed
Gao et al.’s CL-SC scheme to be robust against our pro-
posed attack. It is notable that the access control pro-
tocol based on our improved CL-SC scheme will not be
vulnerable against the designed attack, too.
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Abstract

Nowadays, various enterprises have gradually begun to
provide Internet services for customers. And the security
of customer accounts is constantly threatened by various
factors, which may result in account password disclosure
and theft. Therefore, it is an important task to iden-
tify and screen users’ abnormal login behavior to protect
the customers’ interests and the servers’ security. At the
same time, it becomes a key security problem to extract
important features from the server’s user login data and
detect abnormal login behaviors. This paper proposes a
method that extracts features from the login log. It re-
duces the dimensions of data, then calculates the outlier
score of time data and IP address data after dimension
reduction by adopting the local outlier factor algorithm
and Gaussian mixture model, and comprehensively ana-
lyzes outlier scores. The experimental results show that
this method performs high accuracy, precision ratios, and
so on, around 95%, which means it can correctly calculate
the corresponding outlier score according to the abnormal
degree of login behavior.

Keywords: Abnormal Login; Dimension Reduction; Gaus-
sian Mixture Model; Local Outlier Factor; Login Behavior

1 Introduction

In recent years, emerging technologies such as cloud
computing and big data have brought about great changes
in the construction of information systems [13], which also
brings great challenges to network security services. In
the field of network security, abnormal login detection is
the most basic network security scenario that all servers
are faced with. It is an important link to ensure network
security and purify the network space. Whether the ser-
vice provider can make an accurate and rapid response

to the increasing malicious login behavior becomes the
evaluation standard for service quality.

In the past, the detection of abnormal logon-related
attacks was usually analyzed by expert systems. With
the expansion of the network scale, the number of users
greatly increases. It has become an impossible task to
clean and filter data from massive login logs and provide
the judgment in a manually way. Meanwhile, the man-
ual way cannot meet the timeliness and effectiveness of
anomaly detection.

The abnormal login behavior detection involves two
closely connected entities, the user and the server. The
user login logs recorded on the server are mainly used as
the input of the detection algorithm. Login logs are very
important data sources in the field of abnormal behav-
ior detection. Login logs record the login time, login IP
address, and user account information and so on. Based
on this information, user login behaviors can be analyzed
over a period of time, and abnormal login behaviors can
be located at some point.

However, the log types supported by different login
servers are also different, and some servers can only pro-
vide simple log with fewer features. Therefore, how to
make full use of these rare features extracted from login
logs to detect abnormal login behaviors is a challenge to
current researchers.

Aiming at these above problems, this paper proposes a
common abnormal login detection method which can be
applied to different types of login logs. In order to improve
the universality of the method, only two features such as
login time and login IP address, which are included in
most login logs, are used as input features. In addition,
this method adopts the local outlier factor algorithm [4],
a classical algorithm in the field of anomaly detection, to
judge the anomaly degree of login time. It also utilizes the
IP address information after pre-processing by adopting
the Gaussian mixture model to judge the anomaly degree
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of IP address. Finally, the results of these two algorithms
are integrated to calculate the decision abnormal score for
each login behavior.

2 Related Works

At present, there are three types of anomaly detection
methods in the industry: unsupervised anomaly detec-
tion method, semi-supervised anomaly detection method
and supervised anomaly detection method [8]. Unsuper-
vised anomaly detection method refers to comparing un-
labeled data with other data to obtain abnormal points.
Semi-supervised anomaly detection method refers to the
establishment of normal behavior model based on nor-
mal label data, and detects anomaly based on the differ-
ence between the data and the normal model. Supervised
anomaly detection refers to model training through la-
belled data which has been labeled as ”abnormal” and
”normal”. Under the framework of these three broad ap-
proaches, there are a large number of multiple technolo-
gies.

In 2004, honeypot technology was used to pick up ab-
normal behavior [15]. In the area of anomaly behavior
detection, an anomaly access analysis model based on the
least square method of unitary linear regression was pro-
posed, which takes the login success or failure as the input
to create a regression model. Abnormal login behavior
was analyzed based on time series [9] and historical off-
set [11], etc. In addition, machine learning and deep learn-
ing methods are often used in anomaly detection due to
the large amount of data. For example, SVM-based intru-
sion detection system research [17] and Naive Bayes-based
anomaly classification detection [18].

Liu et al. proposed to infer the possible attack on
the host by analyzing the correlation between the per-
formance of a series of network servers and the malicious
attack they suffered [14]. They used random forests to
classify and predict the extracted features. Marir et al.
proposed a new cooperative structure, which combines the
balanced decomposition mechanism and ensemble SVM
to detect abnormal behavior [16]. Some papers have pro-
posed using well-trained classifiers such as deep neural
networks to classify detection data and find out the ab-
normal behavior [6] [7].

However, well-trained classifiers in supervised anomaly
detection need a large number of labelled training data,
but in practical applications, it is often unable to gener-
ate a large number of real calibration data, so the effective
training of classifiers has become a difficult problem [5].
Several methods mentioned above depend heavily on the
information given by a predetermined classification sys-
tem [27]. For neural networks, classification systems use
the information to judge anomalies, and then constantly
adjust network parameters. For decision trees, classifica-
tion systems use it to determine which attributes provide
the most information. However, through the previous
data analysis, we can clearly understand that the cor-

responding labelled training dataset cannot be obtained,
so many supervised learning methods are not suitable for
measurements in real network [25].

According to above problems, the unsupervised
anomaly detection method is widely used in the current
abnormal login detection area. Unsupervised anomaly de-
tection method usually uses the similarity between point
and adjacent point or the similarity between point and ad-
jacent cluster to judge the anomaly degree of point. The
anomaly degree can be reflected in various forms, such
as density, distance [19], Angle [23], etc. These unsuper-
vised anomaly detection methods show good performance
in low dimensional cases. However, most unsupervised
anomaly detection methods face the problem of dimen-
sionality disaster. The performance of these algorithms
decreases with the increase of the number of features [31].
When the number of features reaches an upper limit, it
is necessary for these unsupervised methods to do feature
preprocessing. By using feature screening or dimension
reduction methods to process the original features, some
key features that have the greatest impact on the results
are found. Only these key features are input into the
unsupervised detection model.

3 Abnormal Login Detection
Method

In this section, we first describe the key technologies
that will be used in our abnormal login detection method
such as local outlier factor, Gaussian mixture model, ro-
bust scaler and PCA. And then the process of our method
is described.

3.1 Local Outlier Factor

Local outlier factor (LOF) is a distance-based anomaly
detection algorithm, which is mainly suitable for outlier
detection in unlabeled datasets. The main idea is to ob-
tain abnormal scores by comparing the density values of
the test point P and its neighborhood. The density is
mainly calculated by the distance between points. The
closer the test point is to other points, the greater the
density; on the contrary, the smaller the density is. If the
density of the test point is lower, it means that the test
point is more like an outlier, that is, the probability of ab-
normality is higher [3]. In general, LOF can describe the
relative density of targets and can model local anomalies,
and the time consumption of LOF algorithm primarily de-
pends on the performance of the top K nearest neighbors
search algorithm.

3.1.1 k-distance

The value of k is a natural number, and the k-distance
of point P is defined as Formula (1):

dk(p) = d(p, o) (1)
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The point O represents the k’th point far away from
point P, dk(p) is the k-distance of point P. d(p, o) repre-
sents the Euclidean distance between point P and point
O. C{} represents a point set,C{x ̸= p} is the point set
excluding P. k in Formula (1) meet the following criteri-
ons:

1) In the point set C{x ̸= p}, there are at least k points
o
′ ∈ C{x ̸= p}, it holds that d(p, o′

) ≤ d(p, o);

2) In the point set C{x ̸= p}, there are at most k-1
points o

′ ∈ C{x ̸= p} it holds that d(p, o
′
) ≤ d(p, o).

3.1.2 Reachability Distance

The value of k is a natural number, and the reachability
distance from point P to point O is defined as Formula (2):

reachdist(p, o) = max{dk(o), d(p, o)} (2)

On the left of Formula (2), reachdist d(p, o) represents
the reachability distance from point P to point O. The
right of Formula (2) is the max value of the k-distance of
point O and the distance between point P and point O.

3.1.3 Local Reachablity Density

The value of k is a natural number, and the local reach-
ablity density of point P is defined as Formula (3):

lrdk(p) =
|Nk(p)|∑

o∈Nk(p)
reachdist(p, o)

(3)

Nk(p)is the k-distance neighborhood of point P, rep-
resents all points within the k-distance range of point P,
excluding point P itself. |Nk(p)| represents the number
of all points within the k-distance of point P. Formula (3)
shows that the local reachablity density lrdk(p) of point
P is defined as the inverse of the average reachability dis-
tance based on the number of k-distance neighborhood of
P.

3.1.4 Local Outlier Factor

The value of k is a natural number, and the local outlier
factor of point P is defined as Formula (4):

LOFk(p) =

∑
o∈Nk(p)

lrdk(o)
lrdk(p)

|Nk(p)|
(4)

The local outlier factor of point P captures the degree to
which P is called an outlier. It is the average of the ratios
of the local reachablity density (lrd) of point P and those
of P’s k-distance neighborhood. If these are identical,
which we expect for points in clusters of uniform density,
the outlier factor is 1. If the lrd of P is only half of the
lrds of P’s k-distance neighborhood, the outlier factor of
P is 2. Thus, the lower P’s lrd is and the higher the lrds of
P’s k-distance neighborhood are, the higher is P’s outlier
factor.

3.2 Gaussian Mixture Model

Gaussian Mixture Model (GMM) is a parametric prob-
ability density function represented as a weighted sum of
Gaussian component densities [20]. K Gaussian compo-
nents are mixed, and K submodels are the hidden vari-
ables of the mixture model, that is, the training model
is the weighted sum of K Gaussian submodels. Gaussian
mixture model can be applied to any probability distribu-
tion and can estimate the probability density distribution
of the test sample. Each Gaussian submodel represents
a cluster. By projecting each data in the test sample
on K Gaussian submodels, the probability of the sam-
ple belonging to each cluster can be obtained, and the
maximum probability can be defined as its probability
density [15, 28]. GMM can solve the two disadvantages
of K-means: lack of flexibility in class shape and lack of
cluster allocation probability. And GMM can model the
overall distribution of the input data. After fitting, we
can generate a new probability distribution function sim-
ilar to the input data through the GMM model.

The probability distribution of gaussian mixture model
is defined as Formula (5):

P (x|θ) =
K∑

k=1

αkψ(x|θk) (5)

X represents the measured data; K represents the
number of Gaussian submodels in the Gaussian mixture
model;αk is the probability that the observed data be-
longs to the K’th submodel, where αk ≥ 0, and satisfies∑K

k=1 αk = 1, ψ(x|θk) is the Gaussian distribution den-
sity function of the K’th submodel, and θk = (µk, σ

2
k).θ =

(µ̃k, σ̃k, α̃k) are the parameters in this model.
In the single Gaussian model, in order to calculate the

parameters of the model, it is necessary to use the max-
imum likelihood estimation method to estimate the pa-
rameters and find the extreme point by taking the deriva-
tive. In the Gaussian mixture model, maximum likelihood
estimation cannot be used to obtain parameters by deriva-
tion, and the parameter estimation is generally carried out
by iterative algorithm such as expectation-maximization
(EM) algorithm [10,21].

The basic idea of EM is to start with some initial guess
of the parameter values θ(0) and then iteratively search
for better values for the parameters. Assuming that the
current estimate of the parameters is θ(m), our goal is
to find another θ(m+1) that can improve the likelihood
L(θ) [29]. The input of EM is x = (x(1), x(2), ...x(M)), and
the procedure of the EM algorithm is as the following:

1) Initialize θ(0) randomly or heuristically according to
any prior knowledge about where the optimal param-
eter value might be.

2) Iteratively improve the estimate of θ by alternating
between the following two-steps:

a. The E-step (expectation): Given the estimate
from the previous iteration θ(m), compute the
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conditional expectation Q(θ|θ(m)) given in For-
mula (6):

Q(θ|θ(m)) =

∫
X(y)

logp(x|θ)p(x|y, θ(m)) dx

= EX|y,θ(m) [logp(X|θ)]
(6)

b. The M-step (maximization): Re-estimate θ by
maximizing the Q-function (7):

θ(m+1) = argmax
θ∈Ω

Q(θ|θ(m)) (7)

3) Stop when the likelihood L(θ) converges.

Finally, model parameter θ is output. As we can see,
The idea of stable rising of EM algorithm make EM algo-
rithm find the ”optimal convergence value” very reliably.

3.3 Robust Scaler

Robust Scaler is a robust normalization method suit-
able for data with outliers in statistics. It is found that
most numerical features fall in compact regions with a
small number of outliers. Therefore, the commonly used
minmax scaler, which linearly maps the max value to 1
and the min value to 0, is not suitable. Instead, we use
robust scaler technology. The robust scaler removed the
median and scaled the data according to the interquartile
range. Centering and scaling occurred independently on
each feature by computing the relevant statistics on the
samples in the dataset. This ensured that large changes
in small singular values would not be washed out by the
small changes in large singular values when aggregating.
Because the extreme values are not used for calculation,
the outlier features are reserved in the maximum to avoid
the loss of outlier information.

3.4 Principal Component Analysis

Principal component analysis (PCA) is a simple, non-
parametric method for extracting relevant information
from confusing datasets. Through orthogonal transfor-
mation, PCA produces linear combinations of the origi-
nal variables to generate the axes, also known as principal
components. PCA is often used to make data easy to ex-
plore and visualize [2].

PCA can reduce the dimensionality of data by map-
ping the original high dimensionality data space to a low
dimensionality space, and this mapping transformation
loses little information. The main principle is to recom-
bine multiple indicators to form comprehensive indicators.
Comprehensive indicators are unrelated to each other, the
number of comprehensive indicators is less than the orig-
inal indicators, and the comprehensive indicators retain
most of the information of the original indicators [1].

The mathematical processing of geometric changes is
judged by variance. Generally, the larger the variance of
a linear combination is, the more information this linear

combination can preserve, so the linear combination with
the largest variance is used as the first principal compo-
nent. Usually, a single principal component cannot re-
place a large amount of information of the original index,
so it is necessary to select the second principal compo-
nent. When selecting the second principal component, it
is needed to guarantee that the second principal compo-
nent is not correlated with the first principal component,
that is, to ensure that its covariance is 0. If the first prin-
cipal component and the second principal component still
do not meet the requirements, more principal components
can be formed in turn.

3.5 Abnormal Login Detection Proce-
dure

The abnormal login detection method based on local
outlier factor and Gaussian mixture model mainly in-
cludes the following steps:

1) Perform data filtering and data cleaning on the orig-
inal login logs, and extract the required features;

2) Use local outlier factor algorithm to process the fea-
ture of login time, and obtain the time anomaly score;

3) Use Gaussian mixture model to process the feature
of login IP address, and obtain the IP anomaly score;

4) Normalize the scores based on robust scaler;

5) Combine the results of the two algorithms to obtain
the final comprehensive score.

The detailed steps of these two algorithms are provided
in pseudocode form (see Algorithms 1 and 2).

Algorithm 1 The anomaly detection algorithm of login
time
Input: neighborhood size K, login log dataset D
Output: Abnormal login time data A

1: for time P in D do
According to Formula (1), calculate K-neighborhood
and K-distance of point P

2: For O in K neighborhood do
According to Formula (2), calculate the reachability
distance from each point O in K-neighborhood to P.
According to Formula (3), calculate the local reacha-
bility density of P and O

3: Calculate the local outlier factor of P according to
Formula (4).
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Algorithm 2 The anomaly detection algorithm of login
IP address
Input: login log dataset D
Output: Abnormal login IP data B

1: for IP in D do
Divide IP address into 4-dimensionality vectors ac-
cording to IP domain.
Use PCA to reduce the dimensionalitys of segmenta-
tion results.

2: Use Bayesian information criterion to estimate and
obtain the optimal parameters.

3: Build GMM model based on the optimal parameters
and train.

4: Use the trained GMMmodel to analyze the IP vectors
and obtain the anomaly score.

4 Experiments and Results Pre-
sentation

4.1 Experimental Environment

The experimental environment is divided into hard-
ware and software. Hardware devices mainly include a PC
and a network server. The software mainly includes Win-
dows10 operating system environment, Python 3.8 envi-
ronment, Mysql5.7 environment and so on. Table 1 lists
the main hardware configurations and Table 2 lists the
main software configurations.

Table 1: Hardware configuration

Hardware Configuration
CPU Intel® Core i5 2.4GHz

Hard Dist 128g
Memory 8g

Table 2: Software configuration

Software Configuration
OS Windows® 10 64 bit

Running Environment Python 3.8
IDE Pycharm

Database Mysql 5.7

4.2 Experimental Dataset

In this experiment, a large number of login logs that
record users’ real operations is required. At present, there
are some public traffic datasets on the Internet that record
the operation traffic of real users. Datasets are widely
used in the field of network security, such as KDD 99,
LANL2017 [26] and CIC-IDS-2017 [22]. Due to sensitive
information and privacy issues, some user information is
blurred in THE CIC-IDS-2017 dataset, and users’ identity
information is not displayed in KDD 99 and LANL2017

datasets. Moreover, as these datasets are mostly flow
datasets, users’ login operation flows account for only a
small part. It is difficult to distinguish them, so these
datasets cannot meet the requirements of the algorithm
in this paper.

In order to solve these problems existing in present
datasets and obtain the dataset that meets the require-
ments of this experiment, this paper collected the log data
of user login behavior from May to mid-June 2021 on
the campus network of a university as the dataset of this
experiment. This dataset contains 3512 users and more
than 20,000 login behavior logs. And in the data set ”S+
number” represents the student account, ”T+ number”
represents the faculty account, and ”D+ number” rep-
resents the fixed assets. As shown in Table 3, each log
in this data set contains the following information: user
ID, online time, offline time, IPv4 address, IPv6 address,
MAC address, VLAN, and traffic characteristics.

Generally, there are few abnormal login behaviors in
the intranet, and the data collected is basically normal
login data. In order to better calculate the evaluation
indicators in the next step and effectively measure the
accuracy and reliability of the detection method, this ex-
periment added some abnormal login data to the dataset
which accounts for about 10%.

Table 3: Dataset features

Features Description
MASKID User ID
Login Time Login behaviors’ Timestamp
Logout Time Logout behaviors’ Timestamp

IP IPv4 Address
IPv6 IPv6 Address
MAC MAC Address
VLAN VLAN
Flow Flow size

4.3 Experimental Results and Analysis

4.3.1 Abnormal Login Time Detection Result

The login log dataset from May to mid-June 2021 is
preprocessed to extract the valid login time fields of each
user. The login date is removed, the time-dependent data
is retained, and the time-dependent data is converted to
floating point hourly data.

In addition, due to different user behavior patterns and
login habits, the data of all users cannot be uniformly
analyzed as a whole, and the login time data of each user
needs to be analyzed separately. Each user data is filtered
and cleaned, and the obtained time data is used as the
input of LOF algorithm to obtain its time outliers.

The login time data of a certain student user S233867
is analyzed through LOF algorithm, and the results are
shown in Table 4. In the LOF algorithm, the number of
neighborhood points is set to 10, and the ”KDTree” algo-
rithm is used to search for neighbor points. The results
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of the LOF algorithm are the anomaly degree values, and
the greater the absolute value of scores is, the more ab-
normal the time is. The closer the absolute value of score
is to 1, the more consistent of local reachability densities
of the neighborhood points and this point are, and the
more normal the time is.

Table 4: LOF scores of user S233867

Time IP LOF Scores
8:18 192.165.3.233 -0.959184
10:27 192.165.7.27 -1.123488
8:30 192.163.3.13 -0.967749
10:14 192.166.3.82 -1.008852
8:29 192.168.3.1 -0.963066
9:32 192.168.4.249 -1.118052
10:34 192.160.8.103 -1.250154
8:49 192.160.6.117 -1.011906
10:49 192.163.3.76 -1.482631
10:22 192.164.6.164 -1.035697
8:30 192.161.8.41 -0.967749
...... ...... ......

4.3.2 Abnormal Login IP Address Detection Re-
sult

Multiple login IP addresses used by each user during
the period from May to mid-June 2021 are extracted from
the login log dataset. Because different areas or buildings
in the campus network own different subnet addresses,
the user’s login IP address can be used to distinguish the
login location. In this paper, the extracted 32-bit IP data
is divided into four fields. The first 8 bits were extracted
as the first domain, 8-16 bits as the second domain, 16-
24 bits as the third domain, and 24-32 bits as the fourth
domain. The extracted four-dimensionality vectors were
used as the input IP feature vectors for LOF. As shown in
Table 5, the split login IP data domains of user S233867
are shown in Table 5.

Table 5: User S233867 login IP split result

IP Oct1 Oct2 Oct3 Oct4
192.165.3.233 192 165 3 233
192.165.7.27 192 165 7 27
192.163.3.13 192 163 3 13
192.166.3.82 192 166 3 82
192.168.3.1 192 168 3 1

192.168.4.249 192 168 4 249
192.160.8.103 192 160 8 103
192.160.6.117 192 160 6 117
192.163.3.76 192 163 3 76
192.164.6.164 192 164 6 164
192.161.8.41 192 161 8 41

...... ...... ...... ...... ......

In order to retain the vector information to the max-

imum extent, PCA is used to reduce the dimensionality
of IP feature vectors. Four-dimensionality vectors are re-
combined into unrelated two-dimensionality comprehen-
sive vectors. The two-dimensionality vector data of user
S233867 after PCA reduction are shown in Table 6.

Table 6: PCA data of user S233867

IP Pca1 Pca2
192.165.3.233 -0.83944 1.39606
192.165.7.27 -1.227506 -1.036094
192.163.3.13 -1.257309 -1.218422
192.166.3.82 -1.145483 -0.387031
192.168.3.1 -1.321514 -1.336496

192.168.4.249 -0.82759 1.601652
192.160.8.103 -1.032425 -0.158497
192.160.6.117 -1.013997 0.003788
192.163.3.76 -1.133004 -0.47248
192.164.6.164 -0.953685 0.579493
192.161.8.41 -1.162863 -0.887797

...... ...... ......

Then, the login IP data after dimensionality reduction
is taken as the input of GMM for training and testing.
Parameters (number of mixture components) need to be
set before the model trainin [24]. We use the Bayesian
information criterion (BIC) to determine the best param-
eters of GMM. A lower BIC value indicates better perfor-
mance. Table 7 presents the BIC values calculated during
the GMM selection stage, with a 3 components model ul-
timately used.

Table 7: BIC values of GMM with differetnt components

Components BIC Scores
1 588.591197
2 321.2657975
3 306.8626256
4 308.6550352
5 323.763971
6 324.2490362461543
7 332.8935619
8 350.1898125
9 366.2941619
.... ......

The selected GMM is trained using dimensionality re-
duction data. The results of GMM are shown in Table 8.
In this table, the greater the absolute value of GMM
scores is, the less similar this IP is to the adjacent IP,
and the greater the anomaly degree of this IP is.

4.3.3 Comprehensive Outlier Score Results

According to LOF values of time anomaly scores and
GMM values of IP anomaly scores of the same user
S233867, the normalized scores are obtained by perform-
ing robust scaler processing. After weighting and averag-
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Table 8: GMM scores of user S233867

IP GMM Scores
192.165.3.233 -2.276909
192.165.7.27 -1.819922
192.163.3.13 -2.127074
192.166.3.82 -1.134199
192.168.3.1 -2.406284
192.168.4.249 -2.71535
192.160.8.103 -1.007782
192.160.6.117 -0.975995
192.163.3.76 -1.170537
192.164.6.164 -1.176711
192.161.8.41 -1.595632

...... ......

ing, the comprehensive anomaly scores are obtained and
sorted.

The anomaly login scores of user S233867 with top
greater absolute values and the corresponding login in-
formation such as time and IP are displayed in Table 9.

Table 9: Comprehensive anomaly scores

Time IP Anormaly Scores
19:20 29.16.210.177 -5.750543
23:42 29.23.158.247 -5.513599
4:45 6.186.37.101 -4.4788329
23:47 192.161.6.255 -4.566675
23:13 192.168.7.12 -3.73085
5:24 24.62.236.139 -3.408691
22:03 192.164.2.154 -3.334973
21:25 112.4.112.137 -2.816587
..... ..... ......

From Table 9, we can locate some abnormal login be-
haviors with the top 8 absolute anomaly scores. We an-
alyzed these abnormal login behaviors in more detail. In
the first row, the time point is relatively close to other
time points in distance, the density is larger and the
anomaly degree of the time is low; but the login IP address
is quite different from other IP addresses, the anomaly
degree of the IP address is very high; therefore, the com-
prehensive anomaly score combined from time and IP
anomaly degree is also high. The high comprehensive
anomaly scores in the second and third row are also based
on the same reason. By analyzing the data in the fourth
and fifth row, it can be seen that the login IP address
has a high similarity with its neighboring IP addresses,
and the IP anomaly degree is low. However, due to the
large difference between the login time and the neighbor-
ing login times, the time anomaly degree is high, so it can
be concluded that the comprehensive anomaly degree is
high. The same method is used for manual analysis and
processing of the subsequent data, and the reasons for the
high degree of anomalies are known.

4.3.4 Comparative Experiment

In addition, in order to better demonstrate the effec-
tiveness of the algorithm proposed in this paper, the ab-
normal login detection algorithm based on LOF & Gaus-
sian mixture model proposed in this paper is compared
with other two state-of-art unsupervised abnormal lo-
gin detection algorithms, including: Anomaly login de-
tection algorithm based on multi-dimensional probabil-
ity [30] and anomaly detection algorithm based on iso-
lated forest (iForest) [12]. Table 10 shows the experi-
mental results of these three algorithms on the dataset of
campus network login behavior logs collected in this ex-
periment. The evaluation metrics include accuracy, recall,
precision and F1-score.

Table 10: Performance comparison

Algorithm Accuracy Recall Precision F1 Score
LOF & GMM 0.9378 0.9639 0.9547 0.9681

Multi-dimensional probability 0.7376 0.7834 0.7904 0.7654
iForest 0.7728 0.7681 0.8994 0.8651

These 4 performance indexes present different mea-
surement angles. Accuracy means correct proportion of
classification, Recall means proportion of positive samples
judged by the model in all positive samples, and Preci-
sion means proportion of real positive samples in positive
samples judged by the model. In addition, F1 score gives
consideration to precision and recall. As shown in Ta-
ble 10, the abnormal login detection method based on
LOF and GMM proposed in this paper performs better
in four metrics than the other two algorithms. The de-
tection method proposed by this paper has high perfor-
mance indexes which are all around 95% which presents
that this model can correctly and accurately classify the
data and show good performance when the proportion
of positive and negative samples is unbalanced. While
the other two methods don’t perform well. Although the
iForest method has a relatively high precision, its accu-
racy and recall are low, which shows that iForest has a low
sensitivity to abnormality and is easy to miss exceptions.

From the above series of experiment results, it can be
proved that the proposed method in this paper can ef-
fectively detect the abnormal login behaviors. Each login
behavior is given a comprehensive anomaly score, which
can accurately reflect the outlier degree of user login be-
haviors. Through manual analysis, it can be found that
the data items with obvious anomalies in the dataset all
have high outliers. The values of four metrics in compar-
ative experiments also demonstrate the advantages of this
method in abnormal login behavior detection.

In addition, because our method uses only login IP ad-
dress and login time features, there is no need for login
authentication server to call additional modules to col-
lect other data items during log collection, which solves
the problem of how to analyze and extract rare features.
The login IP address and login time are two general fea-
tures, which can be extracted not only from login logs,
but also from network traffic, SNMP-MIB database and
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other data sources. So, our method has high portability
and universality.

5 Conclusions

In this paper, a method of abnormal login detection
based on local outlier factor and Gaussian mixture model
is proposed. In this method, the login time and login IP
address are used as the input features. It solves the prob-
lem of rare features faced by current abnormal login de-
tection methods. Meanwhile, PCA method is introduced
to reduce the risk of dimensionality disaster. Experimen-
tal results show that this method can detect abnormal
login behaviors accurately and effectively.

In the future work, this method needs to be optimized
and improved. It is planned to merge more features with
strong generality for feature fusion, and integrate other
features without destroying the high generality of the al-
gorithm for more accurate and detailed judgment. In ad-
dition, after adding new features, in order to avoid even
the appearance of dimensionality disaster, it is needed
to analyze the importance of the various features. The
PCA data dimensionality reduction for further analysis
and optimization is needed to guarantee that the new fea-
tures after dimensionality reduction operation can retain
the original data information to the greatest extent, and
the new structure between data is noninterference. Fi-
nally, after adding new features, we can try to fuse new
algorithms. For example, we can detect abnormal behav-
iors by adding isolated forest algorithm. After adding
new algorithms, it is necessary to design a new weighting
function to judge the importance of each feature anomaly
score through the scene, distribute the weight value ac-
cording to the importance of different degrees, and finally
obtain the comprehensive anomaly score fitting the scene.
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Abstract

Deep neural networks (DNNs) are very vulnerable to ma-
licious attacks by adversarial examples, which is the pro-
cess of deceiving the network by adding small perturba-
tions to the original input. Moreover, the adversarial ex-
amples exhibit transferability that is more threatening to
deep learning models: Adversarial examples generated by
a specific network can mislead other black-box models.
However, the adversarial examples tend to overfit the pa-
rameters of a particular network, which leads to their lim-
ited transferability. To boost the transferability of adver-
sarial examples, we propose a successively attacking mul-
tiple high-accuracy models obtain adversarial examples
toward the standard vulnerable directions of the models.
Our approach differs from previous methods in that it
adds modest adversarial perturbations to the image se-
quentially and progressively over multiple models. Our
strategy can be well integrated into several state-of-the-
art approaches to improve their transferability. Numerous
experiments have demonstrated that our approach dra-
matically improves the ability of adversarial examples to
transfer to unknown black-box models. The experiments
also show that our attack strategy is superior to the tradi-
tional ensemble-based approach in terms of transferability
improvement of adversarial examples.

Keywords: Adversarial Example; Deep Neural Networks;
Multiple Models; Transferability

1 Introduction

In recent years, with the advancement of deep learn-
ing technology, deep neural networks (DNNs) have been
more widely used in various fields, such as image clas-
sification [22] and object detection [3]. Meanwhile,
adversarial attack techniques dedicated to misleading
DNNs have emerged. In these attacks, attackers cause

well-performing models to make incorrect predictions by
adding subtle perturbations to the input. These mali-
ciously modified inputs are known as adversarial exam-
ples [19]. More dangerous is that adversarial examples
are transferable [15,20]; that is, adversarial examples gen-
erated by a specific network can mislead other black-box
models with a high attack success rate. This property is
very threatening in reality applications and poses a seri-
ous security problem for DNNs.

Since the concept of adversarial examples was first in-
troduced by Szegedy et al. [19], many adversarial attack
techniques have successfully deceived well-known archi-
tectures of neural networks, sometimes very astonishingly.
Generally, adversarial attacks can be classified into two
categories: white-box attacks and black-box ones [9]. In
white-box attacks, attackers have full access to the target
model, such as the model architectures and parameters.
Black-box attacks can be further divided into two cat-
egories according to the mechanism attackers adopt [5]:
query-based and transfer-based. In query-based black-
box attacks, attackers have query access to the target
model, which allows them to provide input images and
obtain output predictions [6]. Transfer-based black-box
attacks use existing known white-box models to design
adversarial examples and directly use the resulting adver-
sarial examples to fool the black-box target model [5].

Among all the categories of attacks, those transfer-
based black-box attacks could be the most dangerous
and mysterious, because the attacker does not need to
know anything about the target model, including the in-
put–output queries. As a result, research into such ad-
versarial examples has significant societal and practical
value. However, the adversarial examples generated by
current attack methods are often highly coupled to the
structure and parameters of the models, and their pertur-
bations are difficult to perform efficiently to attack other
models with different structures and parameters. There-
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fore, there is still much room for research on transferable
attacks of adversarial examples.

In this study, we propose a new attack strategy for
DNN image classifiers that involves iteratively adding ad-
versarial perturbations to images sequentially on multi-
ple high-accuracy models to produce adversarial exam-
ples. Because high-accuracy models can accurately ap-
proximate the data’s real decision boundaries, we believe
that perturbations obtained from multiple high-accuracy
models can be well directed to the direction in which the
models are jointly vulnerable, allowing adversarial exam-
ples to enable better transfer to unknown black-box mod-
els.

We were inspired by the research conclusions of Liu et
al. [12] and Seyed-Mohsen Moosavi-Dezfooli et al. [14].
Liu et al. [12] suggested that, if an adversarial image re-
mains adversarial for multiple networks, then it is more
likely to transfer to other networks as well. Their pro-
posed ensemble-based approach is similar to our approach
and also serves as a strategy to complement other ad-
vanced algorithms to further enhance the transferability
of the adversarial examples. Unlike ours, the ensemble-
based approach aggregates multiple models into one en-
sembled model; in other words, it extends the number of
models horizontally. In contrast, our approach extends
the number of models vertically as a way to generate ad-
versarial perturbations that generalize well over the mod-
els.

Meanwhile, Seyed-Mohsen Moosavi-Dezfooli et al. [14]
revealed the existence of universal perturbations and
showed that such perturbations are not only universal
across images but also generalize well across DNNs. It
should be noted that our goal is to create adversarial ex-
amples with the best potential transferability, thus we
should be willing to increase the adversarial perturbation
suitably, sacrificing some visual perception in the process.
We summarize the main contributions of this study as fol-
lows:

� We propose a new attack strategy to improve the
transferability of adversarial examples. The method
successively generates adversarial examples on mul-
tiple high-accuracy models to point in the common
vulnerable directions of the models, reducing overfit-
ting to specific models.

� Numerous experiments have shown that our ap-
proach significantly improves the transferability of
adversarial examples. Experiments also demon-
strate that our strategy outperforms the traditional
ensemble-based approach in both white-box and
black-box settings.

� Furthermore, our strategy as a complementary strat-
egy, is well compatible with other transfer-based at-
tacks and can be conveniently integrated into several
state-of-the-art approaches to further improve their
performance.

2 Related Works

2.1 Adversarial Attacks

In 2014, in the field of image recognition, the phenomenon
of adversarial examples was first discovered by Szegedy et
al. [19]. Since then, researchers in the field of deep learn-
ing have paid extensive attention to this phenomenon, and
a series of attack methods have been proposed. Accord-
ing to the knowledge of attackers, adversarial attacks can
be classified into two categories: white-box attacks and
black-box ones [9].

In white-box attacks, attackers have full access to the
target model, such as the model architectures and pa-
rameters. Szegedy et al. [19] proposed the box constraint
algorithm L-BFGS. They view the generation of adversar-
ial examples as a constrained optimization problem that
maximizes the model prediction loss by optimizing the in-
puts. However, this method is costly. Immediately after-
ward, Goodfellow et al. [7] proposed the fast gradient sign
method (FGSM), which is faster and more effective. This
method finds the gradient direction of the loss function
of the target model and adds adversarial perturbations to
the input image in this direction to make the target model
misclassify the adversarial examples. The FGSM is a one-
step attack, which means that the adversarial examples
are obtained by adding perturbations at once. Although
this generation method is efficient, its attack success rate
is low and it is easy to defend against. Therefore, based
on the FGSM, Kurakin et al. [10] proposed an iterative
FGSM (I-FGSM). The I-FGSM iteratively takes multiple
small steps while adjusting the direction after each step.
As a result, the I-FGSM has a higher success rate. Sub-
sequently, Dong et al. [4] proposed a momentum-based
I-FGSM (MI-FGSM) algorithm to boost adversarial at-
tacks.

The method adds a momentum term to the I-FGSM,
which stabilizes update directions and enables escape
from poor local maxima during the iterations, resulting
in more transferable adversarial examples. All the above
methods generate adversarial examples based on the gra-
dient of the target model. To further improve the at-
tack success rate of the adversarial examples, as well as
to reduce the gap between the adversarial examples and
the original samples, researchers have proposed a series
of optimization-based attack methods. This approach
generates adversarial samples by optimizing the objec-
tive function being defined. For example, Papernot et
al. [16] proposed a Jacobian-based saliency map attack
(JSMA). The algorithm selects features with the greatest
impact on the output target class, using forward deriva-
tive and adversarial saliency maps, and then obtains ad-
versarial examples by modifying target features. Carlini
and Wagner [1] transformed the process of finding adver-
sarial examples into an optimization problem, where they
put the requirements for high attack success and low per-
turbations of the adversarial examples into an objective
function and obtained adversarial examples with better
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performance.
In the white-box setting, the adversarial examples have

a high attack success rate and small perturbations. How-
ever, in real-world application scenarios, the details of the
models are usually not publicly available, so black-box at-
tacks often pose a more realistic threat. The black-box
attack can be divided into two categories: query-based
and transfer-based.

In query-based black-box attacks, attackers have query
access to the target model, which allows them to provide
input images and obtain output predictions. Papernot et
al. [17] trained a local model to substitute for the target
DNN, using inputs synthetically generated by an adver-
sary and labeled by the target DNN. Chen et al. [2] pro-
posed zeroth-order-optimization-based attacks to directly
estimate the gradients of the targeted DNN for generat-
ing adversarial examples. This method spares the need
for training substitute models and avoids the loss in at-
tack transferability. Su et al. [18] proposed a one-pixel
attack, which uses differential evolution to find the opti-
mal adversarial perturbations.

2.2 Transfer-based Black-box Attacks

Transfer-based black-box attacks use existing known
models to design adversarial examples and directly use
the resulting adversarial examples to fool the black-box
target model. Because the attacker does not require any
prior knowledge of the target model, transfer-based at-
tacks have become one of the most threatening attacks
on current practical applications to DNNs. Szegedy et
al. [19] first investigated the phenomenon of transferabil-
ity of adversarial examples, both across models and across
datasets. Goodfellow et al. [7] continued their study on
transferability and attributed the phenomenon of trans-
ferability of adversarial examples to the high matching of
adversarial perturbations to the model parameters. Pa-
pernot et al. [15] went on to show through numerous ex-
periments that examples largely transfer well across mod-
els trained with the same machine learning technique and
across models trained with different techniques or ensem-
bles making collective decisions. Liu et al. [12] conducted
an extensive study of the transferability over large models
and a large-scale dataset and proposed novel ensemble-
based approaches to generating transferable adversarial
examples.

They also showed that the decision boundaries of dif-
ferent models align with each other to explain the phe-
nomenon of transferability of the adversarial examples.
Dong et al. [4] introduced a momentum-based iterative
algorithm. The method stabilizes update directions and
escapes from poor local maxima during the iterations, re-
sulting in more transferable adversarial examples. They
attribute the transferability phenomenon to the fact that
different machine learning models learn similar decision
boundaries around a data point, allowing adversarial ex-
amples constructed for one model to be valid for other
models as well. Wu et al. [20] systematically studied the

factors affecting the transferability of adversarial exam-
ples. They found that model architecture similarity plays
a crucial role. Moreover, they also found that models with
lower capacity and higher test accuracy are endowed with
stronger capability for transfer-based attacks.

3 Methodology

In this section, we elaborate on the proposed attack strat-
egy. In Section 3.1, we give a description of the problem
to transferability of the adversarial examples. In Section
3.2, we describe in detail our attack strategy. In Section
3.3, we list several generation algorithms targeted by our
strategy.

3.1 Problem Description

Our goal is to generate adversarial examples with the best
possible transferability. Specifically, we aim to generate a
set of adversarial examples against the white-box model A
that can deceive the black-box target model B with a high
success rate. We do not need to obtain any information
about model B, including the input and output queries.
This question can be formulated as follows: Let X be the
original sample and f be the black-box model B. We look
for the adversarial example generated against model A
that can satisfy

f(X) ̸= f(X∗) s.t.∥X∗ −X∥p ≤ ξ, (1)

where X∗ is an adversarial example; ∥X∗ − X∥p is the
p-norm of the perturbation, which measures the size of
the added perturbation; and ξ is the upper limit of the
perturbation.

3.2 Successively Attacking Multiple
Models

Let F = {F1, F2, ..., Fn} be a set of different types of high-
accuracy DNNs, called network sets here. Our strategy is
to acquire the adversarial perturbation υ iteratively over
the network sets such that ∥υ∥p ≤ ξ, while fooling most
networks in network sets. On each network, if the adver-
sarial example X∗

i−1 generated on the prior network Fi−1

cannot mislead the current network Fi , the minimum
perturbation υi that enables it to deceive the current net-
work is computed, and this is added to X∗

i−1 to obtain
the current adversarial example X∗

i = X∗
i−1 + υi . More

specifically, we first input the original sample X into the
first network F1 of the network sets and obtain the ad-
versarial example X∗ = X + υi. Next, X∗ is input into
network F2 , and, if it can successfully mislead F2 , then
it is directly input to the next network; otherwise, a small
perturbation υ2 is found on network F2 so that it satisfies
F2(X

∗
1 + υ2) ̸= F2(X) . A more general definition is as

follows: On each network Fi of the network sets, we look
for a small perturbation υi such that it satisfies

Fi(X
∗
i−1 + υi) ̸= Fi(X), (2)
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where Fi is the ith network in the network sets, with i ∈
{2, ..., n} , X∗

i−1 is the adversarial example generated on
the (i− 1)th network, and υi is the minimum adversarial
perturbation generated on Fi.

To ensure that the final obtained perturbation υ sat-
isfies the constraint of ∥υ∥p ≤ ξ , the perturbations υi
generated on each network are further projected on the lp
ball of radius ξ′ and centered at 0. That is, let Pp,ξ′ be
the projection operator defined as follows:

Pp,ξ′(υi) = argmin
υ′
i

∥υi − υ′
i∥2 subject to ∥υ′

i∥p ≤ ξ′. (3)

Updating the adversarial example in each iteration gives

X∗
i = X∗

i−1 + Pp,ξ′(υi). (4)

In general, we iteratively add small perturbations to im-
ages sequentially on the network sets F to generate the
adversarial examples, reducing overfitting to the specific
model. The algorithm is terminated when the pertur-
bation υ exceeds a threshold ξ or all the networks in
the network sets F are checked, and the samples X∗

obtained at this time are the final adversarial exam-
ples. Finally, we feed X∗ into a black-box target net-
work F

′
/∈ F = {F1, F2, ..., Fn} to test its transferability.

The detailed algorithm is provided in Algorithm 1. The
objective of Algorithm 1 is not to find a minimum per-
turbation that fools the network sets but rather to find
a relatively small enough perturbation to maximize the
transferability of the adversarial examples.

In our experiments, we selected a series of high-
accuracy networks to form the network sets F =
{F1, F2, ..., Fn} and investigated the effect of the num-
ber of networks in the network sets on the transferability
and the distortion rate of the adversarial examples. In-
terestingly, in practice, the number of networks need not
be large to obtain adversarial examples with good trans-
ferability.

3.3 Generation Algorithms

In our approach using a successively attacking multiple
high-accuracy model (SAMM), although we do not re-
quire that the adversarial examples generated on the first
network of the network sets have good transferability, a
generation algorithm with some transferability will make
our method work better. Therefore, on the networks of
network sets, we consider two types of algorithms for gen-
erating adversarial examples—a gradient-based approach
and an optimization-based approach—to showcase the ef-
fectiveness of our strategy in alleviating the overfitting
issue and improving the transferability of adversarial ex-
amples.

Algorithm 1 Crafting transferable adversarial examples

Input:
Benign image X;
Classifiers F = {F1, F2, ..., Fn};
Global maximum disturbance ξ;
Local maximum disturbance ξ′;

Output:
Adversarial example X∗

1: Begin
2: X∗

0 ← X, i← 1,n← N
3: while i ≤ N and ∥X∗ −X∥p ≤ ξ do
4: if Fi(X

∗
i−1) = Fi(X) then

5: υi=generation algorithm(Fi, X
∗
i−1)

6: X∗
i = X∗

i−1 + Pp,ξ′(υi)
7: else
8: X∗

i = X∗
i−1

9: end if
10: X∗ = X∗

i

11: i = i+ 1
12: end while
13: return X∗

3.3.1 Gradient-based Approach

In the gradient-based approach, we used the I-FGSM [10]
and the MI-FGSM [4]. The I-FGSM can be expressed as

Xadv
0 = X∗

i ,

Xadv
n+1 = ClipϵX{Xadv

n + α · sign(∇XL(Xadv
n , ytrue; θ))},

(5)

where ClipϵX indicates the resulting image is clipped
within the ϵ-ball of the original image X , n is the it-
eration number, and α is the step size. In the MI-FGSM,
Equation (5) is replaced with

gn+1 = µ · gn +
∇XL(Xadv

n , ytrue; θ)

∥∇XL(Xadv
n , ytrue; θ)∥1

,

Xadv
n+1 = ClipϵX{Xadv

n + α · sign(gn+1)},
(6)

where µ is the decay factor of the momentum term and
gn is the accumulated gradient at iteration n.

3.3.2 Optimization-based Approach

In the optimization-based approach, we used the ad-
vanced JSMA [16] and C&W attacks [1]. The JSMA first
computes the forward derivative to show the degree of in-
fluence of each input feature on the target class. The next
step is to build a saliency map and find the most salient
component i that will then be changed:

S(X, t)[i] =


0, if ∂Ft(X)

∂Xi
< 0 or

∑
j ̸=t

∂Fj(X)
∂Xi

> 0

(∂Ft(X)
∂Xi

) · |
∑
j ̸=t

∂Fj(X)
∂Xi

|, otherwise,
(7)

where ∂Ft(X)
∂Xi

and
∑
j ̸=t

∂Fj(X)
∂Xi

in these maps quantify

how much Ft(X) will increase and
∑
j ̸=t

Fj(X) will de-

crease, given a modification of the input feature Xi .
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Finally, the algorithm selects the component: imax =
argmaxi S[x, t][i] , in which usually a default value θ is
added.

The C&W attack can be expressed as

minimize∥δ∥p + c · f(X + δ)

such thatX + δ ∈ [0, 1]n,
(8)

where ∥δ∥p is the Lp distance of the perturbation δ added
to original sample X and c is a constant greater than zero.
The recommended choice of f is f(x) = (maxi ̸=tZ(x)i −
Z(x)t)

+.

4 Experiment

This section is dedicated to a variety of experiments con-
ducted on the proposed attacks using the SAMM and sev-
eral comparisons with the ensemble-based approach. In
Section 4.1, we describe the specific setup of the exper-
iments. In Section 4.2, we train a series of models with
high accuracy. In Section 4.3, we measure the white-box
performance and transferability of our SAMM approach
and analyze the results in detail. In Section 4.4, we con-
duct detailed comparison experiments between our ap-
proach and the ensemble-based approach. In Section 4.5,
we also study the effect of the number of models in the
network sets of our method on the transferability and dis-
tortion rate.

4.1 Experimental Setup

4.1.1 Datasets

In our experiments, we used the MNIST [11], FMNIST
[21], and CIFAR-10 [8] datasets. The MNIST dataset
contains 70,000 28 Ö 28 grayscale images in 10 classes,
divided into 60,000 training images and 10,000 test im-
ages. The possible classes are digits from 0 to 9. The
FMNIST dataset also contains 70,000 28 Ö 28 grayscale
images in 10 classes, divided into 60,000 training images
and 10,000 test images. These images are divided into
10 different classes (T-shirt, trouser, pullover, dress, coat,
sandal, shirt, sneaker, bag, and ankle boot). The CIFAR-
10 dataset contains 60,000 32 Ö 32 Ö 32 RGB images.
There are 50,000 training images and 10,000 test images.
These images are divided into 10 different classes (air-
plane, automobile, bird, cat, deer, dog, frog, horse, ship,
and truck), with 6,000 images per class.

4.1.2 Models

For each of the three datasets, we trained 12 DNNs:
VGG16, VGG19, ResNet50, ResNet101, ResNet152,
Inception v3, Inception v4, Inception ResNet v2,
DenseNet121, DenseNet161, DenseNet169, and
DenseNet201. We selected some of these high-accuracy
models to build the network sets. We also trained
the corresponding ensembled models for comparison
experiments.

4.1.3 Metrics

Given a set of adversarial pairs, {(Xadv
1 , ytrue1 ),

(Xadv
2 , ytrue2 ), · · · , (Xadv

m , ytruem )}, we calculate their trans-
ferability (%) of fooling a given black-box model f(x) by

100× 1

m

m∑
i=1

1f(xadv
i )̸=ytrue

i
, (9)

where ytruei is the original label and f(xadv
i ) is the adver-

sarial label. If f(x) is the model used to generate adver-
sarial examples, then Equation (9) indicates the white-
box attack performance.

In this study, we measure the distortion rate of the
adversarial example by using the L2 norm

∥X∗ −X∥2 =
( n∑

i−1

|X∗
i −Xi|2

)−2

, (10)

where X is the original sample, X∗ is the adversarial ex-
ample, and n is the dimension of X and X∗ . X∗ ∈ (0, 1)
denotes the ith dimensional pixel value of X.

4.1.4 Implementation Details

We set the number of models to n = 6 in the network
sets, the global maximum perturbation to ξ = 10, and the
local maximum perturbation to ξ′ = 5 on each network.
For the generation algorithm, in the I-FGSM we set the
step size to α =1, the total iteration number to N =
min(ϵ+4, 1.25ϵ) , and the maximum perturbation of each
pixel to ϵ =15 , which is still imperceptible to human
observers [13]. For the momentum term, the decay factor
µ was set to be 1 as in Ref. [4]. The C&W attack uses
the L2 norm to measure the distortion rate and set the
hyper parameter c = 1 . The JSMA set feature values to
increase θ = 1.

4.2 Training Networks

In our approach, we need multiple high-accuracy networks
to build the network sets F = {F1, F2, ..., Fn} . There-
fore, for the MNIST, FMNIST, and CIFAR-10 datasets,
we trained 12 DNNs and several ensemble of networks,
respectively. The results are listed in Table 1, where En-
semble is composed of ResNet152, Inception v3, Incep-
tion v4, and Inception ResNet v2.

On the MNIST and FMNIST datasets, the training
epochs were 100 with a batch size of 64. The initial learn-
ing rate was set to 0.1 and reduced by a factor of 10 every
20 epochs, and the stochastic gradient descent method
was used for optimization. Similarly, on the CIFAR-10
dataset, the training epochs were 200 with a batch size of
128. The initial learning rate was set to 0.01 and reduced
by a factor of 10 every 50 epochs, and the stochastic gra-
dient descent method was used for optimization.
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Table 1: Classification accuracy of models.

Model/Dataset MNIST FMNIST CIFAR-10

VGG16 99.24% 93.57% 93.49%
VGG19 99.25% 93.63% 93.49%
ResNet50 99.35% 94.91% 93.52%
ResNet101 99.58% 95.51% 93.95%
ResNet152 99.62% 95.53% 93.96%
Inc v3 99.63% 95.56% 94.58%
Inc v4 99.65% 95.59% 93.71%

Inc Res v2 99.65% 95.55% 93.68%
DenseNet121 99.61% 96.21% 94.86%
DenseNet161 99.68% 96.24% 94.97%
DenseNet169 99.71% 96.45% 95.56%
DenseNet201 99.73% 96.51% 95.94%
Ensemble 99.75% 96.63% 96.39%

4.3 Results and Analysis of SAMM

In this section, we integrate our strategy into various ad-
vanced generation algorithms, including the I-FGSM, MI-
FGSM, JSMA, and C&W attack, to show the effectiveness
of our approach in alleviating the overfitting issue and im-
proving the transferability of adversarial examples.

We first tested the white-box attack success rate and
transferability of these four algorithms, that is, their per-
formance on a single network. The results are listed in
Table ??, where the first column gives the success rate
of white-box attacks and the remaining columns give the
success rates of transfer-based attacks. It can be observed
from the table that these generation algorithms maintain
attack success rates of ¿99% in the white-box setting, but
the transferability of their adversarial examples is rela-
tively low, especially for C&W attacks. For example, in
the MNIST dataset, the adversarial examples generated
on the Inception v3 attack on the Inception v4 dataset
exhibited transfer success rates of 15.1%, 39.7%, 10.5%,
and 6.7%, respectively. This is because these generation
algorithms overfit the parameters of the target network,
and while their adversarial examples have a fairly high
success rate of white-box attacks, these samples are diffi-
cult to transfer to unknown black-box models.

Next, we combined our SAMM approach with four
generation algorithms to produce adversarial exam-
ples. In this experiment, we selected six high-accuracy
models to construct the network sets for generat-
ing the adversarial examples and a black-box model
to test the transferability of the adversarial exam-
ples. Specifically, we selected a total of seven net-
works—Inception v3 (Inc v3), Inception v4 (Inc v4), In-
ception ResNet v2 (Inc Res v2), ResNet152 (Res152),
DenseNet161 (Den161), DenseNet169 (Den169), and
DenseNet201 (Den201)—six of which were constructed as
network sets and one as a black-box test network, and
we conducted multiple experiments. The networks in the
network sets were then sorted from lowest to highest clas-

sification accuracy.
The results are listed in Table ??, where the first col-

umn gives the success rate of white-box attacks and the
remaining columns give the success rates of transfer-based
attacks. The white-box attack is the adversarial example
attack of Inception v3 generated on the network sets con-
taining Inception v3. In the white-box setting, it can be
seen that the combination of our SAMM approach and
these generation algorithms all achieve essentially a 100%
attack success rate. We mark the white-box attack suc-
cess rate with ∗. This is because our approach super-
imposes multiple layers of perturbations on the image.
More importantly, in the black-box setting, we observe
the transferability of the adversarial examples, where the
sign ’-’ indicates that this network is a black-box test
model and the rest of the networks form the network
sets to generate the adversarial examples. We combine
Tables ?? and ?? to observe the enhancement of our
SAMM for the transferability of adversarial examples. It
can be seen that the SAMM significantly improves the
transferability of the adversarial examples for each gener-
ation algorithm. For example, Inception v4 as a black-box
test model for the MNIST dataset, I-FGSM, MI-FGSM,
JSMA, and C&W achieved 68.1%, 84.7%, 40.7%, and
32.4% attack success rates, respectively, by successively
adding adversarial perturbations onto network sets, while
their attack success rates by obtaining perturbations on
a single model were only 15.1%, 39.7%, 10.5%, and 6.7%,
respectively. It is also observed from Table ?? that the
adversarial examples generated by the combination of our
SAMM approach and momentum were transferred to each
test network with a high success rate. This is because the
MI-FGSM can mitigate overfitting to some extent, which
verifies that our method is well compatible with other ad-
vanced transfer-based approaches to further improve their
performance.

4.4 Comparing SAMM and Ensemble-
based Approaches

In this section, we compare our approach with the
ensemble-based approach in terms of transferability
and distortion rate. We refer to Ref. [17] on
the setup of ensembled models and select five mod-
els: Inception v3 (Inc v3), Inception v4 (Inc v4), Incep-
tion ResNet v2 (Inc Res v2), ResNet152 (Res152), and
DenseNet201 (Den201). Adversarial examples are gen-
erated on an ensemble of four networks and tested on
the ensembled network and one black-box network, using
I-FGSM and MI-FGSM, respectively. Although the net-
work sets of our approach work best with six models (Sec-
tion 4.5), here we use four models to generate adversarial
examples to unify the variables with the ensemble-based
approach.

The results are listed in Table ??, where the sign ’-
’ indicates that the model was removed and used as a
black-box test network, and the other four models were
used to generate adversarial examples. It can be ob-
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Table 2: White-box performance and transferability of generation algorithms.
Dataset Model Attack Inc v3 Inc v4 Inc Res v2 Res152 Den201 Den161 Den169

MNIST Inc v3

I-FGSM 99.2% 15.1% 13.7% 11.3% 9.5% 10.5% 9.8%
MI-FGSM 99.9% 39.7% 36.3% 29.1% 23.2% 25.7% 24.6%
JSMA 99.0% 10.5% 9.6% 9.3% 7.2% 8.9% 8.2%
C&W 100% 6.7% 6.3% 6.1% 2.1% 3.3% 2.8%

FMNIST Inc v3

I-FGSM 99.0% 13.7% 12.2% 9.8% 7.2% 8.9% 8.2%
MI-FGSM 99.9% 36.9% 34.5% 28.1% 21.3% 24.5% 22.3%
JSMA 99.2% 9.3% 9.1% 8.9% 6.9% 7.5% 7.3%
C&W 100% 6.1% 5.8% 5.4% 1.9% 3.1% 2.2%

CIFAR-10 Inc v3

I-FGSM 99.0% 13.2% 12.3% 8.6% 6.5% 7.4% 6.9%
MI-FGSM 99.8% 36.3% 33.2% 26.2% 19.1% 23.3% 21.6%
JSMA 99.4% 8.4% 8.2% 8.0% 6.5% 7.5% 7.1%
C&W 99.9% 5.6% 5.2% 5.1% 1.2% 2.5% 1.8%

Table 3: White-box performance and transferability of SAMM + generation algorithms.
Dataset Attack Inc v3 -Inc v3 -Inc v4 -Inc Res v2 -Res152 -Den201 -Den161 -Den169

MNIST

SAMM+I-FGSM 100%∗ 70.5% 68.1% 66.6% 64.2% 52.5% 56.5% 54.4%
SAMM+MI-FGSM 100%∗ 86.9% 84.7% 83.9% 80.1% 70.8% 75.3% 73.6%
SAMM+JSMA 100%∗ 43.2% 40.7% 36.3% 35.1% 25.6% 29.7% 26.3%
SAMM+C&W 100%∗ 33.9% 32.4% 32.3% 30.2% 19.8% 25.2% 23.6%

FMNIST

SAMM+I-FGSM 100%∗ 67.0% 66.7% 66.2% 62.8% 57.2% 59.2% 58.6%
SAMM+MI-FGSM 100%∗ 82.7% 80.3% 80.5% 77.1% 70.9% 73.4% 72.6%
SAMM+JSMA 100%∗ 40.7% 38.3% 36.2% 34.1% 24.6% 28.6% 25.5%
SAMM+C&W 100%∗ 30.9% 30.3% 30.2% 27.1% 20.9% 23.4% 22.6%

CIFAR-10

SAMM+I-FGSM 99.9%∗ 62.7% 59.1% 58.5% 53.7% 47.5% 51.3% 49.5%
SAMM+MI-FGSM 100%∗ 79.7% 78.3% 78.1% 76.2% 70.3% 73.7% 71.9%
SAMM+JSMA 99.9%∗ 38.7% 37.3% 36.2% 33.2% 23.5% 27.7% 25.4%
SAMM+C&W 100%∗ 28.6% 27.4% 27.2% 26.2% 16.3% 20.7% 18.5%

served that our SAMM approach has better transferabil-
ity than the ensemble-based approach. For example, in
the MNIST dataset, in the adversarial example attack on
the black-box model Inception v3, our method achieves
61.5% and 79.1% attack success rates using the I-FGSM
and MI-FGSM, respectively, whereas the ensemble-based
approach achieves 47.2% and 71.4% attack success rates
using the I-FGSM and MI-FGSM, respectively. This con-
vincingly illustrates that the adversarial examples gener-
ated by our SAMM approach are better able to migrate
to unknown networks than those of the ensemble-based
approach.

We also tested the success rate of white-box attacks
for our approach and the integrated approach, and the re-
sults are listed in Table ??. The white-box attack success
rate of the ensemble-based approach is the adversarial ex-
amples generated on the ensembled model attacking the
ensembled model, while our SAMM method is the adver-
sarial examples generated on the network sets attacking
each model in the network sets. In the white-box setting,
we can see in combination with Tables ?? and ?? that the
success rates of the I-FGSM and MI-FGSM on the ensem-
bled model are slightly lower than those of the I-FGSM
and MI-FGSM on the single model. This is because at-
tacking an ensemble of multiple networks is much more
difficult than attacking a single model. However, the suc-
cess rates of white-box attacks of our approach are both

higher than those of the I-FGSM and MI-FGSM on a sin-
gle model. This is because our approach superimposes
multiple layers of perturbations on the image. Taken to-
gether, this convincingly demonstrates that our SAMM
approach outperforms the ensemble-based approach in
terms of both white-box attack success rate and trans-
ferability.

In addition, we evaluated the distortion rate of the ad-
versarial examples generated by the two approaches using
the L2 norm. We selected 5,000 corresponding adversarial
examples on each of the three datasets to measure the av-
erage distortion rate, and the results are listed in Table 6.
It can be observed that the adversarial examples gener-
ated by our approach have a relatively large L2 norm
compared to those from the ensemble-based approach.
Therefore, we also visualize the adversarial examples of
our approach in Figure 1 to observe the effect of adver-
sarial perturbations on visual perception. Figure 1 shows
the adversarial examples and their corresponding clean
images for each class generated by SAMM+I-FGSM on
the three datasets. These visualization results show that,
although our method produces relatively large adversar-
ial perturbations, we can still visually discriminate the
images clearly.
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Table 4: Transferability of SAMM and the ensemble-based approach.
Dataset Attack -Inc v3 -Inc v4 -Inc Res v2 -Res152 -Den201

MNIST

Ensemble+I-FGSM 47.2% 45.1% 43.7% 37.3% 35.4%
SAMM+I-FGSM 61.5% 68.1% 66.6% 64.2% 62.5%

Ensemble+MI-FGSM 71.4% 66.7% 64.3% 58.1% 53.6%
SAMM+MI-FGSM 79.1% 78.7% 78.9% 75.1% 70.8%

FMNIST

Ensemble+I-FGSM 44.0% 42.6% 40.1% 37.5% 33.6%
SAMM+I-FGSM 57.0% 56.7% 56.2% 52.8% 47.2%

Ensemble+MI-FGSM 68.7% 66.3% 64.5% 64.1% 59.6%
SAMM+MI-FGSM 72.7% 70.3% 70.5% 67.1% 64.9%

CIFAR-10

Ensemble+I-FGSM 41.5% 39.7% 35.2% 32.7% 27.5%
SAMM+I-FGSM 52.7% 49.1% 48.5% 43.7% 37.5%

Ensemble+MI-FGSM 64.7% 60.3% 56.2% 53.2% 50.5%
SAMM+MI-FGSM 69.7% 67.3% 67.2% 65.2% 63.3%

Table 5: White-box performance of SAMM and the ensemble-based approach.
Dataset Attack -Inc v3 -Inc v4 -Inc Res v2 -Res152 -Den201

MNIST

Ensemble+I-FGSM 98.5% 98.6% 99.2% 98.1% 99.0%
SAMM+I-FGSM 100% 100% 100% 100% 100%

Ensemble+MI-FGSM 98.9% 98.8% 99.3% 98.6% 99.2%
SAMM+MI-FGSM 100% 100% 100% 100% 100%

FMNIST

Ensemble+I-FGSM 97.1% 97.5% 98.9% 96.8% 98.1%
SAMM+I-FGSM 99.8% 99.8% 99.9% 99.9% 100%

Ensemble+MI-FGSM 97.6% 97.4% 99.0% 97.2% 97.9%
SAMM+MI-FGSM 99.9% 99.9% 100% 100% 100%

CIFAR-10

Ensemble+I-FGSM 96.6% 96.9% 98.7% 96.2% 97.0%
SAMM+I-FGSM 99.5% 99.5% 99.6% 99.6% 99.7%

Ensemble+MI-FGSM 96.9% 96.9% 98.8% 96.8% 96.8%
SAMM+MI-FGSM 99.7% 99.7% 99.8% 99.8% 99.9%

Table 6: Distortion rate (L2 norm) of SAMM and the
ensemble-based approach.

Attack MNIST FMNIST CIFAR-10
Ensemble+I-FGSM 3.01 3.36 3.91
SAMM+I-FGSM 4.21 4.34 4.62

Ensemble+MI-FGSM 2.84 3.04 3.42
SAMM+MI-FGSM 3.42 3.94 4.31

Figure 1: Adversarial examples and clean samples of
SAMM+I-FGSM.

4.5 Effect of the Number of Models on
Transferability and Distortion Rate

Finally, we investigated the effect of the number of
models in the network sets on the transferability and

Figure 2: Effect of the number of models on transferability
and distortion rate.

distortion rate of the adversarial examples. We added
11 networks sequentially to the network sets (VGG16,
VGG19, ResNet50, ResNet101, ResNet152, Inception v4,
Inception ResNet v2, DenseNet121, DenseNet161,
DenseNet169, and DenseNet201) to observed changes in
the transferability and distortion rate of the adversarial
examples. We generated 5,000 adversarial examples on
the MNIST dataset and calculated their mean value for
transfer-based attack success rate and distortion rate,
and the results are shown in Figure 2.

From Figure 2, it can be observed that, as the num-
ber of models increases, the transferability and distortion
rate of the adversarial examples generated by SAMM+I-
FGSM and SAMM+MI-FGSM increase rapidly and then
gradually level off. This is because, as iterations add small
adversarial perturbations to the image, these perturba-
tions gradually move toward the common vulnerable di-
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rections of the models. Therefore, based on the trade-off
between transferability and distortion rate of adversarial
examples, we chose to use six networks in our experiments
to construct the network sets.

5 Conclusion

In this work, we propose a new approach to improve the
transferability of adversarial examples. Specifically, we
obtain the adversarial examples by successively attack-
ing multiple high-accuracy models and finding the com-
mon vulnerable directions of the models to improve the
transferability of the adversarial examples. Extensive ex-
periments have shown that our proposed SAMM attack
method significantly improves the transferability of ad-
versarial examples of several advanced generation algo-
rithms. In particular, the adversarial examples gener-
ated by the integration of our method and the momentum
method are transferred to the various black-box models
with a very high success rate. This confirms that our
approach is well compatible with advanced algorithms to
further improve their performance. We have also con-
ducted detailed comparison experiments with the tradi-
tional ensemble-based approach, and the experimental re-
sults demonstrate that the adversarial examples gener-
ated by our approach have a better white-box attack suc-
cess rate and transferability.

We should mention that, although our method signifi-
cantly improves the transferability of the adversarial ex-
amples, it also sacrifices some visual perception accord-
ingly. Therefore, we will continue our research in greater
depth next, expecting to obtain adversarial examples with
better transferability and smaller distortion. Finally, a
depth study of the transferability of the adversarial sam-
ples can facilitate understanding of the robustness of the
model, which in turn can lead to the design of better
defense strategies to resist malicious attacks in real ap-
plications. Therefore, the study of adversarial example
portability has important social significance and applica-
tion value.
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Abstract

Aiming at the privacy information disclosure problem
caused by the change of ownership in the tag life cy-
cle, ownership of RFID tags transfer protocol without
a trusted third party is proposed. The protocol uses
R LWE password system to encrypt and transmit private
information. Each communication entity can obtain the
public key of each other and encrypt the message through
the public key; the receiver decrypts the message using
their private key to realize the security of private infor-
mation. From different security attack aspect analyses,
the security of the proposed protocol is high. Moreover,
from calculation amount analysis at the tag end shows
that the protocol cost calculation is suitable for the cur-
rent RFID system.

Keywords: R LWE Cryptosystem; RFID Technology;
Trusted Third Party (TTP)

1 Introduction

Radio frequency identification is a technology that can
read the data stored in a particular object without touch-
ing it. RFID can be tracked back to the beginning of
the last century, due to the limitations of science and
technology and other factors, it has not been widely de-
veloped. In this century, with the development of Cloud-
computing, Big Data, Internet of Things and other new
technologies, RFID has been widely developed and ap-
plied [1, 7]. In a typical RFID system, the tag is an es-
sential entity, because the tag owner may change during
its life cycle. For example, A first owns the tag, and after
a period of time, A resells the tag to B. After B owns
the tag, B has no right to access the privacy information
stored in the tag by A. Correspondingly, after B owns the
tag, A has no right to access any private information put
into the tag during the use of B [11–13].

In reality, however, most of the time it’s not what peo-
ple wants it to be. That is, B may still have access
to A’s previously stored private information. In order

to ensure the security of each user’s private information,
various ownership transfer protocols have been designed.
All kinds of protocols can be classified into two cate-
gories: one is the ownership transfer protocol based on
the trusted third party [8, 20], the other is the ownership
transfer protocol without the participation of the trusted
third party [2,16]. The former protocol increase the num-
ber of communication entities due to the participation of
the trusted third party, which makes the communication
process more complicated and limited. The latter pro-
tocol reduces the number of communication entities and
simplifies the communication process because there is no
trusted third party involved, so it is widely used.

This paper proposes a lightweight ownership trans-
fer protocol based on no trusted third party mechanism.
There is no trusted third party to participate in the
protocol, so the number of protocol communication en-
tities is reduced, the protocol process is optimized to
shorten the communication time. This protocol uses
lightweight R LWE [15] cryptosystem to encrypt informa-
tion. R LWE cryptosystem is a lightweight asymmetric
algorithm that can disclose algorithm steps and public
key. Session entities only need to store their own private
key, which increase security and reduces the number of
parameters to be stored.

2 Related Research Works

RFID tag ownership transfer protocol was first proposed
by MOLNAR et al. in 2005 [10], which has epoch-making
significance. However, there are some security defects in
the protocol design process. For example, the lack of a
tag to validate one of the parties allows a third party to
launch a impersonation attack.

In reference [18], an ownership transfer protocol is de-
signed based on the Chinese remainder theorem. The pro-
tocol has all aspects of security performance, but some
message encryption process doesn’t introduce random
numbers, so the third party can implement reply attack.
That is, by replying the previous round message, it can
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pass the verification of the other party, there are security
defects.

In reference [3], an ownership transfer protocol is pre-
sented based on physical unclonable function. This pro-
tocol solves the problem of impersonation attack well be-
cause it adopts unclonable function. However, due to the
owner’s failure to store multiple rounds of shared secret
values, the third party can carry out asynchronous at-
tacks. After a successful attack, third party can eavesdrop
on the information and carry out tracking attacks.

In reference [14], an ownership transfer protocol is pre-
sented based on trusted third party. In terms of security,
the protocol can resist all kinds of attacks and has very
strong security performance. However, the introduction
of a trusted third party makes the protocol more expen-
sive than other protocols in terms of the number of com-
munication entities, the communication process and the
communication time. For tags with limited cost, this pro-
tocol is not widely available.

In reference [19], an ownership transfer protocol is pro-
posed based on the difficult problems on elliptic curve.
Firstly, from the perspective of computing load amount,
the protocol could not be applied to tags with com-
putational limitations. Secondly, some messages of the
protocol have no random numbers to participate in the
operation, which makes the protocol unable to provide
backward-secure or forward-secure.

Due to the paper limitation of length, more ownership
transfer protocols can be found in reference [4–6,9, 17].

3 None Ownership Transfer Pro-
tocol of TTP

The ownership transfer protocol without a trusted third
party based on the R LWE cryptographic system (the
specific algorithm steps of the R LWE cryptographic sys-
tem can be found in reference [15]) contains the original
tag owner, the new tag owner and the tag communication
entity.

The following are some symbols in protocol design:

� Onew is the new owner of the tag ownership.

� Oold is the original owner of the tag ownership.

� tag is the tag whose ownership is to be transferred.

� IDtag is the unique identifier of tag.

� gynew is the public key stored at one end of Onew.

� gyold is the public key stored at one end of Oold.

� synew is the private key stored at one end of Onew.

� syold is the private key stored at one end of Oold.

� xnew is a random number generated from one end of
Onew.

� yold is a random number generated from one end of
Oold.

� znew is a random number generated from one end of
Onew.

� ttag is a random number generated from one end of
tag.

� mmz is the secret value shared between Onew and
Oold.

� mmztagnew is the secret value shared between tag and
Onew.

� hhi and xxi are session messages.

� ⊕ is the nonequivalence operation.

� & is the and operation.

� JIAMgy (meg) is an encryption algorithm in the
R LWE cryptosystem, which uses the public key gy
to encrypt information meg.

� JIAMgy (meg) is the decryption algorithm in the
R LWE cryptosystem, which uses the private key sy
to decrypt information meg.

There are four stages to realize the secure transfer of
tag ownership: initialization, ownership transfer request
initiation, tag verification and key update.

1) Initialization Phase
The initialization phase mainly completes the ini-
tialization of the session entity before the owner-
ship begins to transfer. After the initialization phase
is complete, one end of Onew stores the following
information:gynew, synew, gyold, and mmz; One end
of Oold stores the following information:gyold, syold,
gynew, mmz, and IDtag; One end of stores the fol-
lowing information:IDtag and gynew.

2) Initiate the Ownership Transfer Request Phase
The initiate the ownership transfer request phase
mainly to complete the verification of Oold to Onew

and Onew to Oold. A diagram of this phase is shown
in Figure 1.

A diagram of this phase is shown in Figure 1.

Combined with Figure 1, the steps can be described
as follows:

Step one. Onew generates a random number xnew

and computes hh1 = xnew⊕mmz, while sending
message hh1 to Oold.

Step two. Oold receives the message, processes hh1

to get xnew = hh1 ⊕ mmz, and generates a
random number yold, calculates hh2 and hh3 in
turn, and finally sends hh2 and hh3 to Onew.

hh2 = yold ⊕mmz.

hh3 = JIAMgynew
(gyold ⊕ xnew, yold&mmz) .
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Figure 1: Initiate Ownership Transfer Request Phase Di-
agram

Step three. Onew receiving the message, processes
hh2 to obtain yold = hh2 ⊕ mmz. Then
Onew decrypts message hh3 with its own private
key synew to obtain gy1old = JIAMsynew

(hh3).
Then it compares the relationship between the
public key gy1old decrypted by Oold and the pub-
lic key gyold disclosed by Oold.

gy1old ̸= gyold, indicating that Oold can’t pass
the verification of Onew and the ownership stops
transferring.

gy1old = gyold, indicating that Onew has success-
fully verified Oold, and Onew continues to calcu-
late hh4 and finally sends hh4 to Oold.

hh4 = JIAMgyold
(gynew&mmz, xnew&yold).

Step four. Oold receives the message and decrypts
hh4 to obtain gy1new = JIEMsyold

(hh4). Then
it compares the relationship between the public
key gy1new decrypted by Onew and the public key
gynew disclosed by Onew.

gy1new ̸= gynew, indication that Onew can’t pass
the verification of Oold and the ownership stops
transferring.

gy1new = gynew, indicating that Oold has suc-
cessfully verified Onew.

At this point, Onew and Oold can verify each other,
and they can exchange information. Oold sends to
Onew the IDtag of tag whose ownership is to be trans-
ferred.

3) Tag Proof Phase
Tag proof phase is mainly to complete the verifica-
tion between Onew and tag whose ownership is to
be transferred. That is, Onew verifies tag and tag
verifies Onew. A diagram of this phase is shown in
Figure 2.

Figure 2: Tag Verification Phase and Key Update Phase
Diagrams

Combined with Figure 2, the steps of tag proof phase
can be described as follows:

Step one. Onew again generates a random number
znew (which is used for verification between
Onew and tag), then computes message xx1 and
sends it to tag.

xx1 = znew ⊕ IDtag.

Step two. tag receiving the message, processes xx1

to obtain znew = xx1 ⊕ IDtag, then tag gener-
ates a random number ttag, then starts to cal-
culate messages xx2 and xx3, and finally sends
xx2 and xx3 to Onew.

xx2 = ttag ⊕ IDtag.

xx3 = JIAMgynew
(ttag&IDtag, znew) .

Step three. Onew receiving the message
and decrypts xx3 first to obtain t2tag =
JIEMsynew

(xx3), then deforms xx2 to obtain
t2tag = xx2 ⊕ IDtag, and then compares the size
between t1tag and t2tag.

t1tag ̸= t2tag, indicating that tag can’t be verified
by Onew, that is, tag is not a tag to be trans-
ferred, and the ownership stops transferring.

t1tag = t2tag, indicating that Onew has success-
fully verified tag, and Onew starts to calculate
xx4 and finally sends xx4 to tag.

xx4 = JIAMgynew
(IDtag, ttag&znew) .

Step four. tag receives the message, uses the same
parameters to carry out the same algorithm to
calculate xx1

4 = JIAMgynew
(IDtag, ttag&znew),

and compares the size between xx1
4 and xx4.

xx1
4 ̸= xx4, indicating that Onew can’t pass

the verification of tag and the ownership stops
transferring.
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xx1
4 = xx4, indicating that tag has successfully

verified Onew, and tag can perform subsequent
operations.

4) Key Update Phase
When the tag proof phase is completed, the verifica-
tion between Onew and tag is realized, and the key
update phase can be carried out at both ends of Onew

and tag. The key update phase is still shown in Fig-
ure 2.

After the tag proof phase is complete, Tag
starts to update the key, that is mmztagnew =
JIAMmmz (ttag, znew). After the key of tag is up-
dated, tag sends Update message to Onew to inform
Onew that the key can be updated.

Onew receives the message and performs the
same operations to update key mmztagnew =
JIAMmmz (ttag, znew).

At this point, the synchronized update of the shared
key between Onew and tag is complete, and the own-
ership of tag is transferred, then the ownership of tag
goes to Onew.

4 Protocol Security Analysis

This section analyzes the security and reliability of pro-
tocols based on common attack types.

1) Exclusivity
Exclusivity is to determine that a tag is the target tag
whose ownership is to be transferred and not another
tag. The proposed protocol can realize the exclusiv-
ity requirement in the label verification stage, which
is detailed in step 3. After receiving the message sent
by tag, Onew shall first verify the authenticity of the
source party through xx2 and xx3. Only if the ver-
ification passes, can Onew state that tag is the tag
whose ownership is to be transferred.

2) Reply Attack
Whether in the ownership transfer request initiation
phase or in the tag verification phase, an attacker
may launch a reply attack in an attempt to replay
the previous round of messages to achieve the pur-
pose of passing the verification of the other party.
In order to avoid the occurrence of the above events,
the proposed protocol will add different random num-
bers in the encryption of each message to ensure the
freshness of each message. When the attacker replays
the last round of message, the corresponding message
value also changes because the random number used
in this round of session changes. The message re-
played by the attacker has the wrong value and can’t
be verified by the other party, so the attacker fails to
attack.

3) Impersonation Attack
In the ownership transfer request initiation phase,

the attacker can impersonate Onew or Oold. In the
tag proof phase, the attacker can impersonate Onew

or tag. Here, the attacker impersonates Oold as an
example for analysis.

In the ownership transfer request initiation phase,
the attacker impersonates Oold to talk with Onew,
and Oold tries to send fake hh2 and hh3 messages to
Onew in order to pass Onew’s verification and obtain
more privacy information. When Onew receives the
message, it first deforms message hh2 to obtain the
random number generated by the attacker, and then
put the random number into message hh3 and de-
crypts hh3 to obtain the public key of the attacker.
By comparison, it can be found that the value of the
public key obtained through decryption is not equal
to that of the public key published by Oold. There-
fore, the impersonation of Oold by attacker can’t pass
the verification of Onew and fails to obtain any useful
information.

4) Backward Secure
The attacker obtains the current session message in
round i by listening, and attempts to crack and ana-
lyze the session message in various ways to obtain the
privacy information used in the last round, namely
round i − 1. The protocol needs to prevent the at-
tacker from carrying out this type of attack, which
can be called backward-secure. The proposed pro-
tocol introduces random numbers to keep the mes-
sage fresh, so as to resist the attack carried out by
the attacker. Because random numbers are gener-
ated randomly, so the attacker can’t reverse analyze
the privacy information of the last round.

5) Forward Secure
The attacker obtains the session messages of the cur-
rent round i through eavesdropping and attempts to
calculate the session messages of the next round i+1
through prediction or forgery to pass the entity ver-
ification. The protocol needs to block this type of
attack launched by attacker, this attack type can be
called forward-secure. During the protocol design,
each message will be encrypted with random num-
ber. Some messages have one random number added,
while others have two random numbers added. Ran-
dom numbers have randomness, heterogeneity and
unpredictability, so the probability that the random
number used by the attacker is the same as the ran-
dom number used by the real entity is negligible,
which makes the message sent by the attacker can’t
be verified by the other party.

6) Brute Force Attack
In this paper, messages hh2 and hh3 are selected as
examples for detailed analysis of brute force attack.

The attacker can obtain the above two messages
by various means. It can process hh2 to obtain
yold = hh2⊕mmz (because the attacker doesn’t have
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the correct shared key, it is assumed that the attacker
randomly selects a parameter as the value to partici-
pate in the cracking operation), and put the obtained
random number into message hh3 to decrypt it to ob-
tain gy1old = JIEMsynew

(hh3). When the attacker
gets to this point, things get complicated. For the
attacker, two parameters can’t be obtained at this
time, one is the shared key value and the other is the
random number generated by the new owner. The
two parameters can’t be known, which makes it im-
possible for the attacker to cite the correct value of
either parameter, the attacker’s idea of brute force
attack fails.

Table 1: Security Requirements Comparison between
Protocols

Attack
Type

Ref
[15]

Ref
[6]

Ref
[19]

Ref
[20]

This
protocol

Exclusivity
√ √ √ √ √

Reply Attack ×
√ √ √ √

Impersonation
Attack

√ √ √ √ √

Backward
Secure

√ √ √
×

√

Forward
Secure

√ √ √
×

√

Brute Force
Attack

√ √
×

√ √

Pursuit
Attack

√
×

√ √ √

7) Pursuit Attack
The pursuit attack is that the attacker continuously
monitors the session process and attempts to ana-
lyze the specific position of the tag in the continuous
message, so as to launch the tracing attack on the
tag and obtain the private information. When a tag
sends a message, it is first encrypted and mixed with
random numbers during encryption, which can en-
sure the real-time and freshness of the message and
make the value of the message monitored by the at-
tacker different from round to round. For the at-
tacker, the attacker thinks that the position of the
tag is in change, so they can’t determine the true
position of the tag, and the pursuit attack naturally
can’t be successfully implemented.

The security requirements of the protocol in this paper
can be compared with those of other classical protocols,
as shown in Table 1.

5 Protocol Performance Analysis

This section is mainly used to analyze the performance
indicators of the communication entities in the protocol,

such as computing load. According to the above descrip-
tion, Oold and Onew are not limited in terms of computing
power and storage capacity, so they are not used as per-
formance analysis objects. In this paper, the last tag will
be selected as the research object, the computing load and
storage capacity of tag will be studied.

Specific analysis can be seen in Table 2.

Table 2: Performance Analysis of Each Protocol Tag

Reference
Number of
random
numbers

Calcula-
tions

Memory
space

Ref[15] 2
3xor+
5mod

3l

Ref[6] 2
5xor+
3PUF

4l

Ref[19] 3
4xor+

4hash(x)
2l

Ref[20] 3
6ECC(x)+
1hash(x)

3l

This
protocol

1
2xor+
3Eh(x)

2l

The meanings of the symbols in Table 2 above are as
follows:xor represents the computing load of and opera-
tion; mod represents the computing load of modular oper-
ation (in-depth analysis of Chinese remainder theorem, its
essence is modular operation);PUF represents the com-
puting load of physical unclonable function; hash(x) rep-
resents the computing load of hash function;ECC(x) rep-
resents the computing load of elliptic curve encryption
algorithm;JIAMgy (meg) represents the computing load
of encryption algorithm in R LWE cryptosystem.l indi-
cates the parameter length.

In the above numerous calculations, the or-
der of calculation quantity from small to large is
xor, xor, hash(x), PUF,mod,ECC(x). From this rank-
ing, it can be seen that the overall computing load of
xor and JIAMgy (meg) used in encryption should be
significantly better than other protocols. The R LWE
cryptosystem is divided into two types: encryption
algorithm and decryption algorithm. In general, cal-
culation amount of the decryption algorithm is greater
than that of the encryption algorithm. Therefore, this
point is fully considered in the design process of the
proposed protocol, so that only the encryption algorithm
step is carried out at one end of the protocol tag, but
not the encryption algorithm step. This reduces the
computational burden and allows the protocol to be used
in computationally restricted tags. In terms of storage
and number of random numbers, the proposed protocol
is better than or equal to some protocols. On the whole,
the sum of computing load of the proposed protocol
on the tag is less than that other protocols, which has
certain advantages. This protocol can make up for some
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hidden security problems existing in other protocols, so
that the proposed protocol has better practicability and
popularization under the same conditions.

6 Conclusion

Aiming at the security problems such as the change of
ownership and the easy disclosure of privacy information
of different users during the life cycle of tags, this pa-
per proposes an ownership transfer protocol without the
participation of trusted third parties. The protocol uses
R LWE cryptosystem to encrypt the information to be
sent, which makes the computing load of the entity low
and meets the high security at the same time. The pro-
posed protocol is divided into four phases: initialization,
ownership transfer request initiation, tag proof and key
update. Different phases accomplish different objectives.
To ensure information security, each step needs to verify
the authenticity of the source first. From the perspec-
tive of multiple attack types analysis, it shows that the
proposed protocol can resist a variety of common attacks
and has relatively high security. From the computing load
analysis at the tag, it shows that the proposed protocol is
superior to other comparison protocols in terms of com-
puting load.
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Abstract

Industrial data security communication faces the prob-
lems of so many devices at the receiving end and low ef-
ficiency at the sending end, the high computational cost
of existing signature schemes, and low security due to
high dependence on data security channels. Given the
problems, the paper proposes an efficient Heterogeneous
Multi-message Multi-recipient Signcryption (HMMSC)
and Identity Based Cryptosystem- Certificateless Cryp-
tosystem (IBC-CLC)scheme for the Industrial Internet of
Things by studying heterogeneous signcryption schemes,
which combines multi-message multi-recipient mechanism
to improve the efficiency of the sender in the message-
intensive scenario. The proposed scheme is analyzed in
terms of security, functional, and performance analysis in
theory and simulation. The analysis results show that the
proposed scheme is more efficient and secure than existing
schemes.

Keywords: Heterogeneous Message; Identity-based Pass-
word System; Industrial Internet of Things; Signcryption;
Without Bilinear Pairing

1 Introduction

Industrial Internet of Things is one of the popular research
areas, which is a product of the integration of new gener-
ation information technology and the manufacturing in-
dustry. The industrial Internet is used to build a new fully
connected manufacturing service system by fully intercon-
necting people, machines, and things [18]. Traditional in-
dustrial networks are often vulnerable due to insufficient
security considerations, and the convergence with the In-
ternet can lead to security issues such as a proliferation
of vulnerabilities leading to frequent cyber-attacks. Cisco
estimates that 500 billion IoT devices worldwide will be
connected to the Internet by 2025 [15]. Efficient and se-
cure data communication between control systems and

edge device systems [2,19–21] has become one of the pri-
orities and hotspots for future industrial Internet security
protection.

1.1 Related Works

The Multi-message and Multi-receiver Signcryption, first
proposed by Seo and 1999 [11], allows the sender to send
multiple different messages to multiple receivers at once
with only one signature, and only the designated user
can verify the validity of the message and decrypt it.
In 2006, Duan et al. [10] proposed the first Identity-
based Cryptosystem (IBC), based multi-recipient signing
scheme with guaranteed recipient anonymity. The litera-
ture [1] proposed a multi-recipient certificate-free signing
scheme based on bilinear pairs. Islam et al [6]proposed a
certificate-free multi-recipient signing scheme without bi-
linear pairs. Pang et al. [8] constructed a certificate-free
multi-message multi-recipient signing scheme based on El-
liptic Curves Cryptography (ECC), which is better than
Elliptic Curves Cryptography. Sun et al. [12] proposed
a heterogeneous multi-recipient signing scheme for secure
communication between IBC and Traditional Public Key
Cryptosystem (TPKC). Niu et al. [17] proposed a multi-
message multi-recipient signing scheme between IBC and
CLC, a cryptosystem that combines a hybrid encryption
mechanism to secure symmetric keys and data once and
uses user pseudo-identity to protect them privacy.

The literature [6, 7] designed an efficient and certifi-
cateless multi-receiver signcryption scheme without bilin-
ear pairings. The literature [9,13] has proposed signature
schemes for several fields, such as medical cyber physical
system in standard model and Low-Power IoT Devices in
a Wireless Sensor Network.

The literature [3] designed an efficient and cer-
tificateless conditional privacy-preserving authentication
scheme. Literature [14] proposed a new convertible
authenticated encryption scheme with message link-
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ages.Their scheme provides confidentiality, unforgeability,
and internal security. However, both of these schemes use
bilinear pair operations, which makes their schemes inef-
ficient. Heterogeneous means that it can be used for se-
cure communication between network systems with differ-
ent cryptographic systems. Currently, it is a challenge to
study efficient, Heterogeneous Multi-message and Multi-
receiver Signcryption schemes.

At present, there is no signcryption scheme for indus-
trial Internet heterogeneous cryptosystem, and the exist-
ing heterogeneous signcryption scheme is often not appli-
cable to industrial Internet due to its high overhead, and
cannot meet the low overhead demand of its resource-
constrained devices. The number of devices at the re-
ceiving end of the Industrial Internet is large, and the
consumption of resources is huge and inefficient for the
sender of communication data, and the Industrial Inter-
net always has the disadvantage of limited resources and
cannot adopt security protection measures with excessive
overhead. Multi-message multi-recipient signing is an ef-
fective way to solve this problem. Multi-message multi-
receiver signing can complete the encryption and signing
process of different messages sent to different receivers
in one logical step, which can protect data privacy and
communication security, reduce the computational over-
head at the sender’s end, and not increase the computa-
tional overhead at the receiving device of communication
data under the industrial Internet. For the industrial In-
ternet one-to-many multi-message broadcast scenario, it
is of great significance to design a one-to-many secure
broadcast signing and encryption scheme that meets the
requirements of industrial Internet heterogeneous cryp-
tosystems to promote secure industrial Internet broadcast
communication.

1.2 Our Contribution

In order to meet the needs of resource-constrained de-
vices in the industrial Internet scenario, and to address
the problems that existing schemes are inefficient and
do not take into account the heterogeneity of indus-
trial Internet cryptosystems, this paper proposes a bilin-
ear pair-free, one-to-many, efficient heterogeneous multi-
message broadcast signing scheme. The specific work of
this paper is summarized as follows. The paper proposes
an IBC-CLC heterogeneous, one-to-many multi-message
signcryption scheme, referred to as HMMSC IBC-CLC
scheme.

1) The IBC-CLC heterogeneous mechanism allows this
paper to adapt to complex cryptosystems without
the overhead of certificate management and storage.

2) The paper combines the multi-message multi-
recipient mechanism, which allows the sender to send
several different messages to different receivers se-
curely and efficiently at one time, improving the effi-
ciency of the sender in a message intensive scenario.

3) The paper use scalar multiplication operations on el-
liptic curves instead of bilinear pair operations to re-
duce the computational overhead and still transfer
part of the receiver’s overhead to the gateway safely,
aiming to improve the performance of the receiver.

4) The paper improves the system’s adaptability to
complex environments by improving the private key
extraction algorithm to reduce the system’s depen-
dence on secure channels and protect receiver user
identity information using Lagrangian interpolation
polynomials.

2 Preliminaries

This section describes related work including elliptic curve
and lagrangian interpolation polynomials.

2.1 Elliptic Curve

An elliptic curve is the set of all points and an infinity
point o (which can also be called a unit element) that
satisfy the Weierstrass equation of Equation (1) in the
projective plane.

Y 2Z + a1XY Z + a3Z
2 = X3 + a2X

2Z + a4XZ2 + a6Z
3 (1)

The elliptic curve equation is a chi-square equation, and
the partial derivatives at any point on the curve are not
simultaneously zero, let x=X/Z,y=Y/Z can be obtained
from the general equation of the elliptic curve can be writ-
ten as:

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6 (2)

The use of elliptic curves in cryptography necessitates the
discretization of continuous elliptic curves into discrete
points, thus defining elliptic curves to a finite field.

2.2 Lagrangian Interpolation Polynomi-
als

Lagrangian Unitary n - 1st polynomial

F (x) =

n∑
i=1

Fi(x) =

n−1∑
i=0

aix
j

= a0 + a1x+ a2x
2 + · · ·+ a(n−1)x

(n−1)(n > 1)

(3)

consists of n groups of reciprocal points
(x1, y1), (x2, y2). . . (xn, yn).Of which

fi(x) =
(x− x1) · · · (x− xt−1) (x− xt+1) · · · (x− xn)

(xt − x1) · · · (xt − xt−1) (xt − xn+1) · · · (xt − xn)

=

n∏
j=1,j ̸=i

x− xj

xi − xj

=

{
1, x = xi

0, x ∈ {xi | i = 1, 2, · · · , i− 1, i+ 1, . . . , n}

(4)

is the Lagrangian interpolation basis function. Then
the paper has:

Fi(x) = fi(x)yi

=

{
1, x = xi

0, x ∈
{
xi | i = 1, 2, · · · , i− 1, i+ 1, · · · , nf

} (5)
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2.3 Hash Function

Hash function can be of arbitrary length string input into
fixed length output, its function can be written as h =
H(m), one of his the result of the output, we call it the
hash value or the message digest, H is hash function.
The input space of a hash function is much larger than
its output space (the hash value space), so different inputs
may map to the same output. In addition, of arbitrary
length message x, the hash value of the calculation on
the software and hardware realization is easy, so I have
availability hash function. For a hash function H, usually
has the following properties:

1) Mono-direction: if a given arbitrary hash value h,
want to find a message h makes h = H(x), which
is not feasible in the calculation. This means that
there is no way to work backwards from the hash to
the original message.

2) Weak collision resistance:if given any message x1,
want to find another message x2, and indicates x1 ̸=
x2 make the two messages of hash values are equal,
namely H (x1) = H (x2) is not feasible in the calcu-
lation.

3) Resistance to strong collision:resistance to find any
news x1,x2 and indicates x1 ̸= x2, is to make the
two messages hash values are equal, namely H (x1) =
H (x2) is not feasible in the calculation.

For a good hash function, a change in any bit of a mes-
sage will cause its hash value to change dramatically.
Hash function is widely used in cryptography, includ-
ing encryption algorithm and digital signature algorithm.
Hash functions are commonly used to authenticate mes-
sages in encryption algorithms. The hash value of the
original file can be obtained by the hash function. The
integrity verification of the file can be realized by check-
ing and comparing the hash value of the file and the hash
value later. In digital signatures, because the message di-
gest is fixed in length and is usually much shorter than the
message, signing the message digest is often more efficient
and faster than signing the message directly.

2.4 Random Oracle Model

The proposal of this model makes the application of prov-
able security theory in practical cryptography develop
rapidly and becomes the basis of many effective security
schemes in the future. A hash function that satisfies the
following properties is called a Random Oracle(RO):

1) Uniformity: By RO output all y obey random uni-
form distribution.

2) Effectiveness:RO can compute its hash value in poly-
nomial time for any input.

3) Determinacy: For the same input, the output must
be the same.

The random predictor model enables the provable secu-
rity theory to play its practical role in cryptography, and
the security proof for various schemes has been recognized
by the majority of researchers. However, since there is no
random prophecy machine satisfying the above properties
in the real environment, hash function is generally used to
imitate the behavior of random prophecy machine, so the
provable security scheme under the random prophecy ma-
chine model is widely considered to be safe in theory, but
not necessarily safe in actual operation and implementa-
tion. Although the random Seer model is not actually
secure, current researchers agree that a provably secure
cryptosystem under random Seer is acceptable and per-
suasive.

3 The Proposed Scheme

The heterogeneous one-to-many signing scheme consists
of four main algorithms: system initialization algorithm,
private key extraction algorithm, and signing and decryp-
tion algorithm.

Step 1: System Initialization Algorithm
Enter the safety parameter λ and the system ran-
domly selects a large prime number p, order number
q(q ≥ pk, k is a large integer). Then choose the ellip-
tic curve E defined over the finite field Fp and choose
the additive group G of order p on the elliptic curve,
and note that the generating element of the group G
is p. Due to the heterogeneity, this paper needs to be
initialized in Private Key Generator (PKG) and Key
Generating Center (KGC) respectively.

Step 2: Private Key Extraction Algorithm
The private key extraction algorithm is divided into
two parts, which are the private key extraction al-
gorithm under the identity-based system (IBC-KG)
and the private key extraction algorithm under the
certificate-free system (CLC-KG), as follows.

1) IBC-KG:

a. The data sender DS sends the identity IDS
to the PKG.

b. The PKG randomly selects the integer ts ∈
Z∗
p ,and calculates Ts = tsP ,ds = ts +

s1hs(modp),where hs = H0(IDS , Ts, P1) is
the binding value of user identity and pub-
lic key. Then PKG binds the private key
of user DS SKs = ds through the secret
channel and the public key PK through the
public channel PKS = (IDs, Ts) to DS.

2) CLC-KG:
The data recipient DRi under the certificateless
cryptosystem needs to obtain his partial private
key as well as the fully private and public keys
by the following algorithm.

a. Set the secret value: the data recipient
DRi, whose identity is identified as IDi,
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randomly selects the integer xi ∈ Z∗ as its
own secret value and calculatesXi = xiP as
the partial public key value, and then sets
(IDi, Xi ) is sent to KGC for registration.

b. Extracting the partial private key: Af-
ter KGC receives the registration mes-
sage from DRi, it first selects a random
integer ti ∈ Z∗

p , and calculates Ti =
tiP , di = ti + s2hi(modp),where hi =
H1(IDi, Ti, P2). Then hide di into ui, and
calculate ui = di+H1(IDi, s2Xi, Ti). KGC
sends both (Ti, ui) toDRi through the pub-
lic channel.

c. Setting up the public key algorithm: when
DRi receives part of the public and private
key information, it first verifies its authen-
ticity and correctness by the following equa-
tion.

uiP = Ti + hiP +H1(IDi, xiP2, Ti)P (6)

d. Setting private key algorithm: the data re-
cipient DRi extracts the partial private key
from ui by the following equation.

di = ui −H1(IDi, xiP2, Ti) (7)

Then set your own complete private key as
SKi = (xi, di).

Step 3: Signcryption Cryptography Algorithm
The data sender DS under an identity-based cryp-
tosystem uses its own private key SKS with the sys-
tem public parameter param, a set of data receivers
DR = {DRi|i = 1, 2, ..., n} is selected and each DRi

corresponds to the public key PKi, and each corre-
sponds to the message mi, and the sign-cipher algo-
rithm is run to generate the sign-cipher text.

Step 4: Decryption Algorithm
The gateway receives the signed cipher message and
uses the public key parameters of the sender DS to
calculate the authentication parameters:

R′
1 = v (hR2 + ts + hsP1) (8)

Where hs = H0 (IDs, Ts, hsP1), it is then con-
structed into a signed ciphertext δ = (δ,R′) which
is then forwarded to the data recipient DR. The
data recipient DR uses its own private key SKR to
run the decryption algorithm.

4 Proof of Safety

This section gives proof of correctness for the proposed
HMMSC IBC-CLC scheme.

4.1 Correctness Analysis

1) Partial private key verification correctness
In the private key extraction algorithm, this paper
verifies that the recipient’s partial private key is cor-
rect.

ui = (ti + hi +H1 (IDi, s2Xi, Ti))P
= tiP + his2P +H1 (IDi, s2xiP, Ti)P
= Ti + hiP +H1 (IDi, xiP2, Ti)P

(9)

The equation guarantees the correctness of the par-
tial private key.

2) Verify the correctness of the parameters
The verification of the signature in the proposed
signature-encryption algorithm is guaranteed by the
equation, and the correctness of the calculation of the
verification parameter h′ = h. Therefore, it is neces-
sary to prove the correctness of the computation of
R′, and the proof process is as follows.

R′
1 = ν (hR2 + Ts + hsP1)

= (hr2 + ds)
−1

r1 (hR2 + Ts + hsP1)

= r1 (hr2 + ts + s1hs)
−1

(hr2 + ts + s1hs)P
= r1P = R1

(10)
The equation Verifies the correctness of the parame-
ters.

3) Correctness of key parameters
In the sign and un-sign algorithms, this paper com-
putes the key parameters Ui and U ′, respectively,
uses the public and private keys of the data recipient
DRi, so this paper needs to prove. The proof process
is as follows.

U ′
i = R′

1 (xi + di) = r1P (xi + di)
= r1 (xiP + tiP + his2P )
= r1 (Xi + Ti + hiP2)
= r1hi

(
h−1
i (Xi + Ti) + P2

)
= r1hi (pki + P2) = Ui

(11)

The equation guarantees the correctness of the key
parameters.

4.2 Proof of Safety

1) Confidentiality

Theorem 1. Based on the assumption that the CDH
hard problem holds, the HMMSC IBC-CLC scheme
satisfies the IND-CCA2 security under the stochastic
prediction machine model.

Lemma 1. Under the stochastic prediction machine
model, if there exists a probabilistic polynomial-time
adversary AI winning the game by a non-negligible
margin ε, then there exists a challenger C who can
win the game in polynomial time τ ′ ≤ τ + O(nps +
qpk + qd)τpm within

ε′ ≥ ε (1− qs (nqs + qH2) /2
n) (1− qd/2

n) (12)



International Journal of Network Security, Vol.25, No.2, PP.324-331, Mar. 2023 (DOI: 10.6633/IJNS.202303 25(2).15) 328

The advantage of successfully solving the CDH diffi-
culty problem.

2) Unforgivable

Lemma 2. Under the stochastic prediction machine
model, if there exists a probabilistic polynomial-time
adversary A who wins the game by a non-negligible
advantage CDH to win the game, then there exists a
CDH hard problem that challenger C can successfully
solve in polynomial time with the advantage of

ε′ ≥ ε
(
1− qdqH2

2n

)
(13)

Proof. The security of the hypothetical probabilistic
polynomial-time adversary A attack scheme. Chal-
lenger C and adversary A interact with the tuple
⟨P, aP, bP ⟩ in an attempt to solve the CDH hard
problem.

Initialization: Challenger C sets and sends the sys-
tem public parameters to adversary A.A selects
a set of target data receiversDRi whose identity
is I = {IDi | i = 1, 2, · · · , n}.

Challenger C maintains the lists LHi and
⟨P, aP, bP ⟩, which holds the random predicator
queries for Hi (i = 1, 2, . . . , n), and the associ-
ated data generated during the key queries. The
adversary A can perform the following polyno-
mially bounded subinterrogation.

a. (i = 0, 1, · · · , 5) ask (qHi);

b. Key inquiry: Enter IDj for interrogation
and challenger C checks if the list LPK al-
ready holds the relevant tuple. If it does,
it is directly removed and returned to the
adversary A.Otherwise, it is processed as
follows.
If IDj ∈ I, set xj =⊥.
If IDj /∈ I, a randomly chosen integer
tj , hj ∈ Z∗,set xj = a. Save the asso-
ciated tuple. Then, save the correspond-
ing private key of IDj as SKj = (xj , dj),
where the partial private key dj = tj +
s2hj(modp), the public key is preserved as
PKj = (Dj , Tj , Xj , pkj), where Tj = tjP ,
Xj = xjP , pkj = h− 1 (Tj +Xj). Save the
information to the list LPK.

c. Public key inquiry (qpk): input IDj for in-
terrogation and challenger C checks the list
LPK for relevant tuple data, and if so, re-
moves and returns the corresponding pub-
lic key. Otherwise, Challenger C performs
a key interrogation to obtain the relevant
public key.

d. Secret value inquiry (qsv): input IDj for in-
terrogation, challenger C first checks IDj ∈
i. If it belongs to the set I, then terminate
and return the symbol ⊥. Otherwise, the

list LPK is queried for any relevant tuple
data. If there is it takes out the correspond-
ing secret value xj for return; otherwise,
challenger C performs a key interrogation
to obtain the relevant secret value.

e. Partial private key inquiry (qppk): enter
IDj to interrogate and Challenger C checks
the list LPK to see if it holds the rel-
evant tuple data and if so, retrieves and
returns the corresponding partial private
key.Otherwise, Challenger C performs key
interrogation to obtain the relevant partial
private key.

f. Signed secret inquiry (qs): adversary A
takes the sender identity IDs, the receiver
identity IDj , and message M as input to
perform a signed-encryption query, where
IDj /∈ I. Challenger C runs the signed ci-
pher algorithm and returns the signed ci-
pher result.

g. Unsigned cipher query (qd): adversary A
as sender IDs, receiver identity IDj , and
the signature ciphertext σ = (S,R2, υ, h,A)
are used as input to perform the decryption
query, where IDj /∈ I, challenger C runs
the decryption algorithm and returns the
result.

5 Performance Evaluation

5.1 Functional Analysis

In this subsection, this paper compares the proposed
multi-message multi-recipient signature scheme with some
existing related classical schemes for functional analysis,
and the results are summarized as shown in Table 1.
The literature [5] proposed a CLC multi-recipient sign-off
scheme, but their scheme uses a bilinear pair operation
with high overhead, which is not suitable for resource-
constrained scenarios. The bilinear-pair-free certificate-
free multi-recipient signing and encryption scheme pro-
posed in the literature [4] is a significant improvement
over the literature [5]. To support broadcast scenarios
that require authentication and data protection, litera-
ture [16] and literature [17] propose multi-message multi-
recipient sign-off schemes, respectively, and both consider
heterogeneous cryptosystems, but their schemes are not
efficient. In contrast, the certificate-free multi-message
multi-recipient signing scheme proposed in [8] improves
the efficiency to a large extent, but they do not consider
the complex cryptosystem environment. In this paper,
the scheme considers the cross-domain problem of IBC-
CLC heterogeneous cryptosystem, does not use bilinear
pair operation thus improving the efficiency, and does not
require a secure transmission channel in the key genera-
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tion phase of the certificateless cryptosystem, further im-
proving the system’s security.

5.2 Performance Analysis

In this subsection, the paper will analyze the performance
and computational overhead of the proposed scheme. The
required environment for the experimental simulation is
carried out in the Ubuntu 18.04 system environment in
VMware16 pro virtual machine, and the used computer
parameters are Intel(R) Core(TM) i5-1240 CPU @1.7
GHz, RAM 16 GB. by theoretically analyzing the process
of each scheme, the performance analysis of [4,5,8,16,17]
of these five schemes and the performance analysis of this
paper’s scheme. In both stages of the signing and declas-
sification algorithms, the comparison results are shown in
Table 2.

In addition, since the scheme in this paper transfers
part of the verification computation of the data receiver
DR to the gateway GW, the computation overhead of the
decryption algorithm operations, all of which require a
large stage is divided into two parts, GW and DR so that
the operations performed by the data receiver DR can be
compared more clearly in each scheme.

1) Performance Analysis of the Signed Encryp-
tion Phase
From Table 2, it can be seen that the scheme of liter-
ature [5] requires n bilinear pairs, n exponential oper-
ations, n Map-to-Point hashing operations, and (n +
1) scalar multiplication operations, while the scheme
of literature [17] requires 2n bilinear pairs and 2n
exponential operations and (n+ 2) scalar multiplica-
tion operations, all of which require a large compu-
tational overhead. The scheme of [4] requires (3n +
1) scalar multiplication operations and n dot addi-
tion operations, and the scheme of [16] requires (n +
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1) exponential operations and n scalar multiplication
operations.

The scheme in this paper requires only (n + 2) scalar
multiplications and n dot additions, which is more ef-
ficient than the above-mentioned schemes, and only
uses one more scalar multiplication operation than
the scheme in [8]. It can be seen from the simula-
tion that with 500 data receivers (i.e., n = 500), the
scheme of [4] takes about 0.15s and the scheme of [16]
takes about 2.38s, while the algorithm of this paper
takes about 0.074s, which is 50.67% and 96.89% bet-
ter than that of [16] and [5], respectively. As shown in
Figure 1 and Figure 2, this paper has a more obvious
advantage over the above schemes.

2) Performance analysis of the decryption phase
For the decryption algorithm stage, in the proposed
scheme, the data receiver DR only needs to perform
the decryption operation, and the intermediate gate-
way GW will assist in the calculation of the authen-
tication parameters, so only one scalar multiplica-
tion operation is required at the data receiver side.
Among the other schemes compared,Schemes [5, 16,
17] require bilinear pair operations at the receiver
side, among which the scheme in [4] requires 1 bi-
linear pair and 1 scalar multiplication operation, the
scheme in [17] requires 4 bilinear pairs, 1 scalar mul-
tiplication and 1 point addition operation, and the
scheme in [16] requires 2 bilinear pairs, 2 scalar mul-
tiplication and 1 exponential operation. The scheme
of [16] requires 2 bilinear pairs, 2 scalar multiplica-
tions and 1 exponential operation, and the operation
time is more than 1ms. The scheme of [17] has the
largest operation time, which is more than 5ms. Al-
though the schemes of [4] and [8] are within 1ms be-
cause they do not require bilinear pair operations,
they have higher overhead than the scheme of this
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Table 1: Functional Analysis

Scheme Scheme [5] Scheme [4] Scheme [16] Scheme [17] Scheme [8] Proposed
Heterogeneous Ö Ö

√ √
Ö

√

Nocertifificated
management burden

√ √
Ö

√ √ √

No bilinear pairs Ö

√
Ö Ö

√ √

Multiple messages Ö Ö

√ √ √ √

Multi-recipient
√ √ √ √ √ √

Weak dependency on
secure channels

Ö Ö Ö Ö Ö

√

Table 2: Performance overhead comparison time

Scheme Signature Algorithem
Dcryption algorithm

Gateway Data Recipients(DR)
Scheme [5] nTp+nTe+nTh+(n+1)Tpm - Tpm+Tp
Scheme [4] (3n+1)Tpm+nTpa - 2Tpm
Scheme [16] (n+1)Te+nTpm - 2Tp+2Tpm+Te
Scheme [17] (n+2)Tpm+2nTp+2nTe - 4Tp+Tpm+Tpa
Scheme [8] (n+1)Tpm+nTpa - 3Tpm+Tpa
proposed (n+1)Tpm+nTpa 3Tpm+2Tpa Tpm

paper.

6 Conclusions

The paper propose an efficient heterogeneous multi-
message multi-recipient signing scheme by incorporating
a multi-message multi-recipient signing mechanism. The
paper improve the key generation algorithm in CLC to
make the scheme less dependent on secure channels, more
suitable for vulnerable communication environments, and
use Lagrangian interpolation polynomials to protect the
identity privacy of recipient users. In the stochastic pre-
diction machine model, the security analysis in this paper
proves that the proposed scheme satisfies confidentiality
and unforgeability, and is more efficient than some exist-
ing schemes. In addition, the proposed signature confi-
dentiality scheme is suitable for industrial Internet.
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Abstract

CVP, together with SVP, are two of the central problems
in lattice-based cryptography. Their hardness paved the
way for the proposals of many different lattice-based cryp-
tographic schemes. Meanwhile, efficient algorithms for
solving or approximately solving these problems have be-
come essential tools in public key cryptanalysis and have
successfully attacked many cryptosystems. Among these
algorithms, Babai’s rounding procedure is one of the most
classic. Recently, the rounding procedure has been im-
plemented in RNS and improved using optimal Hermite
Normal Form lattices. In this paper, we propose four im-
proved rounding procedures to approximately solve the
CVP problem based on the famous Babai’s rounding pro-
cedure and Gram-Schmidt orthogonalization technique.
The first two procedures are general for any lattice basis,
while the latter two algorithms are unique versions of the
first two for which the input basis is in HNF form. We
also show that all four algorithms perform better than
Babai’s procedure concerning errors by examples and ex-
periments, although some efficiency loss is taken as the
cost.

Keywords: Closest Vector Problem (CVP); Hermite Nor-
mal Form (HNF); Rounding Procedure

1 Introduction

Recently in the literature of cryptology, lattice-based
cryptographic constructions hold a great promise for post-
quantum cryptography [3,4,11–13,15,21], since they enjoy
relatively strong security proofs, remarkable efficient im-
plementations, as well as very simplicity. Furthermore,
lattice-based cryptography is believed to be quantum re-
sistant. At the bottom of the constructions of lattice-
based cryptography, however, it is the hardness of the
computational problem in lattices that lays a secure foun-
dation [9, 20].

The most two basics of computational problems in lat-
tices are the Shortest Vector Problem(SVP) and the Clos-
est Vector Problem(CVP) [19]. The Shortest Vector Prob-

lem asks to find the shortest nonzero vector in a lattice
L, however, the Closest Vector Problem is the inhomoge-
neous version of SVP, and asks to find the lattice point
closest to a given target. The CVP has been proved to
be NP-complete by reduction from subset sum [10], and
therefore no algorithm can solve CVP in deterministic
polynomial time, unless P = NP [10]. Reducing CVP
to SVP is an interesting problem [7], as it is widely be-
lieved that SVP is not harder than CVP, and many even
believe that SVP is strictly easier. Empirical evidence to
these beliefs is provided by the gap between known hard-
ness results for both problems. Whearas it is relatively
easy to establish the NP-hardness of CVP, the question of
whether SVP is NP-hard was open for almost two decades,
originally conjectured in [10] and resolved in the affirma-
tive in [5], and only for randomized reductions.

The hardness of solving SVP and CVP has led reseach-
ers to consider approximation versions of these problems
[19]. Approximation algorithms return solutions that are
only guaranteed to be within some specified factor γ from
the optimal. Approximation CVP in n-dimensional lat-
tices is known to be NP-hard for any constant approxi-
mation factor or even some slowly increasing function of
the dimension [14].

However, NP-hardness itself does not exclude the pos-
siblity of sub-exponential time algorithms. To rule out
such algorithms, several hypothesis have been introduced,
such as the Strong Exponential Time Hypothesis (SETH),
the Exponential Time Hypothesis(ETH), or the Gap-
Exponential Time Hypothesis (Gap-ETH), and are by
now quite standard. Based on these, a few recent results
have shown hardness for approximation CVP and SVP
are closely related [1, 2].

On the algorithmic side, known polynomial-time algo-
rithms like the one of LLL algorithm [16] and its descen-
dants such as [6] obtain slightly subexponential approxi-
mation factors γ = 2Θ(n log logn/ logn) for SVP. Based on
these algorithms, Babai’s nearest plane algorithm can ob-
tain a similar approximation factor for CVP. In [7], Babai
also propose a rounding procedure for CVP which is more
efficient, although it loses a little approximation factor.
Recently, the rounding procedure has been implemented
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in RNS [8] and improved with the use of lattices of op-
timal Hermite Normal Form [17, 18]. In this paper, we
impove the Babai’s rounding procedure.

Our Contributions. We provide four improved round-
ing procedures and show that the proposed rounding pro-
cedures are stronger than Babai’s rounding procedure
with respect to the appoximation parameters.

1) The first two improved rounding procedures are gen-
eral for arbitrary lattice basis. The underlying main
ideas are inspired by the following three observations:
The first one is that every lattice basis can be easily
decomposed as multiplication of a orthogonal basis (a
basis of Rn for some n, not necessarily a lattice basis)
and an upper triangular matrix by Gram-Schmidt or-
thogonalization procedure. Second, the orthogonal
basis makes it easy to quantify the distance between
vector in lattice and the input target vector. The
third observation is that optimizing this distance can
be done by appropriately choosing round up or round
down of corresponding parameters.

2) The second two improved rounding procedures are
special for lattice basis in its Hermite Nornal Form
(HNF). The underlying main ideas are based on the
observation: The special form of the HNF basis
makes the Gram-Schmidt orthogonal decomposition
of this basis very special. The obtained orthogonal
basis is a digonal matrix, and the diagonal elements
are the corresponding diagonal elements of the orig-
inal HNF basis. Furthermore, the resulting upper
triangular matrix has diagonal entries of 1, and all
nonzero entries are positive. These characteristics
make our algorithm easy to do some checking opera-
tions, thus improving the efficiency. Since every lat-
tice has a unique HNF basis which can be efficiently
computed from any basis of the lattice, the second
two rounding algorithms can actually be made gen-
eral easily, just by converting the basis to an HNF
basis.

2 Preliminaries

Notation. We use Z for the set of integers, and R for
the set of real numbers. Elements of these sets are de-
noted by lowercase letters. We use uppercase letters to
denote matrices M , and usually arrange a set of vectors
in columns into a matrix. We denote the i-th coordinate
of vector v by vi.

2.1 Lattices

Definition 1. A lattice is defined as the set of all integer
linear combinations

L(b1, · · · , bn) =

{
n∑

i=1

xibi : xi ∈ Z for 1 ≤ i ≤ n

}

of n linearly independent vectors b1, · · · , bn in Rd, where
d and n are called dimension and rank of the lattice. If
n = d, the lattice is called full rank. The set of vectors
b1, · · · , bn is called a basis for the lattice. A basis is usu-
ally represented by the matrix B = [b1, · · · , bn] ∈ Rd×n

having the basis vectors as columns.

When studying lattices from an algorithm point of
view, it is customary to assume that the basis vectors
(and therefore any lattice vector) have all rational coordi-
nates. Moreover, by appropriately scaling the lattice, all
rational lattices can be easily converted to integer lattices.
So, without loss of generality, we concentrate on integer
lattices.

2.2 Minimum Distance

Definition 2. For any lattice L, the minimum distance of
L is the smallest distance between any two lattice points:

λ(L) = inf{∥x− y∥ : x, y ∈ L, x ̸= y}

Equivalently, the minimum distance can also be defined
as the length of the shortest nonzero lattice vector:

λ(L) = inf{∥v∥ : v ∈ L\0}

Minkowski’s first theorem states the following with re-
gards to the minimun distance:

Theorem 1. For any rank n lattice L, the length of the
shortest nonzero vector satisfies λ(L) <

√
n det(L)1\n.

2.3 Computational Problems

Minkowski’s first theorem implies that any lattice of
rank n contains a nonzero vector of length at most√
ndet(L)1\n. Its proof, however, is non-constructive: it

does not give us an algorithm to find such a lattice vec-
tor. To discuss such computational issues, let us define
the most two basic computational problems involving lat-
tices.

Definition 3 (Approximate SVP). Given a lattice basis
B ∈ Zd×n, find a nonzero lattice vector Bx(x ∈ Zn\0)
such that ∥Bx∥ ≤ γλ(L(B)). In particular, the problem
is called SVP if γ = 1.

Definition 4 (Approximate CVP). Given a lattice basis
B ∈ Zd×n and a target vector t ∈ Zm, find a lattice vector
Bx(x ∈ Zn) such that ∥Bx− t∥ ≤ γ ∥By − t∥ for any
other y ∈ Zn. In particular, the problem is called CVP if
γ = 1.

3 Babai’s Rounding Procedure

In this section, we provide a brief overview of Babai’s
rounding procedure (Algorithm 1). Given an arbitrary
lattice basis B and a target t, in order to find a lattice
point close to a target t we may
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� first apply the inverse transformation B−1 to get B−1t,

� round B−1t to the closest integer vector ⌊B−1t⌉ ∈ Zn,

� map the resulting integer vector to the lattice point
v = B⌊B−1t⌉.

Algorithm 1 Babai’s Rounding Procedure

Input:
Lattice basis B, and vector t ∈ Rn

Output:
1: Compute B−1 and get B−1t;
2: Round B−1t to the closest integer vector ⌊B−1t⌉ ∈

Zn;
3: return the resulting integer vector to the lattice

point v = B⌊B−1t⌉.

In order to analyse Babai’s algorithm easily, we intro-
duce the two quantities

smin = min
x∈Rn

∥Bx∥ / ∥x∥

smax = max
x∈Rn

∥Bx∥ / ∥x∥

which express by how much the transformation B can
shrink or expand the length of a vector.

Theorem 2. Babai’s rounding procedure always outputs
a lattice point within distance

√
n · Smax/2 from t.

Proof.∥∥B⌊B−1t⌉ − t
∥∥

=
∥∥B(⌊B−1t⌉ −B−1t)

∥∥
=

∥∥∥∥B ⌊B−1t⌉ −B−1t

∥B(⌊B−1t⌉ −B−1t)∥
·
∥∥B(⌊B−1t⌉ −B−1t)

∥∥∥∥∥∥
=

∥∥(⌊B−1t⌉ −B−1t)
∥∥ ·

∥∥∥∥B ⌊B−1t⌉ −B−1t

∥B(⌊B−1t⌉ −B−1t)∥

∥∥∥∥
≤

∥∥(⌊B−1t⌉ −B−1t)
∥∥ · Smax(B)

≤ 1

2

∥∥∥∥∥∥∥
1...
1


∥∥∥∥∥∥∥ · Smax(B)

=

√
n

2
· Smax(B)

where the first inequality is due to the definition of
Smax(B), and the second inequality is since the rule of
notation ⌊·⌉.

Theorem 3. Let t is within distance Smin/2 from the
lattice, then Babai’s rounding procedure returns the (nec-
essarily unique) lattice point within distance Smin/2 from
t.

Proof. Since t is within distance Smin/2 from the lattice,
there exists a integer vector Y ∈ Z such that

∥BY − t∥ ≤ 1

2
Smin(B)

Hence,

1

2
Smin(B)

≥ ∥BY − t∥
=

∥∥B(Y −B−1t)
∥∥

=

∥∥∥∥B Y −B−1t

∥Y −B−1t∥
·
∥∥Y −B−1t

∥∥∥∥∥∥
=

∥∥Y −B−1t
∥∥ ·

∥∥∥∥B Y −B−1t

∥Y −B−1t∥

∥∥∥∥
≥

∥∥Y −B−1t
∥∥ · Smin(B),

Therefore,
∥∥Y −B−1t

∥∥ ≤ 1
2 . We claim that the absolu-

tion of each coordinate of vector Y −B−1t is less than 1
2 .

Otherwise, the norm of vector Y − B−1t will be strictly
greater than 1

2 which contracts to
∥∥Y −B−1t

∥∥ ≤ 1
2 . Since

Y ∈ Z is an integer vector, Y = ⌊B−1t⌉. This also shows
that t which is within distance Smin/2 from the lattice is
necessarily unique.

4 Improved Rounding Procedure

In this section,we provide Four improved rounding pro-
cedures. Two are general for arbitrary lattice basis, the
other two special for lattice basis in its Hermite normal
form. And we also show that the proposed rouding proce-
dures are stronger than Babai’s rounding procedure with
respect to the appoximation parametres.

4.1 General Version

Given an arbitrary lattice basis B and a target t, in order
to find a lattice point close to a target t we conduct the
following steps (Algorithm 2).

1) First compute the Gram-Schmidt orthogonalization
B∗ of basis B and the corresponding upper-triangular
matrix Λ such that B = B∗ · Λ;

2) Apply the inverse transformation B−1 to get B−1t;

3) RoundB−1t to the closest integer vector u = ⌊B−1t⌉ ∈
Zn;

4) Compute the vector w = u−B−1t;

5) If λij · wj ≥ 0 for all j > i, goto step 6); Otherwise,
goto step 7);

6) For j from 1 to n − 1, if |wj | = 0.5, set wj = −wj .
Then, goto step 7) ;

7) Map the resulting integer vector to the lattice point
v = B−1t+ w.

Theorem 4. Given an arbitrary lattice B and a target
vector t. Let v and v† be the outputs of Algorithm 1 and
Algorithm 2, respectively. Then the distance of t from
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Algorithm 2 General Edition I

Input:
Lattice basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: k = 0;
6: for i = 1 to n do
7: for j = i to n do
8: if λij · wj ≥ 0 then
9: k++;

10: end if
11: end for
12: end for
13: if k = n(n+1)

2 then
14: for j = 1 to n− 1 do
15: if |wj | = 0.5 then
16: wj = −wj ;
17: end if
18: end for
19: end if
20: return the resulting integer vector to the lattice

point v = B(B−1t+ w)

v† is not greater than that of t from v. In particular,
if there is at least one coordinate of w appeared in Algo-
rithm 2 whose absolute value is exactly the value 0.5, then
the distance of t from v† will be strictly smaller than that
of t from v.

Proof. Due to the step 1 in Algorithm 2, B∗ is the Gram-
Schmidt orthogonalization of basis B, and Λ is the corre-
sponding upper-triangular matrix with 1 on it’s principal
diagonal such that B = B∗ · Λ. Denote

B∗ = [b∗1, b
∗
2, · · · , b∗n],

and

Λ =


1 λ12 · · · λ1n

0 1 · · · λ2n

...
...

. . .
...

0 0 · · · 1


Since v is the output of Algorithm 1, the square of the
distance between the input vector t and v can be presented
as

∥t− v∥2 =
∥∥B(B−1t− ⌊B−1t⌉)

∥∥2
=

∥∥B∗Λ(B−1t− ⌊B−1t⌉)
∥∥2

= ∥B∗Λy∥2

where B−1t−⌊B−1t⌉ is denoted by y, which is also equal
to the vector w in the step 4 of Algorithm 2. After finish-
ing excuting all steps of Algorithm 2, the vector w would

be exchanged. We denote w at this point as y†. Since v†

is the output of Algorithm 2, the square of the distance
between the input vector t and v† can be presented as∥∥t− v†

∥∥2 =
∥∥t−B(B−1t− w)

∥∥2
=

∥∥t−B(B−1t− y†)
∥∥2

=
∥∥By†

∥∥2
=

∥∥B∗Λy†
∥∥2

Now we denote Λy and Λy† by x and x† respectively, and
analyse their relation due to the process between Step 5
and Step 19 in Algorithm 2. The functionality from step
5 to step 12 is to check whether λij · wj ≥ 0 for all j > i.
If so, set wj = −wj when |wj | = 0.5 for all j; Otherwise,
follow Babai’s rounding procedure without any change.
Thus

x†
i =

j=n∑
j=1

λij · y†j =

j=n∑
j=i

λij · y†j ≤ |
j=n∑
j=i

λij · y†j |

≤
j=n∑
j=i

|λij · y†j | =
j=n∑
j=i

|λij · yj | =
j=n∑
j=1

|λij · yj | = xi.

Therefore,∥∥t− v†
∥∥2 =

∥∥B∗Λy†
∥∥2 =

∥∥B∗x†∥∥2
= |x†

1| ∥b∗1∥
2
+ |x†

2| ∥b∗2∥
2
+ · · ·+ |x†

n| ∥b∗n∥
2

≤ |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2

where the third and fourth equalities follow from the fact
that B∗ is the Gram-Schmidt orthogonalization of basis
B.

In particular, if there is at least one coordinate of w
appeared in Algorithm 2 whose absolute value is exactly
the value 0.5, Step 16 in Algorithm 2 will be performed.
Thus, there is at least one coordinate x†

i which would be
strictly smaller than it’s corresponding element xi, i.e.
x†
i < xi . Then∥∥t− v†

∥∥2 =
∥∥B∗Λy†

∥∥2 =
∥∥B∗x†∥∥2

= |x†
1| ∥b∗1∥

2
+ |x†

2| ∥b∗2∥
2
+ · · ·+ |x†

n| ∥b∗n∥
2

< |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2 .

Theorem 5. Given an arbitrary lattice B and a target
vector t. Let v and v‡ be the outputs of Algorithm 1 and
Algorithm 3, respectively. Then the distance of t from
v‡ is not greater than that of t from v. In particular,
if there is at least one coordinate of w appeared in Algo-
rithm 2 whose absolute value is exactly the value 0.5, then
the distance of t from v‡ will be strictly smaller than that
of t from v.
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Algorithm 3 General Edition II

Input:
Lattice basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: k = 0;l = 0;r = 0
6: for i = 1 to n do
7: for j = i to n do
8: if λij · wj ≥ 0 then
9: k++;

10: end if
11: end for
12: end for
13: if k = n(n+1)

2 then
14: for j = n− 1 to 1 do
15: if |wj | = 0.5 then
16: l+ = wj ;
17: r+ = −wj ;
18: for i = j + 1 to n do
19: l+ = λji · wi;
20: r+ = λji · wi;
21: end for
22: if | l |≥| r | then
23: wj = −wj ;
24: end if
25: end if
26: end for
27: end if
28: return the resulting integer vector to the lattice

point v = B(B−1t+ w)

Proof. For simplicity, we continue to use the notations in
the proof of Theorem 3. Same as Algorithm 2, the vector
w in Step 4 of Algorithm 3 is also equal to y. After finish-
ing excuting all steps of Algorithm 3, the vector w would
be exchanged. We denote w at this point as y‡. Since v‡

is the output of Algorithm 3, the square of the distance
between the input vector t and v‡ can be presented as∥∥t− v‡

∥∥2 =
∥∥t−B(B−1t− w)

∥∥2
=

∥∥t−B(B−1t− y‡)
∥∥2

=
∥∥By‡

∥∥2
=

∥∥B∗Λy‡
∥∥2

Now we denote Λy‡ by x‡ and ananlyse it’s relation to x.
The functionality from Step 5 to Step 12 in Algorithm 3
is to check whether λij · wj ≥ 0 for all j > i. If so, set
wj = −wj only when |l| ≥ |r| in Algorithm 3 rather than
seting wj = −wj when |wj | = 0.5 for all j in Algorithm 2;
Otherwise, same to Algorithm 2, follow Babai’s rounding

procedure without any change. Hence,

x‡
i =

j=n∑
j=1

λij · y‡j =

j=n∑
j=i

λij · y‡j ≤ |
j=n∑
j=i

λij · y‡j |

≤
j=n∑
j=i

|λij · y‡j | =
j=n∑
j=i

|λij · yj | =
j=n∑
j=1

|λij · yj | = xi.

Therefore,∥∥t− v‡
∥∥2 =

∥∥B∗Λy‡
∥∥2 =

∥∥B∗x‡∥∥2
= |x‡

1| ∥b∗1∥
2
+ |x‡

2| ∥b∗2∥
2
+ · · ·+ |x‡

n| ∥b∗n∥
2

≤ |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2

where the third and fourth equalities follow from the fact
that B∗ is the Gram-Schmidt orthogonalization of basis
B. In particular, if there is at least one coordinate of w
appeared in Algorithm 2 whose absolute value is exactly
the value 0.5, the step 16 in algrithm 2 will be performed.
Thus, there is at least one coordinate x‡

i which would be
strictly smaller than it’s corresponding element xi, i.e.
x‡
i < xi . Then∥∥t− v‡

∥∥2 =
∥∥B∗Λy‡

∥∥2 =
∥∥B∗x‡∥∥2

= |x‡
1| ∥b∗1∥

2
+ |x‡

2| ∥b∗2∥
2
+ · · ·+ |x‡

n| ∥b∗n∥
2

< |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2 .

4.2 Special Version for HNF

An important fact in lattice theory is that every integer
lattice can be represented in its unique Hermite Normal
Form basis, and the HNF basis can be efficiently com-
puted from any lattice basis. In this section, we will
modify Algorithm 2 and Algorithm 3 according to the
characteristics of HNF basis and present their special edi-
tions for HNF basis.

The Hermite Normal Form basis of an integer lattice is
defined as either row-style or column-style. In this paper,
we present the HNF basis as the column-style one which
is defined as follows.

Definition 5. Let L be a m dimentional integer lattice
with rank n. A basis H ∈ Zm×n is in Hermite Normal
Form if

� H is upper triangular, that is, there exists a sequence
of integers j1 < · · · < jl such that for all 1 ≤ i ≤ l we
have hi,j = 0 for all j < ji.

� For 1 ≤ k < i ≤ l, we have 0 ≤ hji,k < hji,i, that is,
the pivot element is the greatest along its row and the
coefficients right are non-negative.

� For i > l, we have hi,j = 0 for all j = 1, · · · ,m.
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Lemma 1. For every integer lattice L, there exists a
unique basis H that is in Hermite Normal Form.

Lemma 2. For any m dimentional integer lattice with
rank n, there exists an polymomial time algorithm to com-
pute it’s HNF basis with O(n2logM) space complexity and
O(mn4log2M) running time, where M is a bound on its
entries.

Given HNF basis B of an arbitrary integer lattice and
a target t, in order to find a lattice point close to a target
t we conduct the following steps (Algorithm 4).

1) First compute the Gram-Schmidt orthogonalization
B∗ of basis B and the corresponding upper-triangular
matrix Λ such that B = B∗ · Λ;

2) Apply the inverse transformation B−1 to get B−1t;

3) RoundB−1t to the closest integer vector u = ⌊B−1t⌉ ∈
Zn;

4) Compute the vector w = u−B−1t;

5) If wj ≥ 0 for all j > i, goto step 6); Otherwise, goto
step 7);

6) For j from 1 to n − 1, if |wj | = 0.5, set wj = −wj .
Then, goto step 7) ;

7) Map the resulting integer vector to the lattice point
v = B−1t− w.

Algorithm 4 Special Edition for HNF I

Input:
Lattice HNF basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: k = 0;
6: for i = 1 to n do
7: if wi ≥ 0 then
8: k++;
9: end if

10: end for
11: if k = n then
12: for j = 1 to n− 1 do
13: if wj = 0.5 then
14: wj = −wj ;
15: end if
16: end for
17: end if
18: return the resulting integer vector to the lattice

point v = B(B−1t+ w)

Corollary 1. Given an arbitrary lattice presented in its
Hermite normal form(HNF) basis B and a target vector
t. Let v and v′ be the outputs of Algorithm 1 and Algo-
rithm 4, respectively. Then the distance of t from v′ is
not greater than that of t from v. In particular, if there
is at least one coordinate of w appeared in Algorithm 2
which is exactly the value 0.5, then the distance of t from
v′ will be strictly smaller than that of t from v.

Proof. The main differences between Algorithm 2 and Al-
gorithm 4 are several steps which are used to finish some
checks. The function of Steps 6 through 12 in Algorithm 2
is to check whether λij · wj ≥ 0 for all j > i, while the
function of steps 6 through 10 in Algorithm 4 is to check
whether wi ≥ 0 for all i from 1 to n.

Since the input of Algorithm 4 is a HNF basis H,
H is upper triangular and each element is non-negative.
Therefore, the Gram-Schimidt orthogonalization can be
represented in the following form

H =


h11 h12 · · · h1n

0 h22 · · · h2n

...
...

. . .
...

0 0 · · · hnn



=


h11 0 · · · 0
0 h22 · · · 0
...

...
. . .

...
0 0 · · · hnn

 ·


1 λ12 · · · λ1n

0 1 · · · λ2n

...
...

. . .
...

0 0 · · · 1


= H∗Λ

where λij =
hij

hii
. Hence, λij ≥ 0. Once the input HNF

basis passes the check steps 6 through 10 in Algorithm 4,
it means that the HNF basis can also pass the check Steps
6 through 12 in Algorithm 2 since λij and wj are both
non-negative for all i and j. Therefore, the outputs v† of
Algorithm 2 and v′ of Algorithm 4 are actually the same
vector if the input of these two algorithms is the same.
According to Theorem 3, the conclusion of this corollary
holds.

Corollary 2. Given an arbitrary lattice presented on its
Hermite normal form(HNF) basis B and a target vector
t. Let v and v′′ be the outputs of Algorithm 1 and Algo-
rithm 5, respectively. Then the distance of t from v′′ is not
greater than that of t from v. In particular, if there is at
least one coordinate of w appeared in Algorithm 2 whose
absolute value is exactly the value 0.5, then the distance
of t from v‡ will be strictly smaller than that of t from v.

Proof. This proof is similar to the one above except that
it is based on Theorem 4 instead of Theorem 3, omitted
here.

5 Examples and Experiments

In this section, we analyse our proposed algorithms
through examples and experiments, and show that these
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Algorithm 5 Special Edition for HNF II

Input:
Lattice HNF basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: l = 0;r = 0
6: k = 0;
7: for i = 1 to n do
8: if wi ≥ 0 then
9: k++;

10: end if
11: end for
12: if k=n then
13: for j = n− 1 to 1 do
14: if |wj | = 0.5 then
15: l+ = wj ;
16: r+ = −wj ;
17: for i = j + 1 to n do
18: l+ = λji · wi;
19: r+ = λji · wi;
20: end for
21: if | l |≥| r | then
22: wj = −wj ;
23: end if
24: end if
25: end for
26: end if
27: return the resulting integer vector to the lattice

point v = B(B−1t− w)

algorithms outperform the classic Babai’s algorithm with
respect to their corresponding errors.

5.1 Examples

Example 1. Given a 6-rank lattice basis

B =


10 10 2 3 5 6
9 2 6 5 1 7
5 0 5 8 10 6
1 6 6 6 9 3
5 3 8 2 1 4
4 9 6 9 1 4


and a target vector

t = [189.1, 157.6, 133.6, 129, 122.9, 175.6]

as input of Algorithms 1, 2, and 3, it is not difficult to
obtain the outputs of these three algorithms as

v1 = [205, 170, 148, 143, 133, 190],
v2 = [178, 152, 128, 121, 116, 170],
v3 = [188, 154, 128, 127, 119, 179],
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Figure 1. The error comparison of three algorithms

respectively. The errors between these outputs and the
target vector are as follows,

error1 = ∥v1 − t∥ = 33.4559,
error2 = ∥v2 − t∥ = 18.1356,
error3 = ∥v3 − t∥ = 8.7350,

Figure 1(a) shows a comparison of these errors. Both
the proposed Algorithm 2 and Algorithm 3 output
vectors that are closer to the target vector t than
Algorithm 1 (i.e. Babai’s algorithm) . In addition,
error3 is smaller than error2, which means that Algo-
rithm 3 outperforms Algorithm 2 for this input. In fact,
the following experiments show that this phenomenon
is common in the vast majority of inputs. However,
there are exceptions, such as the input given in example 2.

Example 2. Given a 6-rank lattice basis

B =


3 4 7 4 3 6
1 4 2 9 1 9
1 7 7 5 1 8
6 6 3 6 1 8
3 2 4 8 7 6
10 4 4 9 0 2



and a target vector

t = [125.7, 110.7, 137.4, 150.8, 120.2, 170.2]

as input of Algorithms 1, 2 and 3. It is not difficult to
obtain the outputs of these three algorithms as

v1 = [138, 122, 150, 164, 134, 183],
v2 = [125, 118, 141, 154, 120, 169],
v3 = [132, 120, 148, 157, 124, 173],

respectively. The errors between these outputs and the
target vector are as follows,

error1 = ∥v1 − t∥ = 31.0847,
error2 = ∥v2 − t∥ = 8.8578,
error3 = ∥v3 − t∥ = 17.2991,

Figure 1(b) shows a comparison of these errors. Both the
proposed Algorithm 2 and Algorithm 3 also output vec-
tors that are closer to the target vector t than Algorithm 1
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(i.e. Babai’s algorithm) . In this case, error2 is smaller
than error3, which means that Algorithm 2 outperforms
Algorithm 3 for this input.

5.2 Experiments

Our experiments are done on a Windows desktop PC with
an Intel Core i5-7200U CPU running at 2.50 GHz. The
algorithms are implemented in Matlab R2016b.

For comparison, we randomly generate 500 lattice
bases with full rank 8 that can trigger the adjustment
strategies in Algorithm 2 and Algorithm 3. Figure 2 shows
a comparison of the errors generated by Algorithms 1, 2
and 3 with these randomly chosen lattice bases as inputs.
It can be seen easily that our proposed Algorithm 2 and
Algorithm 3 both outperform Babai’s algorithm with re-
spect to the corresponding errors. Figure 2 also shows
Algorithm 3 outperforms Algorithm 2 for the vast major-
ity of inputs. This is in line with our algorithm design
expectations. After all, Algorithm 3 has a more accurate
adjustment strategy than Algorithm 2.

Figure 3 shows the time overhead of these three algo-
rithms. Our algorithms are slower than Babai’s due to
the time-consuming Gram-Schimdt procedure. However,
this is not a big problem for cryptographic applications,
since the implementation of a cryptographic algorithm in-
volves only one selected lattice basis, and attacking the
cryptographic algorithm only needs to solve the specific
CVP problem of the lattice basis.

In addition to the above general case, we have also
done experiments for the special case of HNF. For com-
parison, we randomly generate 100 lattice bases in HNF
with full rank 10. Figure 4 shows a comparison of errors
generated by all the five algorithms appeared in the pa-
per. A strange thing is that there are only three curves in
Figure 4. This is because Algorithms 4 and 5 are special
cases of Algorithm 2 and Algorithm 3 respectively, so the
errors they generate are exactly the same.

Although the errors generated are the same, it can be
easily seen from Figure 5 that the computational cost of
Algorithm 4 and Algorithm 5 is smaller than that of Al-
gorithm 2 and Algorithm 3. In particular, Algorithm 4,
in which there is no Gram-Schimidt process, has almost
the same computational cost as Babai’s algorithm.

6 Conclusions

In this paper, we propose four improved rounding proce-
dures for CVP problem based on Babai’s rouding proce-
dure. The first two procedures are general for any type
of lattice basis, while the latter two algorithms are spe-
cial versions of the first two for which the input basis is in
HNF form. We also show that all four algorithms perform
better than Babai’s procedure with respect to approxima-
tion factor, although they lose some efficiency as the cost.
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Abstract

The rapid development of computer technology, paral-
lel computer systems, and various highly concurrent pro-
grams are all over every corner of people’s daily lives. At
the same time, due to the complexity of program design,
the system program with high concurrency will also have
some unexpected problems. At present, formal methods
are widely used in verifying programs and systems, and
Petri nets are one of the commonly used methods. How-
ever, Petri net system is different from general programs
with global control. There is no global control flow in
Petri net. Instead, it controls the transition of resources
based on the principle of local certainty. Therefore, when
analyzing the concurrency problem through Petri net, it
is not necessary to establish the global control between
processes by exhausting the concurrency of processes, but
only to set transition conditions for processes to meet the
system’s functional requirements. This paper will first in-
troduce the theoretical knowledge of the Petri net system,
then illustrate how to use Petri net system to simplify the
program model, and finally analyze and summarize the
simplification effect of the program model.

Keywords: Concurrent System; Formal Method; Petri Net
System; Program Analysis; Structure Reduction

1 Introduction

In the early stage of computer development, the program
needs to be guided by the global control flow to execute
in sequence, because the main structure of computer pro-
gram is sequence structure. However, with the develop-
ment of parallel computer systems [20], the global con-
trol flow, which is widely used in sequential systems, is
no longer applicable, because parallel systems cannot be
controlled in global order like sequential systems. Today’s
computer programs are no longer composed of simple se-
quential structures. There are often many synchronous
processes in the program, and these processes cooperate

with each other after completing their respective work,
and finally form a complete program. Therefore, how to
analyze programs with more complex subprocesses [3] has
become the focus of program analysis researchers. Opara
et al. [14] analyzed the network system structure for the
security of the enterprise network and determined a feasi-
ble solution. In terms of security protocols, Liu et al. [11]
analyzed and calculated the existing authentication pro-
tocols, and improved the protocol structure to improve
its security.

At present, formal method are widely used in the ver-
ification of programs and systems, and Petri nets are one
of the commonly used methods. Petri net [7,10] appeared
in 1962 and was proposed by German scholar Carl Adam
Petri in his doctoral thesis. After more than half a cen-
tury of development, Petri net has become an important
part of the field of information science. Every year, many
papers on Petri net are published in various academic
journals and conferences.

Gan et al. [5] described the propagation relationship
of product attribute design changes by constructing an
extended Petri net (EPN) model. Rui et al. [16] used
Petri nets as the basis of service composition modeling,
and designed a reliability evaluation algorithm for com-
plex networks. At the same time, Petri nets are also
widely used in the research of control fields [9,18,21]. Liu
et al. [23] proposed a modeling method based on timed
colored Petri nets for the lack of attack trees. Taleb
Berrouane et al. [19] proposed the Bayesian Stochastic
Petri Nets(BSPN) and dynamically evaluated security by
capturing additional data trend sets.

There is no global control flow and central control in
Petri net. Petri net can determine the local conditions
of transitions [13] in things through locally determined
transition rules and describe the dependencies between
things. In Petri net, the definition of the nature of re-
sources depends on the perspective of observing resources.
For example, for an electronic product, it is goods for the
person who produces the product, and it is daily necessi-
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ties for the person who needs to use it. The two purposes
are different and the nature is not the same. This qual-
itative difference is reflected in the relationship between
resources and transitions.

It is usually very difficult to analyze a program di-
rectly, because the interior of the program usually con-
tains many sequence, cycle and selected substructures.
For some concurrent processes [2, 17] in the program,
if program researchers want to detect the program by
traversing all possible process steps, it will produce explo-
sive state space, because the running order between these
processes is not fixed. By using Petri net system [1, 6]
to analyze the program structure, we can describe the
dependencies between different processes in the program
through locally determined transition rules and simplify
the program structure, so as to reduce the complexity of
program analysis. This paper will first explain the prin-
ciple of Petri net, then illustrate how to use Petri net to
model the program structure and how to reduce the model
structure through examples, and finally make a summary.

2 Introduction to the System
Structure of Petri Net

2.1 Directed Net

The objects described in Petri net [15] are called re-
sources, and the resources with the same properties are
classified into the same class, which is represented by the
state element (S). It is specified that the state of the state
element (S) is an integer greater than or equal to 0, which
is used to represent the number of such resources. Petri
nets call the behavior that can change the nature or quan-
tity of state elements transition (T). When describing the
net structure graphically, circles are usually used to rep-
resent state elements (S), rectangles are used to represent
transitions (T), arrows pointing from circles to rectangles
are used to represent inputs, and arrows pointing from
rectangles to circles are used to represent outputs. We
can mark a number on the arrow to indicate the quantity
of input or output resources. If no number is marked,
the default quantity is one. In this way, we can clearly
describe the changing relationship between resources and
transitions. This net structure is called directed net. As
shown in Figure 1.

Figure 1: Directed net structure diagram

Definition 1. Directed net: N = (S, T ;F ) is a directed
net, if the following conditions are met:

1) S ∪ T ̸= ∅ ∧ S ∩ T ̸= ∅;

2) F ⊆ S × T ∪ T × S;

3) dom(F ) ∪ cod(F ) = S ∪ T .

In the above, S represents the place, T represents the
transition, and F represents the flow relationship from
place to transition or transition to place.

2.2 Hierarchy of Petri Net System

Petri net system [] is divided into many different lev-
els, in which each upper structure is constructed from
the information extracted from the lower layer. The first
layer is the Elementary Net system, which describes the
model composed of the activity trajectories of individual
objects. The second layer is the Place/Transition sys-
tem [4, 12]. The difference between the P/T system and
the EN system is that the P/T system describes the same
kind of individuals together. Therefore, there may be
different numbers of individuals of the same kind in the
place where the same kind of objects are stored, and such
places are called places. The third layer net system is
the advanced net system, which takes a step further on
the P/T system, and it can describe different types of
objects. In the advanced net system, although objects
of different classes have different properties, they are in
the same state, which is called a predicate. Common ad-
vanced net systems include Predicate/Transition system
and Colored net system [22].

2.2.1 Elementary Net System

Elementary Net system is the most basic Petri net system
model, which describes the transition of individual state,
including the combination between individuals and the
separation of individuals. In the EN system, each individ-
ual has only two different states, and the different states
of individuals cannot overlap each other before, that is,
individuals have only one state at any time. The state
of an individual is also called a condition, and its condi-
tion can only be true or not. The Elementary Net system
uses token and no token to indicate the true or false of
the condition, and there can only be one token in each
condition at most, that is, the maximum capacity is 1.

Definition 2. Elementary Net system:
∑

=
(B,E;F, cin) is a Elementary Net, if (B,E;F ) is a di-
rected net, and cin ⊆ 2B. Where B is called place, and
there are all two states of the place in B, namely, with or
without token, and the power set of B can be represented
by 2B. Transitions in E are called events, which are only
related to conditions. F is the same as the definition in
directed net, which indicates the flow relationship. cin is
the initial state of the directed net.
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Figure 2: Structure diagram of multi input Elementary
Net

Figure 3: Structure diagram of multi output Elementary
Net

In Figure 2 and Figure 3, if there is a black dot in the
place, it means there is token; if there is no black dot, it
means there is no token. e1’s precursor place has token,
and then there is no token in the successor place, so the
event can occur, and e2 is the same.

Figure 4: Self ring structure diagram with token

Figure 5: Self ring structure diagram without token

Figure 4 and Figure 5 show two non simple structures,
namely, self loop structure, in which the place is both
input and output. For e3, because there is a token in the
precursor and successor of e3, this forms a collision and
prevents the occurrence of e3. For e4, because there is no
token in the precursor of e4, e4 cannot occur. This kind
of self circulation and non consumption structure is not
suitable to be described by the EN system.

Since the EN system describes the individual state and
state changes of all objects, there will be many elements
in the EN system, which is the disadvantage of the EN
system.

2.2.2 Place/Transition System

Because the EN system describes the changing relation-
ship between individuals, it will make the net structure
very complicated when it is used to describe the model
with many individuals. The Place/Transition system de-
scribes the system by grasping the commonness between
individuals, and introduces the concept of class in the net
structure, stacking the individuals of the same kind in the
system, so that it greatly reduces the complexity of the
system.

The P/T system is different from the EN system.
There may be more than one similar resource in the place
in the P/T system. Therefore, the place capacity and
weight function are added to the formal definition of the
P/T system to specify the number of resources that the
place can load and the number of resources that will be
consumed or generated in the transition.

Definition 3. P/T system:
∑

= (S, T ;F,K,W,M0) is
a Place/Transition system, if (S, T ;F ) is a directed net,
and the following conditions are met:

1) K : S → {1, 2, 3...} ∪ {∞};

2) W : F → {1, 2, 3...};

3) M0 : S → {0, 1, 2...};

4) ∀s ∈ S,M0(s) ≤ K(s).

Where K is the capacity of the place, and the range is
1 ∼ ∞. W represents the number of resources to be con-
sumed or generated by the transition, and the number is
limited, which is called weight. M0 represents the initial
state of each S element, and the number of initial ele-
ments of each place cannot be greater than the maximum
capacity of the place.

2.2.3 Advanced Net System

The advanced net system integrates different types of in-
dividuals with the same transition law on the basis of
the P/T system, and the advanced net system also be-
longs to the linear net system. Common advanced net
system [24], [8] include Predicate/Transition system and
Colored net system. Predicate/Transition system is suit-
able for predicate logic, while Colored net system is often
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used to describe physical system. This paper will use the
Colored net system as the basis for model simplification,
therefore, the following article will focus on the Colored
net system in the advanced net system.

Colored net system distinguishes resources by giving
different colors to each type of token, so that different
types of token can transition in the same net structure.
The P/T system merges resources of the same kind, but
for some resources, although they belong to different re-
source places, they may also have the same transition law
with each other. By using different colors, it is possible
to combine and stack these different types of resources
with the same transition path, so as to further reduce the
number of places and transitions in the net system.

Definition 4. Colored net system:
∑

=
(P, T ;F,C, I−, I+, M0) is a Colored net system, if
(P, T ;F ) is a directed net, and the following conditions
are met:

1) C : P ∪ T → ψ(D), where ψ(D) is the power set of
color set D. For ∀p ∈ P , C(p) is the token color set
of p, and for ∀t ∈ T , C(t) is the generating color set
of t.

2) I− and I+ are negative and positive functions on P×
T respectively, for ∀p, t ∈ P × T :

I−(p, t) ∈ [C(t)MS → C(p)MS ]L

I+(p, t) ∈ [C(t)MS → C(p)MS ]L

Where the necessary and sufficient condition of
I−(p, t) = 0 is (p, t) /∈ F , and the necessary and
sufficient condition of I+(p, t) = 0 is (t, p) /∈ F . The
function from a non empty set S to a non negative
integer is called the multiset of S, and SMS is the set
of all finite multisets on set S. [A→ B]L represents
the set of all linear functions from set A to set B.

3) M0 : P → DMS, M0 is the initial mark, for ∀p ∈ P ,
M0(p) ∈ C(p)MS.

3 program Structure Simplifica-
tion Based on Petri Net System

3.1 Model Construction of Elementary
Net System

There are often many processes competing for the same
resources in the program, and because of the concurrency
between different processes, it is very difficult to directly
analyze the structure of the program. Reisig [15] pointed
out that Petri nets can well analyze the regulated flows
of objects and information in the system. At present,
Petri nets have been widely used in modeling hardware,
communication protocols, and parallel programs.

Using Petri net system to build the net structure of the
program can help people analyze the flow of each resource

in the program, thus reducing the workload of program
analysts. The following will illustrate how to use the EN
system to construct the Petri net model of the program.

Example: Suppose a program is composed of three con-
current processes, which compete for a common resource
in the system in a cycle, and it is required that the next
cycle can be carried out only after all three processes are
completed. The program structure is as follows:

Program{

while(true){

Process1 || Process2 || Process3;

wait Process1&Process2&Process3 done;

continue;

}

}

Process1{

use Resource;

release Resource;

}

Process2{

use Resource;

release Resource;

}

Process3{

use Resource;

release Resource;

}

Resource{

be used;

reset;

}

First, taking Process1 as an example, the EN system
is used to model the process. The EN system is to ana-
lyze the individual level, and it can only have one token
at most in each place. Here, the different states of Pro-
cess1 can be regarded as places, and each statement in
Process1 can be represented by different transitions, and
token is used to represent the occurrence right of the run-
ning state of Process1. The structure of the statements
in the Process1 corresponding to the transition and place
is as follows:

Process1{

//place1

use Resource; //transition1

//place2

release Resource; //trasition2

//palce3

}

Figure 6 shows the net structure corresponding to Pro-
cess1. Because Process1 needs to interact with external
resources, there are two arrows(inward&outward) marked
in the figure.
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Figure 6: Net structure of Process1

For the Resource, when Resource is used by a Process
until it is released by the Process, it is in the used state.
Therefore, the program statement(be used;) in the Re-
source correspond to the two sub statements in the Pro-
cess. Since the Resource will be reset after being used by
the Process, there will be no new place after the program
statement(reset;), but it will return to the first place. The
structure of transition and place in Resource is as follows:

Resource{

//place1

be used; //trasition1

//place2

reset; //trasition2;

}

Figure 7 describes the net structure of the Resource,
in which the additional two arrows are used to represent
the external input and output.

Figure 7: Net structure of Resource

For the Program, we only need to analyze places and

transitions in the loop. Similarly, there is no new place
after the statement(continue;), but back to the first loca-
tion of the loop structure. The corresponding structure is
as follows:

Program{

while(true){

//place1

Process1 || Process2 || Process3;

//trasition1

//place2

wait Process1&Process2&Process3 done;

//trasition2

//place3

continue; //trasition3

}

}

Figure 8 shows the net structure corresponding to the
Program.

Figure 8: Net structure of Program

The EN system model of the whole program can be
obtained by integrating the above three parts, as shown
in Figure 9. In Figure 9, the black dots in the P1, P2, P3
and Resource indicate that there is a token in the initial
state of the place, and the symbols on each line indicate
the resources required for the transition or the resources
generated by the transition. There are four resources in
total, namely p1, p2, p3 and r, which represent the token
corresponding to the three processes and resources respec-
tively. It should be noted that for transition, transition
can occur only when its predecessor and successor can be
satisfied.

3.2 Using the P/T System to Simplify
the Model

The previous section explained how to build the EN sys-
tem model of the program, but the EN system model only
describes the trasition of individuals, so the net structure
is very complex. Next, we will further simplify the EN
system model by merging similar resources through the
P/T system.
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Figure 9: EN system model of program

In the EN system model, Process1, Process2, and Pro-
cess3 belong to the same place, and their structures are
also identical. Therefore, the net structures of these three
individuals can be combined, so that the number of place
and transition nodes in the net structure can be reduced.
In the P/T system, similar resources have the same net
structure, so when building the P/T system model, we
only need to consider the net structure of one process,
which can represent all similar processes. At the same
time, we should place three black dots in the original ini-
tial place to indicate that there are three similar resources.
The P/T system model is in Figure 10.

Figure 10: P/T system model of program

The P/T structure in Figure 10 is significantly sim-
plified compared with the EN net structure in Figure 9,
because the merging of similar resources greatly reduces
the number of nodes in the net structure, while retaining
the nature of the original program structure.

3.3 Using Colored Net System to Opti-
mize the Model

After simplifying the EN system model by using the P/T
system, multiple transition paths of similar resources in
the original net model are combined into a single path,
which carries three process resources. The P/T system
divides different types of resources, and in some cases,
even different types of resources have some similar func-
tions and structures. For example, transition reset and
transition con in Figure 10 have similar functions and
structures. Their functions are to complete this loop and
return to the beginning of the next loop. Their differences
lie in the different types of resources and the number of
resources.

The Colored net system distinguishes different types
of resources by color, which enables different types of re-
sources to use the same path in the net structure. Yu et
al. [22] analyzed and modeled multi resources and multi
activities by using colored Petri nets, and pointed out
that it was easier to observe the overall system resource
allocation process and understand the resource allocation
principles. By optimizing the P/T net structure in Fig-
ure 10 through the Colored net system, the net structure
shown in Figure 11 can be obtained.
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Figure 11: Colored net system model of Program

The initial state in Figure 11 has four token, with three
black dots representing the three processes of the pro-
gram, and the red dots representing the resources required
by the process. Compared with the P/T net structure, the
Colored net structure incorporates resources into part of
the program structure, and renames the original transi-
tion con to transition next to indicate that it has new
significance in the Colored net structure. It can be seen
from the net structure in Figure 11 that by using Petri
net system to simplify the program, the complexity of the
original program can be greatly reduced, so as to facilitate
people to analyze and study the program structure.

4 State Space Analysis of Differ-
ent Net Structures

After constructing the Petri net system of different levels
in the previous program, three different net structures are
obtained. Next, the three net structures will be modeled
by CPN tools and their state space will be analyzed. Since
CPN tools are mainly used to build Colored net models,
the following programming will use the color of only one
single resource to represent the individuals in the EN sys-
tem, and the construction method of the P/T net system
is the same.

The code and net structure model of the EN system
are as follows:

colset Pro1 = with pro1;

colset Pro2 = with pro2;

colset Pro3 = with pro3;

colset Resource = with res1;

var res : Resource;

colset prod1 = product Pro1*Resource;

colset prod2 = product Pro2*Resource;

colset prod3 = product Pro3*Resource;

The code and net structure model of the P/T system
are as follows:

colset Resource= with res1;

var res: Resource;

colset Process = with pro1 | pro2 | pro3;

var pro: Process;

colset prod = product Process*Resource;

The code and net structure model of Colored net sys-
tem are as follows:

colset Work = with pro | res;

var work: Work;

The state space and integer bounds corresponding to
the net system structure models in Figure 12, Figure 13
and Figure 14 are shown.

Table 1: State space of net system structures
State space

EN system P/T system Colored net system
Nodes: 81 Nodes: 81 Nodes: 26
Arcs: 155 Arcs: 155 Arcs: 39
Secs: 0 Secs: 0 Secs: 0

Status: Full Status: Full Status: Full

Table 2: Integer bounds of net system structures
Integer bounds(Upper&Lower)

EN system P/T system Colored net system
P1: 1,0 P1: 1,0 P1: 4,0
P2: 1,0 P2: 3,0 P1: 2,0
P3: 1,0 P3: 1,0 P1: 4,0
P4: 1,0 P4: 3,0 P1: 3,0
P5: 1,0 P5: 3,0
P6: 1,0 P6: 1,0
P7: 1,0
P8: 1,0
P9: 1,0
P10: 1,0
P11: 1,0
P12: 1,0
P13: 1,0
P14: 1,0

It can be seen from Table 1 and Table 2 that the simpli-
fied net system structure of the P/T system is no different
from the original EN system structure in the state space.
However, the bounds number of P/T network system has
decreased significantly. Because the P/T network system
combines similar resources, and the number of nodes in
the network structure model is reduced. But the P/T
network system does not change the complexity of the
overall state space, but simplifies the model structure.
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Figure 12: EN system structure model

Figure 13: P/T system model of Program

Figure 14: Colored net system model of Program

The structural optimization of Colored net system is a
step further. This optimization method combines differ-
ent types of resources with the same function and struc-
ture. Thus Colored net system can reduce the transition
path in the net structure, and reduce the state space of
the entire model.

5 Conclusions

This paper takes how to simplify the structure of pro-
gram as the starting point. Firstly, by introducing the
relevant knowledge of Petri net system, the correspond-
ing net structure of the program is modeled, and then
the net structure of the program is simplified layer by
layer according to the different levels of Petri net system
theory. Finally, the simplification of simplified program
structure is realized. In order to apply Petri net theory to
program simplification, this paper explains how to create
places and transitions according to program statements
through examples, takes the occurrence right of program
statements as a token, and models programs based on dif-
ferent net system levels through Petri net tools. Finally,
the net structures of different levels are analyzed.

Although this paper proposes how to establish transi-
tion and place according to program statements, it is not
easy to model more complex software system structures.
Therefore, in the next work, we will consider how to build
the corresponding Petri net model for large-scale software
programs with a large number of subroutines and complex
structures, study how to design an algorithm that can
build the net system model, and then expand the appli-
cation of Petri Net Theory in computer program analysis
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and detection.
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Abstract

As the process of the Internet keeps advancing, various
kinds of lousy information appear on the network, and
more and more illegal images start to show in front of
people. Illegal images pollute the network environment
and affect people’s physical and mental health. Hence, we
design and implement an illegal image classification sys-
tem based on a deep residual network and Convolutional
Block Attention Module (CBAM) to solve such problems.
In this paper, ResNet101 is used as the backbone network
to build the model, and CBAM is embedded in the resid-
ual neural network. During the training process of the
network, the training parameters and optimization algo-
rithm are continuously adjusted to improve the accuracy
of the system’s recognition. The network’s excellent per-
formance is verified by comparing different residual struc-
tures and attention mechanisms. The experimental re-
sults show that the model achieves 93.2% classification
accuracy and can effectively classify illegal images, which
helps to create an exemplary network environment.

Keywords: CBAM; Deep Residual Network; Illegal Image

1 Introduction

Due to the rapid development of the Internet and its open
and free characteristics, illegal information began to ap-
pear on the Internet and gradually spread. These illegal
images greatly affect people’s online experience. Porno-
graphic and bloody images are the most common carriers
of illegal content on the Internet. Pornographic images
are images that often contain nude sensitive areas of the
body or sexual acts. Its manifestations are relatively rich,
and some pornographic pictures also have a certain de-
gree of concealment, such as pictures with strong sexual

hints [6].

Obsessed with online pornography can lead people to
neglect their studies or jobs. Bloody pictures tend to
leave psychological shadows on teenagers and damage
their physical and mental health. It may even distort
their psychology and make them commit crimes [1]. De-
tection of illegal images has always been a topic of concern
in the field of network information security [4]. In order
to remove illegal images on the network, we develop an
illegal image classification system to filter out illegal im-
ages and eliminate them, which is of great significance for
purifying the network environment.

With the development of artificial intelligence technol-
ogy, more and more researchers have applied machine
learning to illegal image recognition, and achieved excel-
lent results. However, faced with the explosive growth of
image data, the limitations of traditional machine learn-
ing algorithms have been unable to meet the learning abil-
ity of illegal image recognition. The deep learning method
mines the potential rules of data and uses multi-layer
neural network to adapt to high-dimensional learning [3],
which shines brightly in the field of image recognition.

This paper implements an illegal picture classification
system based on deep residual neural network and CBAM.
The system can identify and divide the pictures in the
folder into three categories: pornographic, bloody and
normal through deep learning algorithm. The classifier of
this system uses a model based on deep residual neural
network. In order to make the neural network pay more
attention to the illegal information objects and reduce
the influence of uncertainty in the classification task, we
introduce the visual attention mechanism into the model.
FSinally, the classification accuracy of the model is up
to 93.2%, which is 3.8% higher than that of the network
without attention mechanism.
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2 Related Work

2.1 Machine Learning-based Illegal Im-
age Recognition

There are two main categories of traditional machine
learning methods for illegal image classification. The first
category is the method of modeling based on skin color
and texture features. Yin et al. established a triple fil-
tering model of color filtering, texture filtering and ge-
ometric filtering for skin area detection in pornographic
image recognition [21]. This method is not completely
effective. For example, face images have many skin pix-
els, but It’s not a porn image. Balamurali and other re-
searchers have proposed a two-stage multi-parameter sta-
tistical algorithm to identify adult images [2]. The first
stage is to convert the RGB image into a YCbCr image
and count the skin pixel values from it. The second stage
is to use the Viola-Jones algorithm to detect the face data
in the image. Finally, they used the data from the first
two stages to classify pornographic and non- pornographic
images. However, this kind of method relies too much on
the threshold of skin pixels, and the recognition perfor-
mance of the model is not good under the influence of
factors such as illumination [6]. The second category is
pattern recognition methods based on handcrafted fea-
tures. Dong et al. proposed a model based on Bag-of-
Visual-Words (BoVW), which combined text information
such as file names, file headers, and web page content with
image features such as textures and shapes, and used sup-
port vector machines to classify them [8]. These methods
focus more on the selection and extraction of image fea-
tures, and the models built by relying on skin alone are
not very applicable and reliable in many scenarios [4].

2.2 Illegal Image Recognition Based on
Deep Learning

Deep learning is widely used in the field of image recog-
nition, and a large number of researchers have applied it
in the field of illegal image recognition. Chen [5] com-
pared the global view feature bloody picture method of
support vector machine and the regional bloody detection
method of convolutional neural network, and proved that
the classification of convolutional neural network is bet-
ter [16]. Ou [17] designed a deep multi-context network
(DMCNet), which fuses the results of global classification
and local detection, and makes the final decision through
weighted voting. Wang proposed an illegal image recog-
nition algorithm with coarse classification and multiple
networks [18]. The algorithm idea is to input images of
different target sizes into different neural network mod-
els in advance, so that different networks focus on image
feature extraction and learning of the same target size,
which improved the accuracy of recognition. Gupta [10]
used a proposed Aquila Coyote (AqCO) optimization al-
gorithm and AqCO-based deep convolutional neural net-
work for feature extraction from the features collected

from input images to collect important features to assist
effective classification. The method has high classification
accuracy. J. CHEN proposed a method of image compres-
sion and reconstruction to reduce the distortion caused by
image compression. The authors of [8, 14] use a deep con-
volutional neural network based on attention mechanism
to recognize pornographic images.

2.3 Residual Neural Network

The convolutional neural network (CNN) extracts the fea-
tures of the image through the strategies of weight shar-
ing, local receptor field and spatial sampling, which not
only reduces the calculation parameters, but also retains
the spatial features of the image [20]. Deep CNNs reduce
the possibility of overfitting. However, in the training
process of the deep CNN, there will be a gradient insta-
bility problem, resulting in weight degradation. And as
the number of layers deepens, this phenomenon becomes
more and more obvious. In order to solve the problem of
weight degradation in the training process of CNN, some
layers of the neural network can artificially skip the con-
nection of neurons in the next layer, which is called Resid-
ual Network (ResNet). In ResNet, a unit that is directly
connected across layers is called a residual block. The spe-
cific construction details of the residual block are shown in
Figure 1(a). If the input of the stacked layer is expressed
as x, and the expected mapping output is expressed as
H(x) then the learned residual can be F (x) = H(x)− x,
so the original learned feature is F (x)+x. The reason for
this is that residual learning is easier than direct learning
from raw features. If the residual is 0, then the stacking
layer only does the identity mapping, at least the network
performance will not be degraded [11].
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Figure 1: Residual block

In deeper networks, the residual blocks can use bottle-
neck design in order to make the training time not too
long. The three-layer convolution as shown in the Fig-
ure 1(b): the 1Ö1 convolution is to reduce or increase the
dimensionality, making the 3Ö3 layer a bottleneck with
smaller input/output. The ResNet101 used in this article
uses a residual block with bottleneck design [11].
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2.4 Attention Mechanism

The essence of attention mechanism is to locate inter-
esting information from numerous information and sup-
press useless information. In the illegal image classifica-
tion task, the attention mechanism increases the weight
ratio of key information by finding key regions, and im-
proves the classification accuracy of the model.

2.4.1 Channel Attention Module

The Channel Attention Module (CAM) corrects the fea-
ture representation ability of different channels by ex-
tracting the importance of different channels to key in-
formation in the feature map. Its structure is shown in
Figure 2. First, the spatial dimension of the input feature
map is compressed by average pooling and max pooling to
generate two spatial context descriptions. Then input the
two descriptors into the shared network to get the atten-
tion weight matrix. Channel attention focuses on “what”
is meaningful given an input image [19].

2.4.2 Spatial Attention Module

The role of the Spatial Attention Module (SAM) is to
find the key information of the spatial location and im-
prove the weight of the key spatial regions. Its structure
is shown in Figure 3. First, the channel dimension of the
input feature map is compressed by average pooling and
max pooling, and the generated feature descriptors are
connected. A 7Ö7 convolution kernel is then used to gen-
erate the spatial attention weight matrix. The ”where”
that spatial attention focuses on is an informative part.
It is complementary to channel attention [19].

3 Design of Illegal Image Classifi-
cation System

3.1 System Function Design

This system mainly has three functions: data import, il-
legal content detection, classification results show.

1) Data import. Users can directly select the pictures
they want to detect through the folder selection func-
tion, which simplifies the tedious process for users to
input folder paths.

2) Illegal content detection. After receiving the file path
selected by the user, the system will find the image to
be classified, and then input the preprocessed image
into the illegal image classifier. The deep residual
network calculates the input image.

3) Classification result display. During the detection
process of the deep residual network, the system will
display the classification results of each picture one
by one.

4) File classification. After the deep residual network
detects all the pictures in the folder, the system
will generate different categories of folders under the
folder, and transfer the pictures to the corresponding
category folder.

3.2 System Process Design

As shown in Figure 4. After the user enters the main in-
terface, he selects the image folder to be classified through
a module for selecting folders. Then the system will crop
and tensor the images in the folder, and then input the
preprocessed data into the illegal image classifier. The
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classifier obtains the classification result through the cal-
culation of the deep residual network and displays it on
the system interface. After the detection, the system di-
vides the pictures into different categories of folders ac-
cording to the classification results, so as to realize the
classification of illegal pictures.

Data pre-processingData pre-processing

Select

images

folder

Result

display

Resize

Size 224*224

Tensorization

Illegal

image

classfication

Folder 

classification

Figure 4: System flow

3.3 Design of Illegal Image Classification
Model

Deep convolutional neural networks have brought a se-
ries of breakthroughs in image classification [11]. As the
network deepens, the features extracted by the convo-
lutional neural network become more detailed, so that
the performance of the network gets better and better.
However, deep networks are prone to problems such as
vanishing gradients or exploding gradients. ResNet can
effectively avoid this situation by a shortcut connection.
Therefore, we use a deep ResNet for illegal image classifi-
cation and insert a convolutional block attention module
in the middle of the network. This module has two se-
quential submodules: CAM and SAM. The structure di-
agram is shown in Figure 5. The input feature map first
passes through the CAM and then through the SAM [19].
CBAM is a lightweight general module that can be seam-
lessly embedded into ResNet and can be trained with the
network.

The deep residual network classifier in this paper uses
ResNet101 as the backbone network, and two CBAMs
are embedded in the network. As shown in the network
structure diagram shown in Figure 6, the initial layer is
an ordinary convolution structure and a maximum pool-
ing layer, and CBAM is embedded in the middle. Then

there are four layers in the residual neural network, layer1
contains three residual blocks, layer2 contains four resid-
ual blocks, layer3 contains 23 residual blocks, and layer4
contains three residual blocks. Finally, there is an average
pooling layer and a fully connected layer, and CBAM is
embedded before the average pooling layer.

4 Experiment

4.1 Data Preprocessing

The data used in this paper for pornographic image de-
tection comes from the public dataset project published
on GitHub by data scientist Alexander Kim. We selected
1300 pornographic images and 900 normal images from
this project. In addition, about 800 bloody pictures were
downloaded from the Internet for bloody detection. In
deep learning, the purpose of expanding the dataset can
be achieved through data augmentation. In this paper,
operations such as changing brightness, chroma, contrast,
sharpness and mirror transformation are performed on the
image dataset. On the premise of ensuring image features,
the number of image datasets is increased. Finally, there
are 11,476 pornographic pictures, 8,415 bloody pictures,
and 9,290 normal pictures. The proportion of categories
in the dataset is shown in Figure 7.

The image itself must be the same size as the model
input to be learned by the neural network. When loading
the dataset, we first crop the image into a 224Ö224Ö3
input feature map and convert it to a tensor type. Then
split the data set, the training set accounts for 80%, and
the test set accounts for 20%. Shuffle the order of the pic-
tures and load them into the model in batches for training.

4.2 Model Training

In the process of data training, there are gradient explo-
sion and gradient disappearance problems. Using resid-
ual struc-ture and Rectified Linear Unit (Relu) can re-
duce the influ-ence of gradient explosion or disappear-
ance [9]. In addition, the network parameters of the con-
volutional layer are initialized to satisfy the normal dis-
tribution when building the model. Weight initialization
makes the gradient of forward or backward propagation
more stable during the training pro-cess of the network. A
reasonable variance not only guaran-tees a certain differ-
ence in the values, but also ensures a cer-tain stability of
the values. That is, through the reasonable initialization
of the convolution weights, the numerical dis-tribution in
the calculation process is stabilized.

The main idea of the Momentum gradient descent al-
gorithm is to apply the method of moving exponentially
weighted average:

vdw = β1vdω + (1− β1) dw (1)

vdb = β1vdb + (1− β1) db (2)

The parameters vdw and vdb are the gradient momentum
of the loss function during the first t−1 iterations, and β1
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is an index of gradient accumulation. To a certain extent,
in the multi-weight environment, the change direction of
the parameters is more oriented towards the center, which
reduces the swing amplitude of the gradient.

The Root Mean Square Prop (RMSProp) algorithm
uses the differential square weighted average for the

weights and biases, which not only corrects the amplitude
of the swing, but also accelerates the convergence speed
of the network. The formula for updating the parameters
is:

sdw = β2sdw + (1− β2) dw
2 (3)

sdb = β2sdb + (1− β2) db
2 (4)

The Adaptive moment estimation (Adam) algorithm
is an algorithm that combines Monentum and RM-
Sprop [14]. It calculates the gradient momentum accu-
mulated by the loss functions of the two algorithms in the
iterative process, and corrects the deviation. The formula
for calculating the gradient momentum of the weight is:

vcdw =
vdw

1− βt
1

(5)

scdw =
sdw

1− βt
2

(6)

In order to avoid the excessive deviation generated dur-
ing the update, the variable ε needs to be introduced.
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Table 1: The influence of different hyperparameters on the accuracy of different classifications (Porn-P, Normal-N,
Bloody-B)

Opti-
mizer

LR
Scheduler

Batch
Size

Precision(%) Recall(%) F1-score(%) Accu-
racy(%)P N B P N B P N B

RMSprop 0.4 16 91.2 84.1 92.4 89.2 82.1 97.2 90.2 83.1 94.7 89.4
RMSprop 0.4 32 88.6 86.2 93.1 90.2 80.2 97.6 89.4 83.1 95.3 89.3
RMSprop 0.5 16 94.3 86.6 92.0 91.4 85.6 97.8 92.9 86.1 94.3 91.2
RMSprop 0.5 32 88.6 86.3 92.2 92.3 78.3 96.0 90.5 82.1 94.0 89.1
RMSprop 0.6 16 90.7 88.2 94.9 91.5 83.8 98.8 91.1 85.9 96.8 91.2
RMSprop 0.6 32 90.0 86.9 89.3 91.1 76.8 98.8 90.6 81.6 93.4 88.9
Adam 0.4 16 92.3 86.4 88.9 92.1 79.3 96.8 92.2 82.8 92.7 89.5
Adam 0.4 32 88.6 86.2 93.0 90.2 80.2 97.6 89.4 83.1 95.3 89.3
Adam 0.5 16 95.5 88.3 94.9 90.8 90.4 98.8 93.1 89.3 96.8 93.0
Adam 0.5 32 93.5 84.5 95.7 88.6 88.4 98.0 91.1 86.4 96.8 91.3
Adam 0.6 16 92.0 86.7 92.0 90.8 82.4 97.2 91.4 84.1 94.5 90.14
Adam 0.6 32 94.4 91.1 93.9 93.9 86.9 99.2 94.2 88.9 96.5 93.2

Update after bias correction:

w = w − α
vcdw√
scdw + ε

(7)

b = b− α
vcdb√
scdb + ε

(8)

Adam is essentially RMSprop with momentum, which
has excellent performance in image classification tasks.
This paper adopts the Adam algorithm, and the value of
β1 is 0.9, the value of β2 is 0.999, and the value of ε is
1e− 8.

4.3 Hyperparameter Optimization

Too large learning rate may make the loss value of the late
training unable to converge, too small learning rate will
reduce the efficiency of the loss value of the early train-
ing. Gradually attenuating the learning rate can make the
training drop quickly in the early stage, and the lowest
point can be found well in the later stage. Exponential
decay is a commonly used learning rate decay method
during training. The principle is that after each round of
training, the learning rate is multiplied by a fixed value
less than 1, so that it is continuously reduced in mul-
tiple rounds of training. In this paper, the exponential
decay method is used in the training process. There are
16 rounds of training in total, and the initial learning rate
is 0.01.

Overfitting and underfitting are often encountered dur-
ing training. Overfitting means that the model has a
strong learning ability and learns too many unnecessary
features in the training samples, but the effect is poor
in the test samples. Underfitting means that the learning
ability of the model is weak. When the data complexity is
high, the general rules of the data set cannot be learned,
and the generalization ability is weak. In order to solve

the problem of underfitting and overfitting, a regulariza-
tion method needs to be introduced. Both L1 regulariza-
tion and L2 regularization methods add a regularization
term after the cost function, and punish the influence of
eigenvalues in the gradient descent process by controlling
the size of the hyperparameters of the regularization term.
This paper mainly adopts the L2 regularization method
of weight decay, and the weight decay value is set to 0.01.

Mini-batch is a method of dividing the sample set,
which enables efficient training of neural networks. The
method is to divide the sample set into multiple small
sample sets, so that the gradient descent algorithm can be
performed multiple times, thereby improving the training
efficiency.

The grid search method was used to optimize the hy-
perparameters, as shown in Table 1. The optimal param-
eter selection was obtained by comparing the indexes of
accuracy, precision, recall and f1-score. When the accu-
racy is highest, the Adam optimizer is used, the batch size
is 32, and the multiplier factor of the exponential decay
rate is 0.6.

4.4 Training Process Analysis

As shown in Figure 8, we compare the training pro-
cess of the three models: ResNet101, ResNet101+SE and
ResNet101+CBAM. The Squeeze-and-Excitation (SE) is
an attention module that weights the channel by aver-
aging the channel characteristics [12]. The recognition
rate of ResNet101 and ResNet101+SE increased to more
than 65% in the second round of training, while the
ResNet101+CBAM proposed by us improved relatively
gently in the first few rounds of training, but in the first
round of training. After eight rounds of training, its ac-
curacy is significantly higher than the previous two net-
works. Finally, after the 11th round of training, the recog-
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Figure 8: Recognition rate during network training

nition accuracy of the network reached 93.2%.

4.5 Analysis of Deep Residual Network
Model

In this study, our proposed illegal image classification
model based on deep residual network and CBAM is com-
pared with the traditional machine learning model [7,15]
and CNN [13]. In addition, we trained three kinds of
residual networks, Rsnet34, ResNet50 and ResNet101, as
the backbone to compare the classification effect of net-
works with different residual structures. It can be seen
from Table 2 that the ResNet101+CBAM model used in
this paper has the highest recognition rate. Compared
with the traditional machine learning model and CNN,
the residual neural network is more competitive and has
higher accuracy in illegal image recognition.

Table 2: Comparison of accuracy of different models

Method Accuracy(%)
Skin 61.0
BoVM 84.9
MLP 84.7
CNN 86.9

ResNet34 89.5
ResNet50 88.9
ResNet101 89.4

ResNet101+SE 90.5
ResNet34+CBAM 90.3
ResNet50+CBAM 87.7
ResNet101+CBAM 93.2

By comparing the recognition accuracy of the three
backbone networks, we find that the depth of the network
is very important. The deeper the network, the more
features are extracted, and the depth Residual networks
can easily gain accuracy from depth increase [11], and
using ResNet101 as the backbone network helps improve
model accuracy.

The introduction of attention mechanism plays a sig-
nificant role in our deep residual model. In order to verify
the excellent performance of CBAM in illegal image classi-
fication tasks, we use the Squeeze-and-Excitation module
to do a comparison test with the same parameters. The
results show that in the illegal image classification task,
the improvement effect of introducing the SE attention
module is not as obvious as CBAM. Because SE only uti-
lizes average pooling features, ignoring the importance of
max pooling features. While CBAM uses max pooling
features and average pooling features, it produces better
attention effects than SE. At the same time, CBAM also
combines the spatial attention module, which effectively
refines the intermediate features and greatly improves the
performance of the deep residual network.

4.6 System Functionality Testing

In this test, 100 images were randomly selected from each
of the three categories of the data set, totaling 300 images,
and mixed into a folder.

The system starts the test by selecting the folder to
be tested and clicking the ”Sort” button. The system
preprocesses the images in the folder and inputs them
into the deep residual neural network in batches. After
the network calculation, the system displays the classifi-
cation results of the images and classifies the images into
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different categories of folders. The classification results
are shown in Figure 9. The results of this test are 106
pornographic pictures, 101 bloody pictures and 93 nor-
mal pictures, which have a good classification effect.

Figure 9: Classification results display

5 Conclusions

In order to provide Internet users with a healthy net-
work environment, we designed and implemented an il-
legal image classification system based on deep residual
network and CBAM to address the problem of illegal im-
ages spreading freely on the Internet. The system’s classi-
fier uses ResNet101 as the backbone network, and CBAM
is embedded in the middle of the model to improve the
recognition accuracy of the model, and optimizes settings
such as weight initialization and Adam algorithm for the
convolutional neural network. During the training pro-
cess, the exponential decay method of learning rate, the
regularization method of weight decay and the Adam al-
gorithm are used to make the network converge better.
The final trained deep residual network for illegal image
classification tasks can achieve a classification accuracy of
93.2%. We compare traditional machine learning models,
convolutional neural networks, and network approaches
using different residual structures and attention mecha-
nisms. The experimental results show that our designed
deep residual network embedded in CBAM has higher ac-
curacy than other methods.

The proliferation of bad information on the Internet
has always been a concern. As a hot research field in
the information age, illegal image classification technol-
ogy has achieved many research results, but there are
still many problems to be solved. For pornographic im-
ages, there are various forms of expression and kinds of
content, and many of them are hidden to a certain ex-
tent. Our proposed model has a mediocre performance on
the recognition effect of pornographic images with sexual
suggestive information. Moreover, our proposed model is
trained offline, once and continuously identified. With the
emergence of new illegal image data, how to realize online

training of real-time image data is a problem that should
be considered in the follow-up work. In order to create a
good network environment, the classification technology
of illegal images still needs to be continuously explored
and improved in the future.
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Abstract

Deep Learning (DL) is increasingly being used in Software
Defined Networks (SDNs) to detect Distributed Denial of
Service (DDoS) attacks because of high attack detection
accuracy. This paper presents a survey on the types of
deep learning techniques used to detect DDoS attacks in
SDNs. Attack statistics show that DDoS attacks are on
an increase. Some of the factors that have contributed to
the increase in DDoS attacks is the inability of current
techniques to detect unknown DDoS attacks, which can
be referred to as zero-day attacks. In this work, we look at
deep learning techniques and how they are used to detect
DDoS attacks. The current techniques’ weaknesses are
discussed and recommendations are made.
keywords: Deep Learning; Machine Learning; Software
Defined Network; Traffic Classification

1 Introduction

Recent years have seen a sharp increase in internet traffic
and at the same time a significant decrease in the use of
network physical infrastructure. Network physical infras-
tructure is rapidly being replaced by the increased use of
smart technology and the cloud as infrastructure. Smart
technology has led to an increase in the use of smart IoT
devices, connected to the internet. Virtualization has also
contributed to an increase in internet traffic [49,81]. Tra-
ditional networks are hardware-based, and for them to
be used with smart technologies, there needs to be more
hardware infrastructure in place to function effectively.
For this reason, Software Defined Networks were intro-
duced.

Software Defined Networks (SDN) were introduced be-
cause of the enormous increase in network connectivity
and exposure to vulnerabilities. Because SDN is software-
based, network management as well as its performance
usually improves [68]. The SDN is made up of three

planes, the Application Plane, the Control Plane, and the
Data Plane [34]. The control plane is responsible for all
the activities of the SDN. It has a centralized operational
architecture, which makes managing network resources
easy. The centralized architecture has made the SDN
vulnerable to security risks and threats of attacks [67].
One common attack it is exposed to is the Distributed
Denial of Service (DDoS) attack [41]. DDoS attacks at-
tack the controller of the SDN. The controller controls and
manages how the SDN operates and functions. A DDoS
attack sends continuous requests to the SDN controller
overwhelms the controller and denies legitimate traffic re-
quests, which do not get any response from the network
resources [15].

SDNs are widely used today because of their ability
to separate the control plane from the data plane. The
control plane and the data plane were separated because
of increasing network traffic and the need to have a reli-
able network with high performance. The control plane
is responsible for routing and network management. It
operates by making a single application program able to
control multiple programs. The Data Plane is responsi-
ble for forwarding programmable packets such as Open-
Flow [94]. OpenFlow protocols let a server tell network
switches where to route packets. The SDN controller can
collect network data because it has an overall view of the
network, making it easy to facilitate applications such as
machine learning algorithms to be implemented in the
controller [75]. Machine learning algorithms can be used
to perform traffic analysis and improve traffic classifica-
tion [43,55].

This paper summarizes recent developments in detect-
ing DDoS attacks in SDN using deep learning techniques.
The SDN architecture is presented in Section 2, related
surveys are presented in Section 3. Section 4 presents
DD0S attacks. Deep and other machine learning tech-
niques are presented in Section 5. Section 6 presents de-
tecting DDoS attacks in SDN using deep learning tech-
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Figure 1: SDN Architecture

niques, Section 7 presents research issues and challenges
and Section 8 is the conclusion.

2 SDN Architecture

Software Defined Networks break down the network into
smaller disjoint parts. An SDN divides the functions of
traditional networks into different parts and configures
the parts according to functionality. Figure 1 shows the
SDN architecture. Changes can be made instantly to
the network functions. The SDN performs load balanc-
ing [11]. For example, if one area of the network is over-
whelmed with data packets, the SDN routes the packets
to where there is enough capacity. SDN uses one central
point of operation, which is called the Control Plane to
manage the entire network [1].

Each function of the SDN is programmed to operate
automatically [8]. The SDN can allocate resources where
they are needed the most on the network. The SDN has
real-time centralized control of the network, which im-
proves network performance and enhances the optimiza-
tion of network function [70]. The other benefit of the
SDN is virtualization [14]. Virtualization makes it pos-
sible to access both virtual and physical elements from
one location. Virtualization allows multiple virtual net-
works to share resources from the same infrastructure and
a virtual network has a simpler topology then the physical
network.

2.1 Data Plane

Virtual switches and physical switches are found on the
data plane [87]. Virtual switches communicate with
other virtual machines by using software programs. Vir-
tual switches are also referred to as software switches.
Switches forward, drop, and modify packets received from
the control plane [91]. The data and control planes com-
municate using network interfaces.

2.2 Control Plane

The control plane controls the entire operation of the net-
work in a systematic and coordinated way [95]. It makes
decisions and controls all operations through the SDN
controller [7]. It provides control functionality using Ap-
plication Programming Interfaces (APIs) to monitor the
networks using an open interface. APIs are software inter-
faces that allow two or more applications to communicate
with each other. The controller interacts with the data
plane using the southbound API; the southbound APIs
are used to communicate between the SDN controller and
the switches and routers of the network [44]. The control
plane updates forwarding rules that help with network
management [93]. The southbound API facilitates the
communication between the data plane and the control
plane through the switches.

2.3 Application Plane

The responsibility of the application plane is to host appli-
cations that instruct the controller to perform changes de-
pending on the requirements of its northbound APIs [47].
Applications such as end-user business applications, net-
work virtualization, mobility management, and security
applications are found on the application plane [24].
The application plane performs optimization and network
management [76]. Depending on the network information
and business requirements, the application plane can im-
plement control logic, which is responsible for modifying
network behavior.

3 Related Surveys

In this section, we present a review of published survey pa-
pers. SDN and Machine Learning (ML) techniques have
improved the way DDoS attacks are detected and clas-
sified in SDN. The SDN controller provides centralized
control and management, allocates resources, and directs
network traffic. In a DDoS attack, the attacker attacks
the controller so that network resources become inacces-
sible. Table 1 shows a summary of related survey papers
on DDoS attacks in SDN. Table 1 is divided into two sub-
sections; Subsection A is Traditional ML algorithms, and
subsection B is SDN Techniques. Subsection A discusses
published papers on how Traditional ML algorithms are
applied in SDN to detect DDoS attacks. Subsection B
discusses published papers on how SDN techniques are
applied in SDN to detect DDoS attacks. SDN techniques
protect the SDN by continuously monitoring network traf-
fic. If malicious traffic is detected, the SDN controller
takes action by applying the techniques to firewalls by
updating the firewall rules to allow or block the traffic.
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Table 1: Summary of related surveys on DDoS attacks in SDN
Publication Year Technique Focused Area Classification of DDoS Research Recommendations
Zhao et al. [96] 2019 ML Algorithms Network Security No ✓
Yan et al. [92] 2018 ML Algorithms Network Traffic Classification No ✓
Nguyen et al. [60] 2018 ML Algorithms Network Security Applications No ×
Ahmad et al. [3] 2020 ML Algorithms Network Security No ✓
Sultana et al. [80] 2019 ML Algorithms NIDS Security No ✓
Gebremariam et al. [31] 2019 ML Algorithms Network Security No ×
Alamri et al. [5] 2021 ML Algorithms Network Traffic Classification No ✓
Sahoo et al. [72] 2018 ML Algorithms Network Traffic Classification No ×
Singh et al. [77] 2020 ML Algorithms SDN Security No ✓
Da Costa et al. [17] 2019 SDN Techniques IoT Network Security No ×
Dharmadhikari et al. [20] 2019 SDN Techniques Network Security No ×
Dantas et al. [18] 2020 SDN Techniques IoT Security No ×
Pajila et al. [12] 2019 SDN Techniques IoT Security No ×
Eliyan et al. [26] 2021 SDN Techniques Network Security No ×
Fajar et al. [28] 2018 SDN Techniques Network Security No ✓
Aladaileh et al. [4] 2020 SDN Techniques Control plane Security No ✓
Dong et al. [23] 2019 SDN Techniques Cloud Security No ✓
Ubale et al. [84] 2020 SDN Techniques Network Security No ×
Herrera et al. [9] 2019 SDN Techniques Network Security No ✓
Sahay et al. [71] 2019 SDN Techniques Network Security No ×
Our Survey 2022 Deep Learning SDN Security Yes ✓

3.1 Traditional Machine Learning Algo-
rithms

Zhao et al. [96] discussed using ML algorithms in the con-
text of SDNs in two ways. In the first approach, they used
ML algorithms in SDN to classify network traffic. In the
second approach, they used ML algorithms with network
applications in SDN to classify network traffic. They com-
pared the two approaches for performance and accuracy.
They concluded that more has to be done to improve ML
algorithms’ ability to classify the network traffic in SDNs.
Yan et al. [92] discussed new research on traffic classifica-
tion technologies in SDNs. They analyzed challenges in
traffic classification in SDNs and made recommendations.

Nguyen et al. [60] discussed the landscape of ML-
enabled security intrusion detection in SDNs. They an-
alyzed the vulnerabilities and attack methods and con-
cluded by developing a new ML-based SDN security
mechanism. Ahmad et al. [3] discussed evaluating tradi-
tional ML algorithms such as SVM and Logistic Regres-
sion to counter DoS and DDoS attacks in SDNs. Results
showed that SVM produced the best results against all
the other traditional machine learning algorithms used.

Sultana et al. [80] discussed traditional machine learn-
ing algorithms that leverage SDNs to implement Network
Intrusion Detection Systems (NIDSs). They outlined var-
ious intrusion detection mechanisms using Deep Learn-
ing approaches. They used the SDN as the platform to
carry out the analysis. They concluded that more needs
to be done to be able to monitor real-time intrusion de-
tection systems in high-speed networks. Gebremariam
et al. [31] discussed traditional ML algorithms used for
different applications such as network planning, manage-
ment, and security in SDN and Network functions virtual-
ization (NFV) environments. NFV is the replacement of
network appliance hardware with virtual machines [13].
They concluded by laying out the challenges of detect-
ing DDoS attacks in SDN and NFV using traditional ML
algorithms.

Alamri et al. [5] reviewed and compared traditional
ML algorithms to detect DDoS attacks in SDN. They
evaluated NB, K-NN, SVM, DT, RF, and XGBoost algo-
rithms based on accuracy, precision, recall, and f1-score.
Results showed that XGBoost had the best overall per-
formance. Sahoo et al. [72] discussed using traditional
ML algorithms to detect DDoS attacks in SDN. They
compared KNN, NB, SVM, RF, and LR algorithms for
performance based on prediction and classification accu-
racy. Results showed that LR had the best prediction and
classification accuracy compared to the other algorithms.

Singh et al. [77] discussed the SDN architecture and
its ability to protect itself against DDoS attacks. The
authors reviewed over 70 published publications in this
area. Results from the review showed that 47% of the ap-
proaches are theory-based, 42% used traditional machine
learning-based and 20% used artificial neural network-
based.

3.2 Software Defined Network Tech-
niques

Da Costa et al. [17] discussed providing security to net-
work infrastructure using ML techniques. The ML tech-
niques were used to enhance the Internet of Things (IoT)
and an Intrusion Detection System (IDS). Results showed
challenges in fully securing IoT and IDS systems. Dhar-
madhikari et al. [20] discussed and summarized DDoS at-
tacks on SDNs and how they are detected and mitigated.
The authors made a comparison using past and present
studies and recommended the need to have strong miti-
gation techniques in place. They also acknowledged that
DDoS attacks cannot be fully prevented.

Dantas et al. [18] discussed the need to come up with
new virtual techniques to prevent DDoS attacks in SDNs
in an IoT environment. The authors explained that when
a technique is applied based on a scenario in the IoT en-
vironment, justification has to be given regarding its suit-
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ability. A summary was provided based on the strengths
and weaknesses of the techniques to detect DDoS attacks
in an IoT environment.

Pajila et al. [12] discussed the growth and security of
IoT systems. It is heterogeneous in design, and the way it
operates through the internet exposes it to DDoS attacks.
The authors concluded that there is a gap in modeling
platforms, such as not having context-based security, and
clients controlling access. Eliyan et al. [26] discussed two
countermeasures that can be used for detecting, mitigat-
ing, and preventing DoS and DDoS attacks in SDNs. The
two approaches are Intrinsic and Extrinsic approaches.
The intrinsic approach is applied to SDN components
and their functionalities. The extrinsic approach is ap-
plied to the network traffic flow and feature characteris-
tics in SDNs. They concluded that more research had to
be performed to improve the detection accuracy of DoS
and DDoS attacks in SDNs.

Fajar et al. [28] discussed security vulnerabilities in the
SDN controller. They concluded that the current defense
mechanisms are not effective against DDoS attacks. Al-
adaileh et al. [4] discussed techniques used to detect DDoS
attacks in SDNs. They explained the important role the
SDN controller plays in protecting the SDNs. They fur-
ther gave a detailed summary of the state-of-the-art and
made future research recommendations such as combining
different DDoS attack patterns, to create a more complex
and effective defense technique.

Dong et al. [23] discussed DDoS attacks in both SDNs
and the Cloud, along with a summary of DDoS attacks
in SDNs and how they are detected and prevented. The
authors recommended using traffic classification models
to improve DDoS attack detection. Ubale et al. [84] dis-
cussed an SDN’s ability to prevent DDoS attacks because
of architectural design. The authors gave specific types of
DDoS attacks that the SDN is unable to prevent and rec-
ommended future research to help thwart vulnerabilities
against DDoS attacks.

Herrera et al. [9] discussed security concerns of SDNs
by comparing different studies already concluded in this
area by universities and the cybersecurity industry. The
authors focused on security concerns such as the effective-
ness of the current countermeasures used to detect DDoS
attacks in SDN. They recommended more research to ad-
dress the security concerns of the SDN.

Sahay et al. [71] discussed the benefits of SDNs in pro-
viding network security compared to traditional networks.
The centralized architecture of the SDN controller makes
it easy to dynamically configure the network, and also
makes it easy to identify and mitigate DDoS attacks.
The controller can analyze the entire network traffic in
real time because of its global view of the network. The
authors recommended more research on SDNs and appli-
cations situated in SDNs. They recommended that new
SDN applications pay attention to network security.

4 DDoS Attacks

DDoS attacks attack the server or network with the in-
tention of disrupting its normal function [38]. They con-
tinuously send malicious traffic requests to the system.
The system is eventually unable to respond to requests
and stops working and functioning normally. The sys-
tem becomes unable to respond to requests coming from
legitimate sources or users [73]. Legitimate users are try-
ing to order books from Amazon.com website; as they
browse through the website looking for specific books,
the requested website is sending requests to the server
database [74]. At the same time, the attackers are also
sending multiple fake malicious requests to the server as
well. The attackers’ continuous requests coming from dif-
ferent sources overwhelm the system and use up its net-
work bandwidth [10]. This causes the legitimate users’
computers to be denied service because the server has
been overwhelmed with fake malicious requests. Figure 2
presents a taxonomy of the types of DDoS attacks, and
Figure 3 illustrates a DDoS attack.

Figure 2: Types of DDoS attacks

4.1 Types of DDoS Attacks

4.1.1 Volume-Based Attacks

Volume-based attacks are DDoS attacks that aim to de-
plete the bandwidth of a network system [42]. The at-
tackers use bots to amplify the attack by spreading mal-
ware which is transmitted through the bots and is spread
through network traffic. Examples of volumetric-based
attacks are UDP flood, ICMP flood, and IPSec flood at-
tacks.

4.1.2 Protocol Attacks

Protocol attacks are DDoS attacks that prevent a legiti-
mate user’s computer from establishing a connection with
the host computer [53]. This attack uses the 3-way hand-
shake, SYN, SYN-ACK, and ACK, to carry out an at-
tack. The legitimate user client computer sends a re-
quest (SYN), to the host computer. The host computer
responds to the client computer accepting to establish
a connection (SYN-ACK). Once the client computer re-
ceives the acknowledgment to establish a connection, it
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Figure 3: Distributed denial of service attack

sends back an acknowledgment (ACK), and then the con-
nection is established. What the protocol attack does is
when the client computer sends a request to the host com-
puter to establish a connection, the attackers send con-
tinuous SYN requests, to the host computer at the same
time the client computer sends the request to establish a
connection. The aim is to exhaust the system so that it
is unable to respond and establish a connection with the
client’s computer. Syn flood, Ping of Death, and Smurf
DDoS attacks are examples of protocol attacks.

4.1.3 Application Plane Attacks

Application plane attacks attack the applications that
make networks function properly [51]. They attack the
applications by taking advantage of security flaws in the
applications to carry out an attack. The application be-
comes unable to communicate with other applications
and users. HTTP Flood, Slowloris, and Mimicked User
Browsing attacks are an example of application plane at-
tacks [32].

5 Deep and other Machine Learn-
ing Techniques

Attackers are taking advantage of the growing number of
IoT devices connected to the internet, and the increas-
ing amount of network traffic to the internet to launch
DDoS attacks. Attackers are using more complex and so-
phisticated attack methods to carry out these DDoS at-
tacks, which are difficult to detect. Because of the large
amount of labeled data used to carry out these attacks,
deep learning-based detection techniques may be the best
techniques to use to detect DDoS attacks. DL techniques
produce the best detection rate and classification accu-
racy when a large amount of labeled data is available.
Compared with DL techniques, traditional ML techniques
may not produce as high accuracy in detecting DDoS at-
tacks.

DL techniques require a large amount of labeled data
input to produce the desired accuracy. The data used
for training need to be correctly labeled for the trained
model to correctly classify unseen examples. If the in-
put data are not correctly labeled, the model is unlikely
to produce the correct classification. Most DDoS attacks
are unknown attacks (zero-day attacks); this means the
training dataset does not contain any similar labeled ex-
amples. DL techniques are the best techniques to detect
DDoS attacks because:

� DL techniques are excellent, during training at dis-
covering useful hidden features in the data. A trained
DL network can extract features from previously un-
seen examples, and classify such examples well.

� Some DL techniques can learn long-term dependen-
cies of temporal patterns.

Below we present the taxonomy of commonly used DL
techniques for detecting DDoS attacks in SDN in Figure 4
and we discuss the techniques. We end the section with a
short discussion of relevant traditional machine learning
approaches also since many of the papers presented in
this survey refer to such approaches in addition to DL
methods.

5.1 Discriminative Learning Techniques

Discriminative Learning Techniques are techniques that
learn the boundaries between classes in a dataset. The
techniques use probability estimates and maximum likeli-
hood to create new instances, in order to find the bound-
ary separating one class from the other.

5.1.1 Multilayer Perceptron

Multilayer Perceptron (MLP) are neural networks that
are made up of one or more densely connected hidden lay-
ers between the input and output layers. Figure 5 shows
the architecture of MLP. MLPs are trained by adjusting
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Figure 4: Taxonomy of detection methods for DDoS at-
tacks in SDN using deep learning techniques

the weights of each connection after it is shown a dataset
of labeled examples one by one [82]. The error or loss
between the expected result and the output of the MLP
determines the adjustments to be made to the weights.
This process continues until the loss is reduced to a level
that does not change the outcome.

5.1.2 Convolutional Neural Network

Convolutional Neural Networks (CNNs) are primarily
used for image classification and object detection [37].
CNNs have strong extraction capabilities that are used
to automatically extract useful features from input data.
The input data is passed through different layers of the
CNN for feature extraction. As data move from one layer
to the other, features are extracted at various levels of
abstraction [30]. Figure 6 shows an example of CNN ar-
chitecture.

5.1.3 Recurrent Neural Network

Recurrent Neural Networks (RNNs) are used in Natural
Language Processing (NLP) [57]. The input at a time step
is processed and produces an output. Then the output of
this step is processed together with the input to the next
step. This allows the RNN to remember the inputs in the

previous steps in a sequence [36]. The output of RNN at
a certain step is dependent on previous input elements in
a sequence as illustrated in Figure 7. In this figure, A
is the input layer, B is the hidden layer with a recurrent
loop, and C is the output layer. X, Y, and Z are network
parameters used to improve the output of the model.

5.2 Generative Learning Techniques

Generative Learning Techniques are techniques that fo-
cus on the distribution of individual classes in a dataset.
The technique uses likelihood and probability estimates
to model data points and differentiates between class la-
bels in a dataset. The technique uses joint probability,
by creating instances where a given feature input (a) and
the desired output (b) exist at the same time.

5.2.1 Generative Adversarial Networks

Generative Adversarial Networks (GANs) consist of two
models, a Generator and a Discriminator [2]. The gener-
ator creates fake samples, which are then used to fool the
discriminator [52]. The discriminator is trained on real as
well as generated fake samples, and learns to distinguish
between real and fake samples well. After the discrim-
inator has determined whether a sample is real or fake,
the result is sent back to the generator which is trained
to generate better fake images. The generator is always
trained with real samples. Figure 8 shows the GAN ar-
chitecture.

5.2.2 Autoencoders

Autoencoders (AEs) are unsupervised neural net-
works [86]. They consist of two parts, the Encoder, and
the Decoder. The encoder takes the input and learns how
to compress and encode the data into a code. Then the
decoder learns how to reconstruct the encoded data rep-
resentation to create output [54]. The output is similar to
the original input. The difference between the input and
output is the input contains signals that have noise while
the output has no noise, the signal has been denoised, as
shown in Figure 9.

5.2.3 Self-Organizing Maps

Self-Organizing Maps (SOMs) are shallow neural net-
works that are trained on unlabelled data [35]. They are
used for clustering high-dimensional inputs to easily vi-
sualize the two-dimensional output. A SOM has two lay-
ers, the input layer, and the output layer connected by
edges with weights [90]. The weights determine the spe-
cific location of each neuron in the two-dimensional space.
Weights are trained and updated to change the position
of neurons into clusters that we can easily see. They can
also be used to combine diverse datasets to find patterns.
Figure 10 shows the SOM architecture.
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Figure 5: Multilayer perceptron

Figure 6: Convolutional neural network

5.3 Hybrid Learning Techniques

Hybrid learning techniques are techniques that are com-
prised of a combination of two or more deep learning
models, such as discriminative or generative deep learning
models. The combination of these models can be used to
extract more meaningful and robust features, depending
on the target use.

5.3.1 Convolutional Neural Network-Long Short
Term Memory

The Convolutional Neural Network-Long Short Term
Memory (CNN-LSTM) model has been used for sequence
prediction with spatial inputs. Figure 11 shows the CNN-

Figure 7: Recurrent neural networks

Figure 8: Generative adversarial networks
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Figure 9: Autoencoders

Figure 10: Self-organizing maps

LSTM architecture [46, 50]. The input are images that
are fed into the CNN. The CNN extracts features from
the image and feeds them to the [40]. Long Short-Term
Memory (LSTM) networks are a type of recurrent neu-
ral network capable of learning long-term dependencies.
Traditional Recurrent Neural Networks are incapable of
learning to detect long-term dependencies, and LSTMs,
were introduced to fix this problem.

5.4 Reinforcement Learning Technique

Reinforcement Learning is a machine learning technique
that involves an agent learning how to interact with its en-
vironment by performing actions and seeing the results of
actions [22]. The agent learns the best action to maximize
its long-term reward. The agent gets positive feedback for
each good action and negative feedback or a penalty for
each bad action. The agent learns from the feedback and
experience from its environment without depending on
any labeled data [89].

5.5 Traditional Machine Learning Tech-
nique

Traditional machine learning methods use computational,
statistical, and mathematical methods to deploy algo-
rithms that extract patterns out of raw data on input.

They automatically learn from the data and past experi-
ences and be able to make a prediction. Traditional ma-
chine learning classification algorithms usually can per-
form well when trained with a small amount of data com-
pared to DL. However, DL approaches usually produce
better accuracy, assuming a large amount of labeled data
is available.

5.5.1 Support Vector Machine

Support Vector Machines (SVMs) are supervised learning
algorithms that have been widely used for solving com-
plex classification and regression problems [65]. SVMs can
perform data transformations that can be leveraged to de-
termine boundaries between data classes when trained on
examples from predefined classes. Given a set of high-
dimensional data points or vectors in a vector space, it
looks for the separating hyperplane that separates the
vector space into subspaces containing sub-sets of vectors.
Each sub-set corresponds to one class. Assuming binary
classification, the separating hyperplane maximizes the
margin between the two subspaces. Classification can be
performed by finding the hyperplane that differentiates
the two classes very well.

5.5.2 Decision Tree

A Decision Tree (DT) is a supervised machine learning
technique that produces a tree-like structured classifier in
which data is repeatedly divided at each row based on cer-
tain rules until the outcome is generated [64]. They are
used for solving both classification and regression prob-
lems. A DT has two types of nodes, Decision Nodes, and
Leaf Nodes. The decision nodes are used to make deci-
sions and the leaf nodes are the output of those decisions
and do not add any more branches.

5.5.3 Random Forest

Random Forest (RF) is a supervised machine learning
technique that uses an ensemble of decision trees for both
classification and regression. The forest consists of a
number of decision trees created by sampling training
instances and sampling attributes of training instances.
Each tree individually classifies an unseen instance, and
the classification with the most votes is selected [79].
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Figure 11: Convolutional neural network-long short-term memory

5.5.4 Naive Bayes

Näıve Bayes (NB) is a supervised learning technique used
for classification and applies the Bayes theorem, with the
assumption that all features of the data instances are in-
dependent of each other. The features independently con-
tribute to making a probability of a label given the ob-
served features [16].

5.5.5 Logistic Regression

Logistic Regression (LR) is a supervised learning tech-
nique that is used to predict the probability of the occur-
rence of a class with the help of independent variables or
features. There are only two outcomes or classes, 1 or 0,
true or false [98].

6 Detecting DDoS Attacks in
SDN Using Deep Learning
Techniques

An SDN uses the controller to control the entire net-
work’s functions by intelligently allocating and priori-
tizing network resources. The advantages of SDNs are
that they can work without human intervention, can be
programmed to make decisions, can allocate network re-
sources, and can route traffic to the right destination
within the SDN. The SDN controller is responsible for
the security of the SDN. Unfortunately, the SDN con-
troller itself is vulnerable to DDoS attacks.

The centralized architecture of the SDN exposes it to
DDoS attacks and is regarded as a single source of failure.
An SDN itself is unable to determine whether the network
traffic is normal or anomalous, which makes it difficult for
the SDN to detect and prevent DDoS attacks. This vul-
nerability has led to the introduction of Deep Learning
for the detection of DDoS attacks. Deep learning intelli-
gently learns data flow features in the network traffic and
classifies them as either normal or anomalous.

Below we discuss published papers on deep learning
approaches used to detect DDoS attacks in SDN. The sec-
tion is divided into Discriminative, Generative, and Hy-
brid Learning approaches. Table 2 is a summary of pub-
lished papers on approaches to Detect DDoS Attacks in
SDNs. The tables is divided into approaches, year the pa-
pers were published, the techniques used and the datasets
used.

6.1 Discriminative Learning Techniques

Lee et al. [48] proposed DL Intrusion Detection and Pre-
vention System (DL-IDPS) to detect and prevent DDoS
and brute force attacks in SDN. They evaluated the per-
formance of the proposed system with MLP, CNN, and
LSTM models. Results showed that the system produced
the best performance with an accuracy of 99% detecting
brute force attacks and 100% accuracy detecting DDoS
attacks.

Wang et al. [88] proposed an SDN-Home Gateway
(HGW) framework that improves the SDN controller
management of smart devices connected to the network.
The SDN-HGW can control end-to-end network manage-
ment. But SDN-HGW cannot carry out real-time en-
crypted packet inspection, which puts the network at risk
of DDoS attacks. To overcome this risk, the authors
proposed a classifier called DataNet, developed based on
MLP and CNN models. DataNet can detect and clas-
sify encrypted network packets in real-time. Results from
an evaluation showed that DataNet had a detection and
classification accuracy of 98%.

Narayanadoss et al. [59] proposed a DL model that
relies on SDN traffic to get information about the flow
size and timestamp measurements. They compared 3
techniques, MLP, CNN, and LSTM, to determine how
many correlations are present in the traffic flow from
compromised nodes. Results showed that all the models
achieved above 80% detection rate of compromised nodes
and LSTM had the best detection rate of 87%.

Janabi et al. [39] proposed a DL Early Warning Proac-
tive System (DL-EWPS) predict network attacks in SDNs
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Table 2: Summary of approaches to detect DDoS attacks in SDNs

Approach Publication Year Technique Dataset Used

Discriminative

Lee et al. [48] 2020 MPL,CNN,LSTM -
Wang et al. [88] 2018 CNN ISCX
Narayanadoss et al. [59] 2019 CNN,RNN,LSTM Mininet-WiFi
Janabi et al. [39] 2022 CNN InSDN
Haider et al. [33] 2020 CNN CICIDS2017
Polat et al. [66] 2022 RNN -
AlEroud et al. [6] 2019 GAN DARPA

Generative Novaes et al. [62] 2021 GAN CICDDoS 2019
Ujjan et al. [85] 2020 SAE SM1, SM2
Meng et al. [56] 2020 SOM -
Khan et al. [45] 2021 CNN-LSTM IOT-23
Nugraha et al. [63] 2020 CNN-LSTM -
Ding et al. [21] 2020 Hybrid CNN UNSW-NB15, KDDCup 99
Qin et al. [69] 2019 CNN+RNN SIM-DATA, CTU-13

Hybrid Gadze et al. [29] 2021 RNN-LSTM -
Elsayed et al. [27] 2020 RNN CICDDoS2019
Deepa et al. [19] 2019 SVM-SOM CAIDA 2016
Nam et al. [58] 2018 SOM DDoS Attack 2007
Novaes et al. [61] 2020 LSTM-Fuzzy CICDDoS 2019

using CNN for classification. The system converted nu-
merical data to RGB images to improve CNN classifica-
tion and added extra features from flow tables statistics.
The system achieved 100% DDoS attack classification ac-
curacy.

Haider et al. [33] proposed an ensemble CNN frame-
work to detect DDoS attacks in SDN. The authors com-
pared the ensemble CNN with ensemble RNN, ensemble
LSTM, and hybrid reinforcement learning. They used
the CICIDS2017 dataset which was fully labeled with 80
features of network traffic with benign and attack traf-
fic. They used random forest regression for the feature
selection of the 80 features of the network traffic. They
evaluated the proposed model with other models. The
proposed ensemble CNN framework achieved the best ac-
curacy in detecting DDoS attacks with 99.45%.

Polat et al. [66] proposed an Recurrent Neural Network
(RNN) classifier to detect DDoS attacks in SDN-based
Supervising Control and Data Acquisition (SCADA) sys-
tem. The RNN classifier was evaluated in with Long
Short-Term Memory (LSTM) and Gated Recurrent Units
(GRU) models. Results showed the proposed RNN clas-
sifier had the best accuracy of 96.67% detecting attacks
in SDN-based SCADA system.

6.2 Generative Learning Techniques

AlEroud et al. [6] proposed an approach that generates
attacks on SDN to train the SDN to learn to detect at-
tacks. Generative Adversarial Networks were used for ad-
versarial training. They evaluated the approach using two
scenarios; in the first scenario, GAN was not used and in
the second scenario, GAN was used. Results showed the
second scenario had the best performance by accurately

identifying attacks in SDN when GAN was used, and the
first scenario had low attack detection accuracy in iden-
tifying attacks in SDN when GAN was not used.

Novaes et al. [62] proposed an adversarial training sys-
tem that uses Generative Adversarial Network (GAN) to
detect and defend the SDN against DDoS attacks. The
system was evaluated with other methods, CNN, LSTM,
and MLP. The methods were tested in two separate sce-
narios. In the first scenario, the GAN had the best accu-
racy of 99.78% detecting DDoS attacks in SDN. In the sec-
ond scenario, the GAN had the best accuracy of 94.38%
detecting DDoS attacks in SDNs. Thus, the GAN had
the best performance in both scenarios.

Ujjan et al. [85] proposed a sflow and Adaptive Polling
band sampling with Snort IDS and Stacked Autoencoders
(SAE) for detecting DDoS attacks in IoT networks. The
model uses snort IDS to identify network traffic and uses
Stacked Autoencoder to classify traffic as either benign
or DDoS attack traffic. Snort IDS and SAE were used
in both sFlow and Adaptive polling sampling. Adaptive
polling sampling is an algorithm is used to refine polling
intervals based on the rate of change of network traffic
flow. Results showed good sflow achieved 95% DDoS at-
tack accuracy with less than 4% false positive rate and
Adaptive polling-based sampling achieved 95% DDoS at-
tack accuracy with less than 8% false positive rate.

Meng et al. [56] proposed a SOM-based DDoS attack
defense mechanism to detect DDoS attacks on Internet of
Things devices. The mechanism uses the connection be-
tween the SDN and the Internet of Things (IoT) devices to
detect DDoS attacks. When a DDoS attack is detected,
the proposed mechanism blocks traffic to and from the
IoT devices. Results showed the proposed mechanism ac-
curately detected DDoS attacks in IoT devices.
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6.3 Hybrid Learning Techniques

Khan et al. [45] The proposed Hybrid Deep Learning ar-
chitecture comprises CNN (Convolution Neural Network)
and LSTM (Long Short Term Memory) models to detect
sophisticated malware attacks in the Internet of Medi-
cal Things (IoMT). The model was evaluated with Con-
volution Neural Network (CNN) and Gated Recurrent
Units (GRU) model, and Gated Recurrent Units (GRU)
and Long Short-Term Memory (LSTM) model. Results
showed that the CNN-LSTM model outperformed CNN-
GRU and GRU-LSTMmodels with an accuracy of 99.83%
detecting sophisticated IoMT malware.

Nugraha et al. [63] proposed a Hybrid CNN-LSTM
model used to detect Slow DDoS attacks in SDN-based
networks. Slow DDoS attacks are a type of DDoS attack
that aim to disrupt services provided by an application to
a network server by sending small amounts of attack data
with legitimate traffic over a long period. They used this
model because of its high accuracy and recall when de-
tecting different types of DDoS attacks. The model uses
the output from the feature extractor to classify. Re-
sults showed the model achieved 99% accuracy in detect-
ing slow DDoS attacks. The model was evaluated against
MLP and 1-class SVM models, and it outperformed both
methods.

Ding et al. [21] Proposed a Hybrid Convolutional
Neural Network (HYBRID-CNN) to extract deep fea-
tures from the smart grid network flow that traditional
ML methods connect extract. The HYBRID-CNN is a
method that utilizes CNNs to effectively memorize global
features by one-dimensional (1D) data and to general-
ize local features by two-dimensional (2D) data. Two
datasets were used for the evaluation. The method was
evaluated and compared with other models, LSTM and
CNN-LSTM. The Hybrid-CNN had the highest perfor-
mance with an accuracy of 95.64% and had the highest
detection rate of 98.56%.

Qin et al. [69] proposed a CNN-RNN model to detect
and classify anomalies in network traffic. They compared
the CNN-RNN model with a Tree-Shaped deep Neu-
ral Network (TSDNN) model using two datasets, CTU-
13 [78] and a self-generated dataset Sim-data dataset.
CNN-RNN model had the best accuracy of 99.8% com-
pared to TSDNN with 99.7% accuracy in detecting net-
work attacks.

Gadze et al. [29] proposed using CNN and RNN-LSTM
to detect DDoS attacks such as TCP, UDP, and ICMP
flood attacks on the SDN Controller. They also compared
the performance of the DL models with traditional ML
techniques. Performance was based on accuracy, recall,
true-negative rate, and time taken in detecting and miti-
gating DDoS attacks in the SDN controller. RNN-LSTM
had the best results overall in detecting DDoS attacks in
the SDN controller.

Elsayed et al. [27] proposed DDoSNet, an intrusion
detection method to detect DDoS attacks in SDN. This
method uses an RNN-AE to detect and classify benign or

DDoS attack traffic on input. The model is in two stages,
the unsupervised pre-training stage and the time-tuning
stage. The first stage extracts useful feature representa-
tion, and the second stage trains the last layer of the net-
work using labeled samples. The proposed method had an
accuracy of 99% correctly detecting and classifying DDoS
in SDN.

Deepa et al. [19] proposed an ensemble technique us-
ing k-Nearest Neighbors (kNN), Näıve Bayes (NB), SVM,
and SOM techniques to detect DDoS attacks in SDN con-
troller. The hybrid SVM-SOM outperformed the other
models with a detecting accuracy of 98%.

Nam et al. [58] proposed a DDoS attack detection al-
gorithm that uses Self Organizing Map (SOM) with other
techniques such as k-Nearest Neighbors (kNN), SOM-
kNN, SOM distributed neurons, and SOM distributed
center to classify network traffic as normal or anomalous.
The techniques’ performance was evaluated based on de-
tection rate, false-positive rate, and processing time. kNN
had the best detection rate and largest processing time.
SOM-kNN had the second-best detection rate and the
lowest false positive rate. SOM-kNN had the best perfor-
mance because it had the best DDoS attack classification
rate and the lowest false positive rate.

Novaes et al. [61] proposed an LSTM-FUZZY model
that characterizes, detects, and mitigates DDoS and
Portscan attacks in SDN environments. Two scenarios
were used to evaluate the model. In the first scenario, the
LSTM-FUZZY model was evaluated against k-Nearest
Neighbor (KNN), LSTM-2, MLP, Particle Swarm Opti-
mization Digital Signature (PSO-DS) [25], and SVMmod-
els to detect DDoS attacks in SDN environment by apply-
ing mitigation policies based on the attack type identified
by the detection module. LSTM-FUZZY had the best
performance with 96.22% DDoS attack accuracy. In the
second scenario, the CICDDoS 2019 dataset was used.
LSTM-FUZZY achieved 99.20% DDoS attack accuracy.

7 Research Issues and Challenges

Attackers have improved their DDoS attack approaches
and techniques. These improvements have made DDoS
attacks more sophisticated and hard for most defense sys-
tems to detect. The improvements have also led to an
increase in the number of DDoS attack types. Each at-
tack type has a different attack pattern, which makes it
difficult to put effective defensive systems in place. Most
of these attacks are zero-day attacks, which have no de-
fense system developed. Defense approaches are usually
developed only after an attack has already materialized.
Deep learning techniques have shown to be effective in the
accurate detection and classification of attacks, including
making zero-day defense possible. Based on the published
papers we have read, we have observed the following.

� Experiments conducted show that the source and
destination IP addresses were not used when extract-
ing features and classification of the network traf-
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fic. But the source and destination IP addresses are
very important for analyzing and classifying traffic
as either normal or anomaly. After the features are
extracted, they are used to classify and categorize
as either normal or anomaly traffic. Removing the
source and destination IP addresses will not classify
the traffic accurately.

� DL techniques are used in both virtual and physical
networks to detect DDoS attacks. An experiment
was performed [29] to compare the performance be-
tween RNN-LSTM, SVM, and Naive Bayes to de-
tect DDoS attacks such as TCP, UDP, and ICMP in
the SDN controller. The experiment was conducted
only on virtual networks and concluded that the de-
fense system was effective in detecting and classifying
DDoS attacks accurately. The problem with this ap-
proach is that the authors did not experiment with
their approach on physical networks. The types of
DDoS attacks on virtual and physical networks are
different. For example, DDoS attacks like the Re-
flection attacks can only attack physical networks,
but not virtual networks. The results may have been
accurate on virtual networks, but physical networks
were not tested.

� Many defense systems leverage DL techniques to im-
prove the detection and classification accuracy of
DDoS attacks in SDNs. Most of these defense sys-
tems focus only on attacks that are in the network
traffic, from input to output. They do not focus on
attacks that attack physical devices such as switches
and routers. For example, attacks that are not de-
tected on input might attack physical devices on the
network that are responsible to store or route data
packets. These DDoS attacks can overwhelm the sys-
tem by rerouting traffic and sending fake requests to
the SDN controller. This problem can be overcome
using an Intrusion Prevention System (IPS). The IPS
is a piece of network security software or hardware
that continuously monitors the network for threats
and can automatically apply countermeasures to stop
the attack or attacks by dropping packets and block-
ing traffic to affected hardware.

� Published literature tells us how good the defense
systems that use DL techniques are in detecting
DDoS attacks in SDN. Results show the proposed
systems have excellent accuracy in classifying traf-
fic as normal or as DDoS. But most of these results
do not tell us what the false positive and negative
rates are. With an increase of new DDoS at- tacks,
it is important to be able to know how accurately
the defense systems can still detect and classify traf-
fic correctly without having high false positives and
negatives. It is important to develop defense systems
that will have low or no false positive and negative
rates on new attacks, as the attackers are becoming
good at fooling the defense system in place.

� DL techniques use datasets that contain different his-
torical DDoS attack patterns to help train the DL
models so that they can accurately detect and clas-
sify DDoS attacks that match the patterns in the
dataset. This has proved to be an effective approach
for detecting known attacks. But this approach is
not effective for detecting zero-day DDoS attacks, be-
cause the attack pattern(s) are unknown. The prob-
lem is that historical attack patterns cannot be used
to predict or discover new attacks and generate new
patterns. The attack has to materialize for the at-
tack patterns to be added to a dataset. Datasets are
effective in detecting and classifying known DDoS at-
tacks. The DL technique’s accuracy is dependent on
how accurate the data is in the dataset.

� Even if there is a sophisticated machine learning ap-
proach, datasets used for training may not provide all
the feature patterns needed, to carry out a compre-
hensive analysis of network traffic so that a system
can identify DDoS attacks accurately. Datasets may
have limitations. One of the most important limi-
tations is the size of datasets; a smaller dataset may
not store all the necessary features that come with an
attack. Datasets should be large enough to be able to
contain a large amount of DDoS attack patterns and
features that can be used by DL techniques training
models and help the models accurately detect and
classify DDoS attacks.

8 Deep Learning Techniques Lim-
itations

� DL techniques need large amounts of data to learn
patterns in the data. With the rising number of new
DDoS attacks, the model needs to be continuously
updated with the new attack data. But the new at-
tack data may not be available to train the model on
the new DDoS attack patterns.

� Using a small amount of training data in DL models
such as CNNs is likely to produce low accuracy and
is unable to generalize well to unseen examples. The
situation may be ameliorated with transfer learn-
ing [97] and/or multi-task learning [83] but this needs
further investigation.

� Good hardware support is another DL limitation.
DL techniques require a good amount of hardware
support because of their high computational power,
which is expensive to acquire and maintain. This
problem can be addressed by using a Graphical Pro-
cessing Unit (GPU). GPUs are needed for training,
but trained models usually run fast.

� DL techniques are unable to reassign, re-categorize
and relabel previously stored data without retraining
the model.
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� Using poor-quality of data with errors and noise for
training will prevent the DL model from detecting re-
quired patterns and the model will not perform well.

9 Conclusion

In this paper, we examined different published papers that
use DL techniques to detect DDoS attacks in SDN. We
compared three categories of DL, discriminative, gener-
ative, and hybrid learning. Results show that DL tech-
niques have good performance in accurately detecting and
classifying DDoS attacks. With the increase in internet
connection traffic through smart devices, IoT plays a ma-
jor role in the increase of DDoS attacks. DDoS attacks
will spread by being part of the internet or network traf-
fic. DL techniques are the best methods to detect DDoS
attacks because an increase in internet traffic (training
data), will make the techniques learn more robust features
and increase the classifier’s performance. If performance
falls, the number of hidden layers can be increased to
improve performance and feature classification accuracy.
But DL techniques still depend on datasets for training
on known attack patterns, which are stored as historical
data in the dataset. Combining different DL techniques
has also shown improvement in DDoS attack detection
accuracy on SDN networks.
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Abstract

Intelligent plant factories must continuously collect sens-
ing data from other factories to update parameters in real
time and obtain the best plant growth environment. How-
ever, if the collected sensing data is forged or collected, it
will affect the performance of machine learning. In this
paper, after using the federated learning technology to
train the local data in each region, upload the gradient
loss and generate blocks in the blockchain. Finally, verify
and aggregate it into a complete model trained with all
the data instead of directly uploading the local data to
ensure privacy and data security.
keywords: Deep Learning; Federated Learning; Intelligent
Plant Factory Systems; Machine Learning

1 Introduction

Plant factories could be the environment that could be
controlled and opened according to the plan and could
be the open sites for plant production throughout the
year [27,36]. The successful conditions of the plant’s prod-
ucts include controlling the appropriate growth environ-
ment and reducing plant growth stress. For example, in
the growth environment control, if it needs shadow ef-
fects, the light from the artificial device should be turned
down lightly. Similarly, it does the same processes for
temperature and humidity control [24,29].

In 2018, we proposed an intelligent indoor plant fac-
tory system framework [9]. The system uses a wireless
sensor network [2, 3, 7, 8, 10, 15, 16, 28]. In the system, we
will plant with natural agricultural cultivation. There are
no fertilizers and pesticides in the system. There are four
modules in the proposed system. They are the plant fac-
tory system setup model, the collecting data model, the
transmitting data model, and the analyzing data module.

*This article is an extended version of an ICICT’18 paper [9].

These models describe the best plant growth environment
with big data and artificial intelligence technologies.

In this paper, after using the federated learning tech-
nology to train the local data in each region, upload
the gradient loss and generate blocks in the blockchain.
Finally, verify and aggregate it into a complete model
trained with all the data instead of directly uploading the
local data to ensure privacy and data security.

The rest of this paper is organized as follows. First, in
Section 2, we will review our framework of the intelligent
plant factory system. Then, in Section 3, we introduce
the federated learning. Next, in Section 4, we propose the
framework of privacy and security of the federated learn-
ing for intelligent plant factory systems. Finally, Section
5 gives the conclusion.

2 The Framework of the Intelli-
gent Plant Factory System

In 2018, we designed an intelligent plant factory system
for the indoor environment. The proposed system archi-
tecture of the indoor plant factory system is given in Fig-
ure 1 [9]. There are four modules in the proposed system:
Setup plant factory system, collecting data, transmitting
data, and analysis of data modules.

Module 1 is the construction of the plant factory en-
vironment. In the plant factory system, we were
planted by natural agricultural cultivation. There are
no fertilizers and pesticides in the system. This mod-
ule will include an automatic water-delivered system.
The air conditioning system controls temperature.
Also it includes the humidity control system, the
carbon dioxide supply system, the LED light control
system, the photography monitoring system, and the
automatic control system. These automatic control
systems are according to the collected data from the
other plant factors.
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Figure 1: Hu et al.’s indoor plant factory system archi-
tecture [9]

1) The automatic liquid water delivery system in-
cludes the containers, the receiving pumps, pip-
ing, the sprinkler, and the recovery system. The
container is used to store water. Water should
be prepared enough for use first. The pumps
and the pipes are mainly provided in a fixed
mode. Water from the container was consis-
tently sprayed onto each plant. The humid-
ity control system controls the sprinkler system.
When it is too dry, the sprinkler system begins
to work. If it is too wet, the recovery system be-
gins to work. The recovery system has a storage
tank to recover the irrigated water. The recov-
ery system could refollow water to the container
by the heavy-water pump from the pipeline or
canal after the container is drained.

2) The temperature in the plants must be kept at
a range of a specific degree for a high-quality
metabolism. Unstable temperatures give a dis-
advantage to the growth of plants. Therefore,
the factory needs to make a temperature control
to give a better cultivation effect. The plant fac-
tory achieves temperature control with temper-
ature sensors and the air conditioning system.
Besides, the air conditioning system also pro-
vides the necessary breeze for the plant growth
environment. With the breeze, the surface of
leaves will make the stomatal conductance and
enhance the speed of growth.

3) The plant factory uses a water spray system for
environmental humidity control. For the small
houseplant factory, a spray system is suitable.
For large plants, the water system could be em-
ployed. The equipment of the spray system is
relatively simple. Usually, it includes the water
supply pipe and the spray head. For the nozzle
choice, it chooses the specific atomization spray
head generally.

4) In contrast to oxygen for human beings, carbon
dioxide is food for plants. It is the most critical
component of leaf photosynthesis. Plant facto-
ries have the potential to provide carbon diox-
ide for large production. However, since carbon

dioxide can be consumed quickly in the limited
cultivated space, the plants grow poorly with-
out enough carbon dioxide. Designing a car-
bon dioxide supply system requires a ventilation
duct from the top of the plant to increase the
rate of carbon dioxide. It will solve the difficulty
and make uniformly distributed carbon dioxide
within the apace.

5) A light control system within the plant is most
important. It constitutes the energy needed in
the plant. Without lights, leaf photosynthe-
sis cannot occur, all metabolism activity can-
not happen, and the average growth cannot be
followed. The light resources of the plant facto-
ries could be classified as artificial light and sun-
light. Artificial light is used in the plant system
with the sensors and the controllers. Sunburst
plants usually need the sunlight coming through
the transparent material, e.g., the glass or the
plastic cover, that functions as the exterior of
the building. In addition, the plant also selects
the coating material with heat-insulating and
reflected light-absorbing properties. The tech-
nologies used in the sunlight plants include heat
insulation material, automation equipment, and
air conditioning. According to the different light
sources, the plants could be classified into three
types. They are the sun-use plant factory, a
mix of sunlight and artificial light, and artificial
light.

Artificial light sources, such as T5 lamps and
LED lamps, come with high electricity efficien-
cies. In this study, LED is used as the light
source. LED has the advantages of easy in-
stallation, energy efficiency, no heat generation,
and high photosynthetic efficiency. Because
chlorophyll prefers light sources from a partic-
ular band, choosing different color light sources
and the usage frequency of light will affect plant
growth.

To monitor the plant factories remotely, cameras are
usually installed by the plant factories for managers.
The camera could rotate 360 degrees to let managers
observe the plant’s growth at any time. In addition,
to approach the goal of the intelligent plant factory,
this monitoring system will record all plant growth
data. Big data technology could be applied to ad-
vanced processing for the collected data.

The automatic control system is at the kernel of the
plant. It deals with all the monitored data and re-
sponses to the measurements. For example, when
the temperature sensor detects over high, the system
will send a cooling process command and turn on the
air conditioning. When the temperature decreases to
the setting, it turns off the air conditioning. When
the temperature drops below the limitation of the
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Figure 2: Hu et al.’s wireless sensor network of indoor
plant factory system architecture [9]

setting, the system will send a heating process com-
mand and turn on the heater. Similarly, the process-
ing in the light control system, the humidity control
system, and the water control system is controlled by
the automatic control system to approach the opti-
mal growth environment for the plants. Automation
has become an indispensable technology in plant fac-
tories to meet the control requirement for environ-
mental monitoring.

Module 2 is used for the data collection. In this mod-
ule, we will install various wireless sensors and a we-
bcam to collect data from the plant factory. The
elements include temperature sensors, humidity sen-
sors, luminosity sensors, and CO2 sensors. The we-
bcam could be used to observe plant growth at any
time from different perspectives. These sensors and
webcam technologies are integrated with the sensors
and the automatic control devices. The front sen-
sor detects the temperature, humidity, light, water,
oxygen, and another plant environment at any time.
When it changes to set the environment parame-
ters, it immediately starts the automatic control sys-
tem to adjust. If the environment has not changed
significantly, the sensing data is regularly transmit-
ted to the cloud server and accumulated as a vast
database [19, 26, 38, 40]. It could be used for cultiva-
tion reference. Also, it could be used for production
resumes. The proposed system architecture of the
wireless sensor network is shown in Figure 2.

Module 3 is used for information transmission. In this
module, we construct a wireless sensor network to
transmit the sensor’s data. We also have a cloud
system to collect all sensor data.

Module 4 is used for the data analysis. In this mod-
ule, we analyze big data technology and the artifi-
cial intelligence process. When the cloud server has
collected the various sensing data from sensors, the
cloud server will analyze these data and obtain the
optimization for the plant growth. Finally, these pa-
rameters will be returned to the automatic control
system in Module 1 to provide the best growth envi-
ronment.

3 The Federated Learning

Federated learning is a developing technology, so there
are many attacks against it. Common ones include pri-
vacy attacks and computer virus attacks. To increase the
security of federated learning and encourage data owners
to participate in the training of federated learning, feder-
ated learning is often combined with blockchain technolo-
gies. The security of federated learning can be enhanced
through the anti-tampering and decentralization of the
blockchain and privacy. However, a large amount of data
transmission in the blockchain will cause delays, which
may cause data fork problems.

With the rise of privacy awareness, federated learning
has gradually emerged [6]. The passage of GDPR, the
strictest privacy law in history, is undoubtedly a big blow
to companies like Google that use data collection. There-
fore, Google proposed the concept of federated learning
and the algorithm of federated training (Federated Aver-
aging) in 2016 [31]. First of all, in each round of training,
the central server sends a determined global model to the
participating users in this round. After the participating
users get the model, they conduct model training based
on their local data (for example, the typing records of the
users of each device using the input method, etc.). Next,
calculate the gradient through SGD and update the model
parameters. After the model converges, it is sent back to
the central server. After the central server receives the
models updated by participating users, these parameters
are averaged to generate a new model. Finally, the central
server returns the updated model to each user, and each
user updates the model. Yang et al. proposed a federated
learning method to improve Google’s input method [33].

Chen et al. studied privacy issues from the perspec-
tive of models [4]. Mothukuri et al. explained in detail
the concept of the operation mode of federated learning
and the classification of federated learning (vertical, hor-
izontal, and migration federated learning) [17]. It also
mentioned security issues, privacy issues, and various at-
tack methods of federated learning. It explains in detail
the threats to various attack methods and how to defend
against them. And put forward various privacy issues
that federated learning will face in the future and the re-
sults of comparison with decentralized machine learning.
Finally, Li et al. proposed the prospect of federated learn-
ing and the possible crisis and introduced the mechanism
and application of federated learning [13].

Regarding the research on the privacy of federated
learning, the standard privacy attack is an inference at-
tack. Shokri et al. studied the privacy leakage of members
in inference attacks of federated learning [22]. Salem et
al. proposed the first effective defense mechanism against
this broader class of membership inference attacks [20].
This membership attack preserves the usefulness of ma-
chine learning models. Nasr et al. proposed a white-
box reasoning attack for deep learning, which designed a
white-box reasoning attack to conduct a comprehensive
privacy analysis of the deep learning model [18]. Privacy
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leakage is measured by the parameters of the fully trained
model and by the parameter updates of the model during
training. Aiming at passive and active inference attackers,
a federated learning inference algorithm is designed, and
different prior knowledge of opponents is assumed. And
choose membership inference attack as the basis of deep
learning model privacy analysis. This method allows us
to analyze how to solve the privacy attack problem more
efficiently. Since federated learning requires each client
to perform calculations and then upload, it is prone to
client-side attacks and challenging to identify. Therefore
Song et al. proposed a framework combining GAN with
a multi-task discriminator called multi-task GAN-assisted
identification (mGAN-AI) [23]. It can simultaneously dis-
tinguish the input sample category, real-world situations,
and customer identities. A novel distinction of client iden-
tity enables generators to recover user-specified private
data to identify attackers. Zhao proposes a novel poi-
soning defense generative adversarial network (PDGAN)
to defend against persistent attacks [39]. PDGAN can
reconstruct training data from model updates and audit
each participant’s model’s accuracy using the generated
data. Participants whose accuracy is below a predefined
threshold are identified as attackers, and the attacker’s
model parameters are removed from the training process
in this iteration.

Chen et al. proposed a new user-level reasoning at-
tack mechanism in federated learning [4]. Using the gen-
erated adversary network inclusion method can increase
the richness of the final member inference model train-
ing set, which can be used in single-label and multi-label
cases. Guowen Xu et al. designed a novel solution to
reduce the negative impact of irregular users on train-
ing accuracy, thereby ensuring that the training results
mainly come from the contribution of high-quality data,
thereby improving the system’s robustness [30].

Regarding the security research of federated learning,
the common one is poisoning attacks. Chen et al. stud-
ied data poisoning attacks in decentralized machine learn-
ing [5]. Biggio et al. first proposed the concept of data
poisoning attacks against ML algorithms in 2012 [1]. At-
tackers target vulnerabilities in support vector machine
algorithms and try incorporating malicious data points
during training to maximize classification errors. Since
then, various approaches have been proposed to mitigate
data poisoning attacks of ML algorithms in different en-
vironments.

The FL environment enables clients to participate in
training data and send model parameters to the server.
But it allows malicious clients to corrupt the global model
by manipulating the training process. Data poisoning
in FL is defined as generating dirty samples to train a
global model in the hope of generating falsified model pa-
rameters, sending them to the server, and designing a
secure and resilient Distributed Support Vector Machines
(DSVM) algorithm in adversarial environments where at-
tackers can manipulate training data to achieve their
goals [37]. They developed a game-theoretic approach

to capture the conflict between an opponent and a set
of distributed data-processing units. Nash equilibrium in
this game method can predict the outcome of learning al-
gorithms in adversarial environments and enhance the re-
silience of machine learning through dynamic distributed
learning algorithms. Zhang et al. studied poisoning at-
tacks in generative adversarial networks. By using gen-
erative adversarial networks to perform poisoning attacks
on alliance learning models, many experiments were done
to prove the feasibility of their attacks [35].

This research will design federated learning based on a
blockchain-based intelligent plant factory system to solve
the problems above of federated learning security and pri-
vacy attacks. Because of the decentralized nature of the
blockchain [32], Kim et al. proposed a blockchain fed-
erated learning (BlockFL) architecture by utilizing the
blockchain [11]. In this architecture, locally learned model
updates can be exchanged and validated. On-device
machine learning can be achieved without any central-
ized training material or coordination by leveraging the
consensus mechanism in the blockchain. However, the
blockchain has a large data transmission, so it is prone
to delay problems. Seike analyzes the end-to-end latency
model of blockchain federated learning and describes the
optimal block generation rate by considering communi-
cation, computation, and consensus latency [21]. Kim
et al. enhanced the performance of federated learning
blockchains through lightweight encryption methods [12].
Martinez et al. and Yu et al. used the blockchain reward
mechanism to promote data owners to participate in fed-
erated learning training and increase the accuracy of the
global model [34]. Wang et al. propose a framework with
two perturbation methods for differentially private collab-
orative filtering to prevent the threat of inference attacks
against users [25].

4 The Proposed Privacy and Se-
curity of Federated Learning for
Intelligent Plant Factory Sys-
tems

Machine learning can predict results or obtain impor-
tant data features through training data. However, the
concept of privacy has gradually increased, and informa-
tion has become unable to be freely shared and utilized.
Therefore, Google proposed federated learning. This al-
lows multiple users to jointly train a model without know-
ing each other’s data, which can break the problem of
data islands. However, since federated learning is still un-
der development, many loopholes exist. Many malicious
actors launch many attacks out of curiosity or malicious
intent. Among them, two common attacks are privacy
and security. Privacy attacks are mainly to steal data
content, while security attacks are mainly to destroy the
correctness and accuracy of the trained model. This pa-
per proposes federated learning for intelligent plant fac-
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tory systems to address privacy and security attacks.
Figure 3 is the proposed framework of the indoor plant

factory system architecture. Intelligent plant factories
must continuously collect sensing data from other facto-
ries to update parameters in real time and obtain the best
plant growth environment. The cluster head will first col-
lect all sensing data (temperature, humidity, luminosity,
CO2, the plant growth) of each intelligent plant factory
system. Then all cluster heads send their sensing data to
a cloud server for training and classification by deep learn-
ing. However, if the collected sensing data is forged or col-
lected, it will affect the performance of machine learning.
In this paper, after using the federated learning technol-
ogy to train the local data in each region, upload the gra-
dient loss and generate blocks in the blockchain. Finally,
verify and aggregate it into a complete model trained with
all the data instead of directly uploading the local data
to ensure privacy and data security.

4.1 The Proposed Privacy of Federated
Learning for Intelligent Plant Factory
Systems

Nasr et al. proposed white-box inference attacks against
deep learning [18]. White-box inference attacks measure
privacy leakage through the parameters of a fully trained
model and the parameter updates of the model during
training. This research is based on the white-box infer-
ence attack as the defense goal [18], and the white-box
inference attack uses gradient correction as the primary
reasoning tool. Therefore, the method of this study ad-
dresses this problem of gradient leakage.

To solve the problem that federated learning is vulner-
able to reasoning attacks by attackers, this study designs
a method to hide part of the gradient correction value
to reduce the attack information obtained by attackers.
In addition, this study uses differential privacy to add
noise [18]. That is to add randomized noise to the up-
loaded gradient correction amount to cover up the actual
data and increase the difficulty for attackers in inference
attacks [25].

1) Conceal part of the gradient correction amount:
This study hides some gradients to enhance the Pri-
vacy of federated learning. However, the accuracy
rate will decrease while hiding a part of the gradient.
Therefore, it is necessary to balance the hidden gradi-
ent amount and accuracy and design experiments to
test its accuracy. Finally, strike the best balance be-
tween accuracy and Privacy to find the best-hidden
ratio.

2) Add noise using differential privacy
This project will use Laplace noise to add noise.
Since the mathematical properties of the Laplace dis-
tribution coincide with the definition of differential
privacy, this noise is used in many researches and
applications. For a randomization algorithm S, the
two output distributions obtained by acting on two

adjacent data sets (D & D’) are indistinguishable.
The formal definition of differential privacy is:

PrS(D) ∈ R ≤ eϵ · PrS(D′) ∈ R

The probability of obtaining a particular output R
should be about the same if the algorithm is applied
to any adjacent data set. Then we say that this al-
gorithm can achieve the effect of differential privacy.
That is to say; it is difficult for observers to detect a
slight change in the data set by observing the output
results to protect privacy.

4.2 The Proposed Security of Federated
Learning for Intelligent Plant Factory
Systems

This research addresses the security attacks of federated
learning, such as poisoning attacks, backdoor attacks, and
so on [14]. The attack most likely to occur in FL is
called a poisoning attack. Because every client in FL
can access the training data. Therefore the possibility
of adding tampered material weights to the global ML
model is very high. Poisoning can occur during the train-
ing phase and affect the performance and accuracy of the
training dataset or the local model, indirectly tampering
with the global ML model. A large number of clients
perform model updates in FL. That is, the likelihood of
a poisoning attack from one or more customers’ training
materials is high, and the severity of the threat is high.
Poisoning attacks are divided into (1) data poisoning, (2)
data tampering, and (3) model poisoning.

This study utilizes the defensive approach mentioned
in Biggio et al. method [1] for federated learning in in-
telligent plant factory systems. And based on these de-
fense methods, design a new defense method combined
with blockchain. The federated learning of the intelligent
plant factory system combined with the blockchain can
effectively prevent data from being tampered with or in-
jected through the blockchain’s immutable and effective
verification mechanism.

Federated learning combined with blockchain can ef-
fectively solve the low participation rate of data owners
and security attacks in federated learning through the im-
mutability of blockchain, an effective verification mecha-
nism, and a quantified reward mechanism (virtual cur-
rency). However, because of the distributed node struc-
ture of federated learning, there will be a lot of trans-
fer work, and these transfer jobs will generate a lot of
delay. Furthermore, it includes upload and download,
model update, and cross-validation, so it is prone to
blockchain forks. An end-to-end latency model for con-
sortium blockchains is formulated to address this issue by
considering communication, computation, and proof-of-
work (PoW) latency [21]. This study designs lightweight
encryption for transmission, and by adjusting the block
generation rate (i.e., PoW difficulty), finds the mini-
mum delay, and then conducts experiments with various
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Figure 3: The proposed framework of the indoor plant factory system architecture

lightweight encryption transmission methods and com-
pares them to prove that it can reduce delay in trans-
mission. The research method is as follows:

1) Use Hyperledger to build a virtual environment for
federated learning.

2) Design a lightweight encryption method and adjust
the block generation rate in the blockchain to find
the optimal delay rate.

3) Experiment and compare various lightweight encryp-
tion systems, and select the lightweight encryption
system with the best delay rate.

5 Conclusion

This paper proposes the privacy and security of federated
learning for intelligent plant factory systems. There are
three main contributions as follows:

1) This research develops a method to hide some gradi-
ent corrections so that node users can reduce the risk
of data being derived from inference attacks when up-
loading gradient corrections. In addition, differential
privacy can increase the difficulty for attackers in rea-
soning attacks. This research can improve the data
security and privacy of data owners and can increase
the willingness of data owners to participate.

2) This research develops a blockchain-based defense
method to defend against poisoning attacks and can

effectively strengthen the security of models and data
to prevent tampering attacks. In addition, it has dra-
matically improved the reliability of the model.

3) This study applies blockchain technology to design
a federated learning blockchain system that can en-
hance privacy and security and apply it to the intel-
ligent plant factory system to ensure the correctness
of data. The traditional central server is not entirely
trustworthy and safe, and using blockchain can build
models more safely and improve the security of data
and models.
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