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Abstract
Deep Learning (DL) is increasingly being used in Software Defined Networks (SDNs) to detect Distributed Denial of Service (DDoS) attacks because of high attack detection accuracy. This paper presents a survey on the types of deep learning techniques used to detect DDoS attacks in SDNs. Attack statistics show that DDoS attacks are on the increase. Some of the factors that have contributed to the increase in DDoS attacks is the inability of current techniques to detect unknown DDoS attacks, which can be referred to as zero-day attacks. In this work, we look at deep learning techniques and how they are used to detect DDoS attacks. The current techniques' weaknesses are discussed and recommendations are made.
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1 Introduction
Recent years have seen a sharp increase in internet traffic and at the same time a significant decrease in the use of network physical infrastructure. Network physical infrastructure is rapidly being replaced by the increased use of smart technology and the cloud as infrastructure. Smart technology has led to an increase in the use of smart IoT devices, connected to the internet. Virtualization has also contributed to an increase in internet traffic [49,81]. Traditional networks are hardware-based, and for them to be used with smart technologies, there needs to be more hardware infrastructure in place to function effectively. For this reason, Software Defined Networks were introduced.

Software Defined Networks (SDN) were introduced because of the enormous increase in network connectivity and exposure to vulnerabilities. Because SDN is software-based, network management as well as its performance usually improves [68]. The SDN is made up of three planes, the Application Plane, the Control Plane, and the Data Plane [54]. The control plane is responsible for all the activities of the SDN. It has a centralized operational architecture, which makes managing network resources easy. The centralized architecture has made the SDN vulnerable to security risks and threats of attacks [67]. One common attack it is exposed to is the Distributed Denial of Service (DDoS) attack [41]. DDoS attacks attack the controller of the SDN. The controller controls and manages how the SDN operates and functions. A DDoS attack sends continuous requests to the SDN controller which overloads the controller and denies legitimate traffic requests, which do not get any response from the network resources [15].

SDNs are widely used today because of their ability to separate the control plane from the data plane. The control plane and the data plane were separated because of increasing network traffic and the need to have a reliable network with high performance. The control plane is responsible for routing and network management. It operates by making a single application program able to control multiple programs. The Data Plane is responsible for forwarding programmable packets such as OpenFlow [94]. OpenFlow protocols let a server tell network switches where to route packets. The SDN controller can collect network data because it has an overall view of the network, making it easy to facilitate applications such as machine learning algorithms to be implemented in the controller [75]. Machine learning algorithms can be used to perform traffic analysis and improve traffic classification [43,55].

This paper summarizes recent developments in detecting DDoS attacks in SDN using deep learning techniques. The SDN architecture is presented in Section 2, related surveys are presented in Section 3. Section 4 presents DDoS attacks. Deep and other machine learning techniques are presented in Section 5. Section 6 presents detecting DDoS attacks in SDN using deep learning tech-
2 SDN Architecture

Software Defined Networks break down the network into smaller disjoint parts. An SDN divides the functions of traditional networks into different parts and configures the parts according to functionality. Figure 1 shows the SDN architecture. Changes can be made instantly to the network functions. The SDN performs load balancing [11]. For example, if one area of the network is overwhelmed with data packets, the SDN routes the packets to where there is enough capacity. SDN uses one central point of operation, which is called the Control Plane to manage the entire network [1].

Each function of the SDN is programmed to operate automatically [8]. The SDN can allocate resources where they are needed the most on the network. The SDN has real-time centralized control of the network, which improves network performance and enhances the optimization of network function [70]. The other benefit of the SDN is virtualization [14]. Virtualization makes it possible to access both virtual and physical elements from one location. Virtualization allows multiple virtual networks to share resources from the same infrastructure and a virtual network has a simpler topology than the physical network.

2.1 Data Plane

Virtual switches and physical switches are found on the data plane [87]. Virtual switches communicate with other virtual machines by using software programs. Virtual switches are also referred to as software switches. Switches forward, drop, and modify packets received from the control plane [91]. The data and control planes communicate using network interfaces.

2.2 Control Plane

The control plane controls the entire operation of the network in a systematic and coordinated way [95]. It makes decisions and controls all operations through the SDN controller [7]. It provides control functionality using Application Programming Interfaces (APIs) to monitor the networks using an open interface. APIs are software interfaces that allow two or more applications to communicate with each other. The controller interacts with the data plane using the southbound API; the southbound APIs are used to communicate between the SDN controller and the switches and routers of the network [44]. The control plane updates forwarding rules that help with network management [93]. The southbound API facilitates the communication between the data plane and the control plane through the switches.

2.3 Application Plane

The responsibility of the application plane is to host applications that instruct the controller to perform changes depending on the requirements of its northbound APIs [47]. Applications such as end-user business applications, network virtualization, mobility management, and security applications are found on the application plane [24]. The application plane performs optimization and network management [76]. Depending on the network information and business requirements, the application plane can implement control logic, which is responsible for modifying network behavior.

3 Related Surveys

In this section, we present a review of published survey papers. SDN and Machine Learning (ML) techniques have improved the way DDoS attacks are detected and classified in SDN. The SDN controller provides centralized control and management, allocates resources, and directs network traffic. In a DDoS attack, the attacker attacks the controller so that network resources become inaccessible. Table 1 shows a summary of related survey papers on DDoS attacks in SDN. Table 1 is divided into two subsections; Subsection A is Traditional ML algorithms, and subsection B is SDN Techniques. Subsection A discusses published papers on how Traditional ML algorithms are applied in SDN to detect DDoS attacks. Subsection B discusses published papers on how SDN techniques are applied in SDN to detect DDoS attacks. SDN techniques protect the SDN by continuously monitoring network traffic. If malicious traffic is detected, the SDN controller takes action by applying the techniques to firewalls by updating the firewall rules to allow or block the traffic.
3.1 Traditional Machine Learning Algorithms

Zhao et al. [96] discussed using ML algorithms in the context of SDNs in two ways. In the first approach, they used ML algorithms in SDN to classify network traffic. In the second approach, they used ML algorithms with network applications in SDN to classify network traffic. They compared the two approaches for performance and accuracy. They concluded that more has to be done to improve ML algorithms’ ability to classify the network traffic in SDNs. Yan et al. [92] discussed new research on traffic classification technologies in SDNs. They analyzed challenges in traffic classification in SDNs and made recommendations.

Nguyen et al. [60] discussed the landscape of ML-enabled security intrusion detection in SDNs. They analyzed the vulnerabilities and attack methods and concluded by developing a new ML-based SDN security mechanism. Ahmad et al. [3] discussed evaluating traditional ML algorithms such as SVM and Logistic Regression to counter DoS and DDoS attacks in SDNs. Results showed that SVM produced the best results against all the other traditional machine learning algorithms used.

Sultana et al. [80] discussed traditional machine learning algorithms that leverage SDNs to implement Network Intrusion Detection Systems (NIDSs). They outlined various intrusion detection mechanisms using Deep Learning approaches. They used the SDN as the platform to carry out the analysis. They concluded that more needs to be done to be able to monitor real-time intrusion detection systems in high-speed networks. Gebrenarian et al. [31] discussed traditional ML algorithms used for different applications such as network planning, management, and security in SDN and Network functions virtualization (NFV) environments. NFV is the replacement of network appliance hardware with virtual machines [13]. They concluded by laying out the challenges of detecting DDoS attacks in SDN and NFV using traditional ML algorithms.

Alamri et al. [5] reviewed and compared traditional ML algorithms to detect DDoS attacks in SDN. They evaluated NB, K-NN, SVM, DT, RF, and XGBoost algorithms based on accuracy, precision, recall, and f1-score. Results showed that XGBoost had the best overall performance. Sahoo et al. [72] discussed using traditional ML algorithms to detect DDoS attacks in SDN. They compared KNN, NB, SVM, RF, and LR algorithms for performance based on prediction and classification accuracy. Results showed that LR had the best prediction and classification accuracy compared to the other algorithms.

Singh et al. [77] discussed the SDN architecture and its ability to protect itself against DDoS attacks. The authors reviewed over 70 published publications in this area. Results from the review showed that 47% of the approaches are theory-based, 42% used traditional machine learning-based and 20% used artificial neural network-based.

3.2 Software Defined Network Techniques

Da Costa et al. [17] discussed providing security to network infrastructure using ML techniques. The ML techniques were used to enhance the Internet of Things (IoT) and an Intrusion Detection System (IDS). Results showed challenges in fully securing IoT and IDS systems. Dharadhikari et al. [20] discussed and summarized DDoS attacks on SDNs and how they are detected and mitigated. The authors made a comparison using past and present studies and recommended the need to have strong mitigation techniques in place. They also acknowledged that DDoS attacks cannot be fully prevented.

Dantas et al. [18] discussed the need to come up with new virtual techniques to prevent DDoS attacks in SDNs in an IoT environment. The authors explained that when a technique is applied based on a scenario in the IoT environment, justification has to be given regarding its suit-
ability. A summary was provided based on the strengths and weaknesses of the techniques to detect DDoS attacks in an IoT environment.

Pajila et al. [12] discussed the growth and security of IoT systems. It is heterogeneous in design, and the way it operates through the internet exposes it to DDoS attacks. The authors concluded that there is a gap in modeling platforms, such as not having context-based security, and clients controlling access. Eliyan et al. [26] discussed two countermeasures that can be used for detecting, mitigating, and preventing DoS and DDoS attacks in SDNs. The two approaches are Intrinsic and Extrinsic approaches. The intrinsic approach is applied to SDN components and their functionalities. The extrinsic approach is applied to the network traffic flow and feature characteristics in SDNs. They concluded that more research had to be performed to improve the detection accuracy of DoS and DDoS attacks in SDNs.

Fajar et al. [28] discussed security vulnerabilities in the SDN controller. They concluded that the current defense mechanisms are not effective against DDoS attacks. Al-adaileh et al. [4] discussed techniques used to detect DDoS attacks in SDNs. They explained the important role the SDN controller plays in protecting the SDNs. They further gave a detailed summary of the state-of-the-art and made future research recommendations such as combining different DDoS attack patterns, to create a more complex and effective defense technique.

Dong et al. [23] discussed DDoS attacks in both SDNs and the Cloud, along with a summary of DDoS attacks in SDNs and how they are detected and prevented. The authors recommended using traffic classification models to improve DDoS attack detection. Ubale et al. [84] discussed an SDN’s ability to prevent DDoS attacks because of architectural design. The authors gave specific types of DDoS attacks that the SDN is unable to prevent and recommended future research to help thwart vulnerabilities against DDoS attacks.

Herrera et al. [9] discussed security concerns of SDNs by comparing different studies already concluded in this area by universities and the cybersecurity industry. The authors focused on security concerns such as the effectiveness of the current countermeasures used to detect DDoS attacks in SDN. They recommended more research to address the security concerns of the SDN.

Sahay et al. [71] discussed the benefits of SDNs in providing network security compared to traditional networks. The centralized architecture of the SDN controller makes it easy to dynamically configure the network, and also makes it easy to identify and mitigate DDoS attacks. The controller can analyze the entire network traffic in real time because of its global view of the network. The authors recommended more research on SDNs and applications situated in SDNs. They recommended that new SDN applications pay attention to network security.

4 DDoS Attacks

DDoS attacks attack the server or network with the intention of disrupting its normal function [35]. They continuously send malicious traffic requests to the system. The system is eventually unable to respond to requests and stops working and functioning normally. The system becomes unable to respond to requests coming from legitimate sources or users [72]. Legitimate users are trying to order books from Amazon.com website; as they browse through the website looking for specific books, the requested website is sending requests to the server database [74]. At the same time, the attackers are also sending multiple fake malicious requests to the server as well. The attackers’ continuous requests coming from different sources overwhelm the system and use up its network bandwidth [10]. This causes the legitimate users’ computers to be denied service because the server has been overwhelmed with fake malicious requests. Figure 2 presents a taxonomy of the types of DDoS attacks, and Figure 3 illustrates a DDoS attack.

4.1 Types of DDoS Attacks

4.1.1 Volume-Based Attacks

Volume-based attacks are DDoS attacks that aim to deplete the bandwidth of a network system [42]. The attackers use bots to amplify the attack by spreading malware which is transmitted through the bots and is spread through network traffic. Examples of volumetric-based attacks are UDP flood, ICMP flood, and IPSec flood attacks.

4.1.2 Protocol Attacks

Protocol attacks are DDoS attacks that prevent a legitimate user’s computer from establishing a connection with the host computer [53]. This attack uses the 3-way handshake, SYN, SYN-ACK, and ACK, to carry out an attack. The legitimate user client computer sends a request (SYN), to the host computer. The host computer responds to the client computer accepting to establish a connection (SYN-ACK). Once the client computer receives the acknowledgment to establish a connection, it
Figure 3: Distributed denial of service attack

sends back an acknowledgment (ACK), and then the connection is established. What the protocol attack does is when the client computer sends a request to the host computer to establish a connection, the attackers send continuous SYN requests, to the host computer at the same time the client computer sends the request to establish a connection. The aim is to exhaust the system so that it is unable to respond and establish a connection with the client’s computer. Syn flood, Ping of Death, and Smurf DDoS attacks are examples of protocol attacks.

4.1.3 Application Plane Attacks

Application plane attacks attack the applications that make networks function properly [51]. They attack the applications by taking advantage of security flaws in the applications to carry out an attack. The application becomes unable to communicate with other applications and users. HTTP Flood, Slowloris, and Mimicked User Browsing attacks are an example of application plane attacks [32].

5 Deep and other Machine Learning Techniques

Attackers are taking advantage of the growing number of IoT devices connected to the internet, and the increasing amount of network traffic to the internet to launch DDoS attacks. Attackers are using more complex and sophisticated attack methods to carry out these DDoS attacks, which are difficult to detect. Because of the large amount of labeled data used to carry out these attacks, deep learning-based detection techniques may be the best techniques to use to detect DDoS attacks. DL techniques produce the best detection rate and classification accuracy when a large amount of labeled data is available. Compared with DL techniques, traditional ML techniques may not produce as high accuracy in detecting DDoS attacks.

DL techniques require a large amount of labeled data input to produce the desired accuracy. The data used for training need to be correctly labeled for the trained model to correctly classify unseen examples. If the input data are not correctly labeled, the model is unlikely to produce the correct classification. Most DDoS attacks are unknown attacks (zero-day attacks): this means the training dataset does not contain any similar labeled examples. DL techniques are the best techniques to detect DDoS attacks because:

- DL techniques are excellent, during training at discovering useful hidden features in the data. A trained DL network can extract features from previously unseen examples, and classify such examples well.
- Some DL techniques can learn long-term dependencies of temporal patterns.

Below we present the taxonomy of commonly used DL techniques for detecting DDoS attacks in SDN in Figure 4 and we discuss the techniques. We end the section with a short discussion of relevant traditional machine learning approaches also since many of the papers presented in this survey refer to such approaches in addition to DL methods.

5.1 Discriminative Learning Techniques

Discriminative Learning Techniques are techniques that learn the boundaries between classes in a dataset. The techniques use probability estimates and maximum likelihood to create new instances, in order to find the boundary separating one class from the other.

5.1.1 Multilayer Perceptron

Multilayer Perceptron (MLP) are neural networks that are made up of one or more densely connected hidden layers between the input and output layers. Figure 5 shows the architecture of MLP. MLPs are trained by adjusting
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the weights of each connection after it is shown a dataset of labeled examples one by one [82]. The error or loss between the expected result and the output of the MLP determines the adjustments to be made to the weights. This process continues until the loss is reduced to a level that does not change the outcome.

5.1.2 Convolutional Neural Network
Convolutional Neural Networks (CNNs) are primarily used for image classification and object detection [37]. CNNs have strong extraction capabilities that are used to automatically extract useful features from input data. The input data is passed through different layers of the CNN for feature extraction. As data move from one layer to the other, features are extracted at various levels of abstraction [30]. Figure 6 shows an example of CNN architecture.

5.1.3 Recurrent Neural Network
Recurrent Neural Networks (RNNs) are used in Natural Language Processing (NLP) [57]. The input at a time step is processed and produces an output. Then the output of this step is processed together with the input to the next step. This allows the RNN to remember the inputs in the previous steps in a sequence [30]. The output of RNN at a certain step is dependent on previous input elements in a sequence as illustrated in Figure 7. In this figure, A is the input layer, B is the hidden layer with a recurrent loop, and C is the output layer. X, Y, and Z are network parameters used to improve the output of the model.

5.2 Generative Learning Techniques
Generative Learning Techniques are techniques that focus on the distribution of individual classes in a dataset. The technique uses likelihood and probability estimates to model data points and differentiates between class labels in a dataset. The technique uses joint probability, by creating instances where a given feature input (a) and the desired output (b) exist at the same time.

5.2.1 Generative Adversarial Networks
Generative Adversarial Networks (GANs) consist of two models, a Generator and a Discriminator [2]. The generator creates fake samples, which are then used to fool the discriminator [52]. The discriminator is trained on real as well as generated fake samples, and learns to distinguish between real and fake samples well. After the discriminator has determined whether a sample is real or fake, the result is sent back to the generator which is trained to generate better fake images. The generator is always trained with real samples. Figure 8 shows the GAN architecture.

5.2.2 Autoencoders
Autoencoders (AEs) are unsupervised neural networks [86]. They consist of two parts, the Encoder, and the Decoder. The encoder takes the input and learns how to compress and encode the data into a code. Then the decoder learns how to reconstruct the encoded data representation to create output [54]. The output is similar to the original input. The difference between the input and output is the input contains signals that have noise while the output has no noise, the signal has been denoised, as shown in Figure 9.

5.2.3 Self-Organizing Maps
Self-Organizing Maps (SOMs) are shallow neural networks that are trained on unlabelled data [35]. They are used for clustering high-dimensional inputs to easily visualize the two-dimensional output. A SOM has two layers, the input layer, and the output layer connected by edges with weights [90]. The weights determine the specific location of each neuron in the two-dimensional space. Weights are trained and updated to change the position of neurons into clusters that we can easily see. They can also be used to combine diverse datasets to find patterns. Figure 10 shows the SOM architecture.
5.3 Hybrid Learning Techniques

Hybrid learning techniques are techniques that are comprised of a combination of two or more deep learning models, such as discriminative or generative deep learning models. The combination of these models can be used to extract more meaningful and robust features, depending on the target use.

5.3.1 Convolutional Neural Network-Long Short Term Memory

The Convolutional Neural Network-Long Short Term Memory (CNN-LSTM) model has been used for sequence prediction with spatial inputs. Figure 6 shows the CNN-LSTM model, which combines convolutional neural networks for feature extraction with long short-term memory units for temporal sequence modeling. This hybrid approach allows for the capture of both spatial and temporal dependencies in the data.
LSTM architecture \[46, 50\]. The input are images that are fed into the CNN. The CNN extracts features from the image and feeds them to the \[40\]. Long Short-Term Memory (LSTM) networks are a type of recurrent neural network capable of learning long-term dependencies. Traditional Recurrent Neural Networks are incapable of learning to detect long-term dependencies, and LSTMs were introduced to fix this problem.

5.4 Reinforcement Learning Technique

Reinforcement Learning is a machine learning technique that involves an agent learning how to interact with its environment by performing actions and seeing the results of actions \[22\]. The agent learns the best action to maximize its long-term reward. The agent gets positive feedback for each good action and negative feedback or a penalty for each bad action. The agent learns from the feedback and experience from its environment without depending on any labeled data \[89\].

5.5 Traditional Machine Learning Technique

Traditional machine learning methods use computational, statistical, and mathematical methods to deploy algorithms that extract patterns out of raw data on input. They automatically learn from the data and past experiences and be able to make a prediction. Traditional machine learning classification algorithms usually can perform well when trained with a small amount of data compared to DL. However, DL approaches usually produce better accuracy, assuming a large amount of labeled data is available.

5.5.1 Support Vector Machine

Support Vector Machines (SVMs) are supervised learning algorithms that have been widely used for solving complex classification and regression problems \[65\]. SVMs can perform data transformations that can be leveraged to determine boundaries between data classes when trained on examples from predefined classes. Given a set of high-dimensional data points or vectors in a vector space, it looks for the separating hyperplane that separates the vector space into subspaces containing sub-sets of vectors. Each sub-set corresponds to one class. Assuming binary classification, the separating hyperplane maximizes the margin between the two subspaces. Classification can be performed by finding the hyperplane that differentiates the two classes very well.

5.5.2 Decision Tree

A Decision Tree (DT) is a supervised machine learning technique that produces a tree-like structured classifier in which data is repeatedly divided at each row based on certain rules until the outcome is generated \[64\]. They are used for solving both classification and regression problems. A DT has two types of nodes, Decision Nodes, and Leaf Nodes. The decision nodes are used to make decisions and the leaf nodes are the output of those decisions and do not add any more branches.

5.5.3 Random Forest

Random Forest (RF) is a supervised machine learning technique that uses an ensemble of decision trees for both classification and regression. The forest consists of a number of decision trees created by sampling training instances and sampling attributes of training instances. Each tree individually classifies an unseen instance, and the classification with the most votes is selected \[79\].
5.5.4 Naive Bayes

Naive Bayes (NB) is a supervised learning technique used for classification and applies the Bayes theorem, with the assumption that all features of the data instances are independent of each other. The features independently contribute to making a probability of a label given the observed features \[16\].

5.5.5 Logistic Regression

Logistic Regression (LR) is a supervised learning technique that is used to predict the probability of the occurrence of a class with the help of independent variables or features. There are only two outcomes or classes, 1 or 0, true or false \[98\].

6 Detecting DDoS Attacks in SDN Using Deep Learning Techniques

An SDN uses the controller to control the entire network’s functions by intelligently allocating and prioritizing network resources. The advantages of SDNs are that they can work without human intervention, can be programmed to make decisions, can allocate network resources, and can route traffic to the right destination within the SDN. The SDN controller is responsible for the security of the SDN. Unfortunately, the SDN controller itself is vulnerable to DDoS attacks.

The centralized architecture of the SDN exposes it to DDoS attacks and is regarded as a single source of failure. An SDN itself is unable to determine whether the network traffic is normal or anomalous, which makes it difficult for the SDN to detect and prevent DDoS attacks. This vulnerability has led to the introduction of Deep Learning for the detection of DDoS attacks. Deep learning intelligently learns data flow features in the network traffic and classifies them as either normal or anomalous.

Below we discuss published papers on deep learning approaches used to detect DDoS attacks in SDN. The section is divided into Discriminative, Generative, and Hybrid Learning approaches. Table 2 is a summary of published papers on approaches to Detect DDoS Attacks in SDNs. The tables is divided into approaches, year the papers were published, the techniques used and the datasets used.

6.1 Discriminative Learning Techniques

Lee et al. \[48\] proposed DL Intrusion Detection and Prevention System (DL-IDPS) to detect and prevent DDoS and brute force attacks in SDN. They evaluated the performance of the proposed system with MLP, CNN, and LSTM models. Results showed that the system produced the best performance with an accuracy of 99% detecting brute force attacks and 100% accuracy detecting DDoS attacks.

Wang et al. \[88\] proposed an SDN-Home Gateway (HGW) framework that improves the SDN controller management of smart devices connected to the network. The SDN-HGW can control end-to-end network management. But SDN-HGW cannot carry out real-time encrypted packet inspection, which puts the network at risk of DDoS attacks. To overcome this risk, the authors proposed a classifier called DataNet, developed based on MLP and CNN models. DataNet can detect and classify encrypted network packets in real-time. Results from an evaluation showed that DataNet had a detection and classification accuracy of 98%.

Narayanadoss et al. \[59\] proposed a DL model that relies on SDN traffic to get information about the flow size and timestamp measurements. They compared 3 techniques, MLP, CNN, and LSTM, to determine how many correlations are present in the traffic flow from compromised nodes. Results showed that all the models achieved above 80% detection rate of compromised nodes and LSTM had the best detection rate of 87%.

Janabi et al. \[39\] proposed a DL Early Warning Proactive System (DL-EWPS) predict network attacks in SDNs.
using CNN for classification. The system converted numerical data to RGB images to improve CNN classification and added extra features from flow tables statistics. The system achieved **100%** DDoS attack classification accuracy.

Haider et al. [33] proposed an ensemble CNN framework to detect DDoS attacks in SDN. The authors compared the ensemble CNN with ensemble RNN, ensemble LSTM, and hybrid reinforcement learning. They used the CICIDS2017 dataset which was fully labeled with 80 features of network traffic with benign and attack traffic. They used random forest regression for the feature selection of the 80 features of the network traffic. They evaluated the proposed model with other models. The proposed ensemble CNN framework achieved the best accuracy in detecting DDoS attacks with **99.45%**.

Polat et al. [66] proposed an Recurrent Neural Network (RNN) classifier to detect DDoS attacks in SDN-based Supervising Control and Data Acquisition (SCADA) system. The RNN classifier was evaluated in with Long Short-Term Memory (LSTM) and Gated Recurrent Units (GRU) models. Results showed the proposed RNN classifier had the best accuracy of **96.67%** detecting attacks in SDN-based SCADA system.

### 6.2 Generative Learning Techniques

AlEroud et al. [6] proposed an approach that generates attacks on SDN to train the SDN to learn to detect attacks. Generative Adversarial Networks were used for adversarial training. They evaluated the approach using two scenarios; in the first scenario, GAN was not used and in the second scenario, GAN was used. Results showed the second scenario had the best performance by accurately identifying attacks in SDN when GAN was used, and the first scenario had low attack detection accuracy in identifying attacks in SDN when GAN was not used.

Novaes et al. [62] proposed an adversarial training system that uses Generative Adversarial Network (GAN) to detect and defend the SDN against DDoS attacks. The system was evaluated with other methods, CNN, LSTM, and MLP. The methods were tested in two separate scenarios. In the first scenario, the GAN had the best accuracy of **99.78%** detecting DDoS attacks in SDN. In the second scenario, the GAN had the best accuracy of **94.38%** detecting DDoS attacks in SDNs. Thus, the GAN had the best performance in both scenarios.

Ujjan et al. [55] proposed a sflow and Adaptive Polling band sampling with Snort IDS and Stacked Autoencoders (SAE) for detecting DDoS attacks in IoT networks. The model uses snort IDS to identify network traffic and uses Stacked Autoencoder to classify traffic as either benign or DDoS attack traffic. Snort IDS and SAE were used in both sFlow and Adaptive polling sampling. Adaptive polling sampling is an algorithm is used to refine polling intervals based on the rate of change of network traffic flow. Results showed good sflow achieved **95%** DDoS attack accuracy with less than **4%** false positive rate and Adaptive polling-based sampling achieved **95%** DDoS attack accuracy with less than **8%** false positive rate.

Meng et al. [56] proposed a SOM-based DDoS attack defense mechanism to detect DDoS attacks on Internet of Things devices. The mechanism uses the connection between the SDN and the Internet of Things (IoT) devices to detect DDoS attacks. When a DDoS attack is detected, the proposed mechanism blocks traffic to and from the IoT devices. Results showed the proposed mechanism accurately detected DDoS attacks in IoT devices.

<table>
<thead>
<tr>
<th>Approach</th>
<th>Publication</th>
<th>Year</th>
<th>Technique</th>
<th>Dataset Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Discriminative</td>
<td>Lee et al. [48]</td>
<td>2020</td>
<td>MPL,CNN,LSTM</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Wang et al. [88]</td>
<td>2018</td>
<td>CNN</td>
<td>ISCX</td>
</tr>
<tr>
<td></td>
<td>Narayanadoss et al. [59]</td>
<td>2019</td>
<td>CNN,RNN,LSTM</td>
<td>Mininet-WiFi</td>
</tr>
<tr>
<td></td>
<td>Janabi et al. [39]</td>
<td>2022</td>
<td>CNN</td>
<td>InSDN</td>
</tr>
<tr>
<td></td>
<td>Haider et al. [33]</td>
<td>2020</td>
<td>CNN</td>
<td>CICIDS2017</td>
</tr>
<tr>
<td></td>
<td>Polat et al. [66]</td>
<td>2022</td>
<td>RNN</td>
<td>-</td>
</tr>
<tr>
<td>Generative</td>
<td>AlEroud et al. [6]</td>
<td>2019</td>
<td>GAN</td>
<td>DARPA</td>
</tr>
<tr>
<td></td>
<td>Novaes et al. [62]</td>
<td>2021</td>
<td>GAN</td>
<td>CICDDoS 2019</td>
</tr>
<tr>
<td></td>
<td>Ujjan et al. [55]</td>
<td>2020</td>
<td>SAE</td>
<td>SMI, SM2</td>
</tr>
<tr>
<td></td>
<td>Meng et al. [56]</td>
<td>2020</td>
<td>SOM</td>
<td>-</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Khan et al. [45]</td>
<td>2021</td>
<td>CNN-LSTM</td>
<td>IOT-23</td>
</tr>
<tr>
<td></td>
<td>Nugraha et al. [63]</td>
<td>2020</td>
<td>CNN-LSTM</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Ding et al. [21]</td>
<td>2020</td>
<td>Hybrid CNN</td>
<td>UNSW-NB15, KDDCup 99</td>
</tr>
<tr>
<td></td>
<td>Qin et al. [69]</td>
<td>2019</td>
<td>CNN+RNN</td>
<td>SIM-DATA, CTU-13</td>
</tr>
<tr>
<td></td>
<td>Gadze et al. [29]</td>
<td>2021</td>
<td>RNN-LSTM</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Elsayed et al. [27]</td>
<td>2020</td>
<td>RNN</td>
<td>CICDDoS2019</td>
</tr>
<tr>
<td></td>
<td>Nam et al. [58]</td>
<td>2018</td>
<td>SOM</td>
<td>DDoS Attack 2007</td>
</tr>
<tr>
<td></td>
<td>Novaes et al. [61]</td>
<td>2020</td>
<td>LSTM-Fuzzy</td>
<td>CICDDoS 2019</td>
</tr>
</tbody>
</table>
6.3 Hybrid Learning Techniques

Khan et al. [45] proposed the Hybrid Deep Learning architecture that comprises CNN (Convolutional Neural Network) and LSTM (Long Short Term Memory) models to detect sophisticated malware attacks in the Internet of Medical Things (IoMT). The model was evaluated with Convolution Neural Network (CNN) and Gated Recurrent Units (GRU) model, and Gated Recurrent Units (GRU) and Long Short-Term Memory (LSTM) model. Results showed that the CNN-LSTM model outperformed CNN-GRU and GRU-LSTM models with an accuracy of 99.83% detecting sophisticated IoMT malware.

Nugraha et al. [63] proposed a Hybrid CNN-LSTM model used to detect Slow DDoS attacks in SDN-based networks. Slow DDoS attacks are a type of DDoS attack that aim to disrupt services provided by an application to a network server by sending small amounts of attack data with legitimate traffic over a long period. They used this model because of its high accuracy and recall when detecting different types of DDoS attacks. The model uses the output from the feature extractor to classify. Results showed the model achieved 99% accuracy in detecting slow DDoS attacks. The model was evaluated against MLP and 1-class SVM models, and it outperformed both methods.

Ding et al. [21] proposed a Hybrid Convolutional Neural Network (HYBRID-CNN) to extract deep features from the smart grid network flow that traditional ML methods connect extract. The HYBRID-CNN is a method that utilizes CNNs to effectively memorize global features by one-dimensional (1D) data and to generalize local features by two-dimensional (2D) data. Two datasets were used for the evaluation. The method was evaluated and compared with other models, LSTM and CNN-LSTM. The Hybrid-CNN had the highest performance with an accuracy of 95.64% and had the highest detection rate of 98.56%.

Qin et al. [69] proposed a CNN-RNN model to detect and classify anomalies in network traffic. They compared the CNN-RNN model with a Tree-Shaped Deep Neural Network (TSDNN) model using two datasets, CTU-13 [78] and a self-generated dataset Sim-data dataset. CNN-RNN model had the best accuracy of 99.8% compared to TSDNN with 99.7% accuracy in detecting network attacks.

Gadze et al. [29] proposed using CNN and RNN-LSTM to detect DDoS attacks such as TCP, UDP, and ICMP flood attacks on the SDN Controller. They also compared the performance of the DL models with traditional ML techniques. Performance was based on accuracy, recall, true-negative rate, and time taken in detecting and mitigating DDoS attacks in the SDN controller. RNN-LSTM had the best results overall in detecting DDoS attacks in the SDN controller.

El Sayed et al. [27] proposed DDoSNet, an intrusion detection method to detect DDoS attacks in SDN. This method uses an RNN-AE to detect and classify benign or DDoS attack traffic on input. The model is in two stages, the unsupervised pre-training stage and the time-tuning stage. The first stage extracts useful feature representation, and the second stage trains the last layer of the network using labeled samples. The proposed method had an accuracy of 99% correctly detecting and classifying DDoS in SDN.

Deepa et al. [19] proposed an ensemble technique using k-Nearest Neighbors (kNN), Naïve Bayes (NB), SVM, and SOM techniques to detect DDoS attacks in SDN controller. The hybrid SVM-SOM outperformed the other models with a detecting accuracy of 98%.

Nam et al. [58] proposed a DDoS attack detection algorithm that uses Self Organizing Map (SOM) with other techniques such as k-Nearest Neighbors (kNN), SOM-kNN, SOM distributed neurons, and SOM distributed center to classify network traffic as normal or anomalous. The techniques’ performance was evaluated based on detection rate, false-positive rate, and processing time. kNN had the best detection rate and largest processing time. SOM-kNN had the second-best detection rate and the lowest false positive rate. SOM-kNN had the best performance because it had the best DDoS attack classification rate and the lowest false positive rate.

Novaes et al. [61] proposed an LSTM-FUZZY model that characterizes, detects, and mitigates DDoS and Portscan attacks in SDN environments. Two scenarios were used to evaluate the model. In the first scenario, the LSTM-FUZZY model was evaluated against k-Nearest Neighbor (KNN), LSTM-2, MLP, Particle Swarm Optimization Digital Signature (PSO-DS) [25], and SVM models to detect DDoS attacks in SDN environment by applying mitigation policies based on the attack type identified by the detection module. LSTM-FUZZY had the best performance with 96.22% DDoS attack accuracy. In the second scenario, the CICDDoS 2019 dataset was used. LSTM-FUZZY achieved 99.20% DDoS attack accuracy.

7 Research Issues and Challenges

Attackers have improved their DDoS attack approaches and techniques. These improvements have made DDoS attacks more sophisticated and hard for most defense systems to detect. The improvements have also led to an increase in the number of DDoS attack types. Each attack type has a different attack pattern, which makes it difficult to put effective defensive systems in place. Most of these attacks are zero-day attacks, which have no defense system developed. Defense approaches are usually developed only after an attack has already materialized. Deep learning techniques have shown to be effective in the accurate detection and classification of attacks, including making zero-day defense possible. Based on the published papers we have read, we have observed the following.

- Experiments conducted show that the source and destination IP addresses were not used when extracting features and classification of the network traf-
fic. But the source and destination IP addresses are very important for analyzing and classifying traffic as either normal or anomaly. After the features are extracted, they are used to classify and categorize as either normal or anomaly traffic. Removing the source and destination IP addresses will not classify the traffic accurately.

- DL techniques are used in both virtual and physical networks to detect DDoS attacks. An experiment was performed [29] to compare the performance between RNN-LSTM, SVM, and Naive Bayes to detect DDoS attacks such as TCP, UDP, and ICMP in the SDN controller. The experiment was conducted only on virtual networks and concluded that the defense system was effective in detecting and classifying DDoS attacks accurately. The problem with this approach is that the authors did not experiment with their approach on physical networks. The types of DDoS attacks on virtual and physical networks are different. For example, DDoS attacks like the Reflection attacks can only attack physical networks, but not virtual networks. The results may have been accurate on virtual networks, but physical networks were not tested.

- Many defense systems leverage DL techniques to improve the detection and classification accuracy of DDoS attacks in SDNs. Most of these defense systems focus only on attacks that are in the network traffic, from input to output. They do not focus on attacks that attack physical devices such as switches and routers. For example, attacks that are not detected on input might attack physical devices on the network that are responsible to store or route data packets. These DDoS attacks can overwhelm the system by rerouting traffic and sending fake requests to the SDN controller. This problem can be overcome using an Intrusion Prevention System (IPS). The IPS is a piece of network security software or hardware that continuously monitors the network for threats and can automatically apply countermeasures to stop the attack or attacks by dropping packets and blocking traffic to affected hardware.

- Published literature tells us how good the defense systems that use DL techniques are in detecting DDoS attacks in SDN. Results show the proposed systems have excellent accuracy in classifying traffic as normal or as DDoS. But most of these results do not tell us what the false positive and negative rates are. With an increase of new DDoS attacks, it is important to be able to know how accurately the defense systems can still detect and classify traffic correctly without having high false positives and negatives. It is important to develop defense systems that will have low or no false positive and negative rates on new attacks, as the attackers are becoming good at fooling the defense system in place.

- DL techniques use datasets that contain different historical DDoS attack patterns to help train the DL models so that they can accurately detect and classify DDoS attacks that match the patterns in the dataset. This has proved to be an effective approach for detecting known attacks. But this approach is not effective for detecting zero-day DDoS attacks, because the attack pattern(s) are unknown. The problem is that historical attack patterns cannot be used to predict or discover new attacks and generate new patterns. The attack has to materialize for the attack patterns to be added to a dataset. Datasets are effective in detecting and classifying known DDoS attacks. The DL technique’s accuracy is dependent on how accurate the data is in the dataset.

- Even if there is a sophisticated machine learning approach, datasets used for training may not provide all the feature patterns needed, to carry out a comprehensive analysis of network traffic so that a system can identify DDoS attacks accurately. Datasets may have limitations. One of the most important limitations is the size of datasets. A smaller dataset may not store all the necessary features that come with an attack. Datasets should be large enough to be able to contain a large amount of DDoS attack patterns and features that can be used by DL techniques training models and help the models accurately detect and classify DDoS attacks.

8 Deep Learning Techniques Limitations

- DL techniques need large amounts of data to learn patterns in the data. With the rising number of new DDoS attacks, the model needs to be continuously updated with the new attack data. But the new attack data may not be available to train the model on the new DDoS attack patterns.

- Using a small amount of training data in DL models such as CNNs is likely to produce low accuracy and is unable to generalize well to unseen examples. The situation may be ameliorated with transfer learning [97] and/or multi-task learning [93] but this needs further investigation.

- Good hardware support is another DL limitation. DL techniques require a good amount of hardware support because of their high computational power, which is expensive to acquire and maintain. This problem can be addressed by using a Graphical Processing Unit (GPU). GPUs are needed for training, but trained models usually run fast.

- DL techniques are unable to reassign, re-categorize and re-label previously stored data without retraining the model.
• Using poor-quality of data with errors and noise for training will prevent the DL model from detecting required patterns and the model will not perform well.

9 Conclusion

In this paper, we examined different published papers that use DL techniques to detect DDoS attacks in SDN. We compared three categories of DL, discriminative, generative, and hybrid learning. Results show that DL techniques have good performance in accurately detecting and classifying DDoS attacks. With the increase in internet connection traffic through smart devices, IoT plays a major role in the increase of DDoS attacks. DDoS attacks will spread by being part of the internet or network traffic. DL techniques are the best methods to detect DDoS attacks because an increase in internet traffic (training data), will make the techniques learn more robust features and increase the classifier’s performance. If performance falls, the number of hidden layers can be increased to improve performance and feature classification accuracy. But DL techniques still depend on datasets for training on known attack patterns, which are stored as historical data in the dataset. Combining different DL techniques has also shown improvement in DDoS attack detection accuracy on SDN networks.
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