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Abstract

CVP, together with SVP, are two of the central problems
in lattice-based cryptography. Their hardness paved the
way for the proposals of many different lattice-based cryp-
tographic schemes. Meanwhile, efficient algorithms for
solving or approximately solving these problems have be-
come essential tools in public key cryptanalysis and have
successfully attacked many cryptosystems. Among these
algorithms, Babai’s rounding procedure is one of the most
classic. Recently, the rounding procedure has been im-
plemented in RNS and improved using optimal Hermite
Normal Form lattices. In this paper, we propose four im-
proved rounding procedures to approximately solve the
CVP problem based on the famous Babai’s rounding pro-
cedure and Gram-Schmidt orthogonalization technique.
The first two procedures are general for any lattice basis,
while the latter two algorithms are unique versions of the
first two for which the input basis is in HNF form. We
also show that all four algorithms perform better than
Babai’s procedure concerning errors by examples and ex-
periments, although some efficiency loss is taken as the
cost.

Keywords: Closest Vector Problem (CVP); Hermite Nor-
mal Form (HNF); Rounding Procedure

1 Introduction

Recently in the literature of cryptology, lattice-based
cryptographic constructions hold a great promise for post-
quantum cryptography [3,4,11–13,15,21], since they enjoy
relatively strong security proofs, remarkable efficient im-
plementations, as well as very simplicity. Furthermore,
lattice-based cryptography is believed to be quantum re-
sistant. At the bottom of the constructions of lattice-
based cryptography, however, it is the hardness of the
computational problem in lattices that lays a secure foun-
dation [9, 20].

The most two basics of computational problems in lat-
tices are the Shortest Vector Problem(SVP) and the Clos-
est Vector Problem(CVP) [19]. The Shortest Vector Prob-

lem asks to find the shortest nonzero vector in a lattice
L, however, the Closest Vector Problem is the inhomoge-
neous version of SVP, and asks to find the lattice point
closest to a given target. The CVP has been proved to
be NP-complete by reduction from subset sum [10], and
therefore no algorithm can solve CVP in deterministic
polynomial time, unless P = NP [10]. Reducing CVP
to SVP is an interesting problem [7], as it is widely be-
lieved that SVP is not harder than CVP, and many even
believe that SVP is strictly easier. Empirical evidence to
these beliefs is provided by the gap between known hard-
ness results for both problems. Whearas it is relatively
easy to establish the NP-hardness of CVP, the question of
whether SVP is NP-hard was open for almost two decades,
originally conjectured in [10] and resolved in the affirma-
tive in [5], and only for randomized reductions.

The hardness of solving SVP and CVP has led reseach-
ers to consider approximation versions of these problems
[19]. Approximation algorithms return solutions that are
only guaranteed to be within some specified factor γ from
the optimal. Approximation CVP in n-dimensional lat-
tices is known to be NP-hard for any constant approxi-
mation factor or even some slowly increasing function of
the dimension [14].

However, NP-hardness itself does not exclude the pos-
siblity of sub-exponential time algorithms. To rule out
such algorithms, several hypothesis have been introduced,
such as the Strong Exponential Time Hypothesis (SETH),
the Exponential Time Hypothesis(ETH), or the Gap-
Exponential Time Hypothesis (Gap-ETH), and are by
now quite standard. Based on these, a few recent results
have shown hardness for approximation CVP and SVP
are closely related [1, 2].

On the algorithmic side, known polynomial-time algo-
rithms like the one of LLL algorithm [16] and its descen-
dants such as [6] obtain slightly subexponential approxi-
mation factors γ = 2Θ(n log logn/ logn) for SVP. Based on
these algorithms, Babai’s nearest plane algorithm can ob-
tain a similar approximation factor for CVP. In [7], Babai
also propose a rounding procedure for CVP which is more
efficient, although it loses a little approximation factor.
Recently, the rounding procedure has been implemented
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in RNS [8] and improved with the use of lattices of op-
timal Hermite Normal Form [17, 18]. In this paper, we
impove the Babai’s rounding procedure.

Our Contributions. We provide four improved round-
ing procedures and show that the proposed rounding pro-
cedures are stronger than Babai’s rounding procedure
with respect to the appoximation parameters.

1) The first two improved rounding procedures are gen-
eral for arbitrary lattice basis. The underlying main
ideas are inspired by the following three observations:
The first one is that every lattice basis can be easily
decomposed as multiplication of a orthogonal basis (a
basis of Rn for some n, not necessarily a lattice basis)
and an upper triangular matrix by Gram-Schmidt or-
thogonalization procedure. Second, the orthogonal
basis makes it easy to quantify the distance between
vector in lattice and the input target vector. The
third observation is that optimizing this distance can
be done by appropriately choosing round up or round
down of corresponding parameters.

2) The second two improved rounding procedures are
special for lattice basis in its Hermite Nornal Form
(HNF). The underlying main ideas are based on the
observation: The special form of the HNF basis
makes the Gram-Schmidt orthogonal decomposition
of this basis very special. The obtained orthogonal
basis is a digonal matrix, and the diagonal elements
are the corresponding diagonal elements of the orig-
inal HNF basis. Furthermore, the resulting upper
triangular matrix has diagonal entries of 1, and all
nonzero entries are positive. These characteristics
make our algorithm easy to do some checking opera-
tions, thus improving the efficiency. Since every lat-
tice has a unique HNF basis which can be efficiently
computed from any basis of the lattice, the second
two rounding algorithms can actually be made gen-
eral easily, just by converting the basis to an HNF
basis.

2 Preliminaries

Notation. We use Z for the set of integers, and R for
the set of real numbers. Elements of these sets are de-
noted by lowercase letters. We use uppercase letters to
denote matrices M , and usually arrange a set of vectors
in columns into a matrix. We denote the i-th coordinate
of vector v by vi.

2.1 Lattices

Definition 1. A lattice is defined as the set of all integer
linear combinations

L(b1, · · · , bn) =

{
n∑

i=1

xibi : xi ∈ Z for 1 ≤ i ≤ n

}

of n linearly independent vectors b1, · · · , bn in Rd, where
d and n are called dimension and rank of the lattice. If
n = d, the lattice is called full rank. The set of vectors
b1, · · · , bn is called a basis for the lattice. A basis is usu-
ally represented by the matrix B = [b1, · · · , bn] ∈ Rd×n

having the basis vectors as columns.

When studying lattices from an algorithm point of
view, it is customary to assume that the basis vectors
(and therefore any lattice vector) have all rational coordi-
nates. Moreover, by appropriately scaling the lattice, all
rational lattices can be easily converted to integer lattices.
So, without loss of generality, we concentrate on integer
lattices.

2.2 Minimum Distance

Definition 2. For any lattice L, the minimum distance of
L is the smallest distance between any two lattice points:

λ(L) = inf{∥x− y∥ : x, y ∈ L, x ̸= y}

Equivalently, the minimum distance can also be defined
as the length of the shortest nonzero lattice vector:

λ(L) = inf{∥v∥ : v ∈ L\0}

Minkowski’s first theorem states the following with re-
gards to the minimun distance:

Theorem 1. For any rank n lattice L, the length of the
shortest nonzero vector satisfies λ(L) <

√
n det(L)1\n.

2.3 Computational Problems

Minkowski’s first theorem implies that any lattice of
rank n contains a nonzero vector of length at most√
ndet(L)1\n. Its proof, however, is non-constructive: it

does not give us an algorithm to find such a lattice vec-
tor. To discuss such computational issues, let us define
the most two basic computational problems involving lat-
tices.

Definition 3 (Approximate SVP). Given a lattice basis
B ∈ Zd×n, find a nonzero lattice vector Bx(x ∈ Zn\0)
such that ∥Bx∥ ≤ γλ(L(B)). In particular, the problem
is called SVP if γ = 1.

Definition 4 (Approximate CVP). Given a lattice basis
B ∈ Zd×n and a target vector t ∈ Zm, find a lattice vector
Bx(x ∈ Zn) such that ∥Bx− t∥ ≤ γ ∥By − t∥ for any
other y ∈ Zn. In particular, the problem is called CVP if
γ = 1.

3 Babai’s Rounding Procedure

In this section, we provide a brief overview of Babai’s
rounding procedure (Algorithm 1). Given an arbitrary
lattice basis B and a target t, in order to find a lattice
point close to a target t we may
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� first apply the inverse transformation B−1 to get B−1t,

� round B−1t to the closest integer vector ⌊B−1t⌉ ∈ Zn,

� map the resulting integer vector to the lattice point
v = B⌊B−1t⌉.

Algorithm 1 Babai’s Rounding Procedure

Input:
Lattice basis B, and vector t ∈ Rn

Output:
1: Compute B−1 and get B−1t;
2: Round B−1t to the closest integer vector ⌊B−1t⌉ ∈

Zn;
3: return the resulting integer vector to the lattice

point v = B⌊B−1t⌉.

In order to analyse Babai’s algorithm easily, we intro-
duce the two quantities

smin = min
x∈Rn

∥Bx∥ / ∥x∥

smax = max
x∈Rn

∥Bx∥ / ∥x∥

which express by how much the transformation B can
shrink or expand the length of a vector.

Theorem 2. Babai’s rounding procedure always outputs
a lattice point within distance

√
n · Smax/2 from t.

Proof.∥∥B⌊B−1t⌉ − t
∥∥

=
∥∥B(⌊B−1t⌉ −B−1t)

∥∥
=

∥∥∥∥B ⌊B−1t⌉ −B−1t

∥B(⌊B−1t⌉ −B−1t)∥
·
∥∥B(⌊B−1t⌉ −B−1t)

∥∥∥∥∥∥
=

∥∥(⌊B−1t⌉ −B−1t)
∥∥ ·

∥∥∥∥B ⌊B−1t⌉ −B−1t

∥B(⌊B−1t⌉ −B−1t)∥

∥∥∥∥
≤

∥∥(⌊B−1t⌉ −B−1t)
∥∥ · Smax(B)

≤ 1

2

∥∥∥∥∥∥∥
1...
1


∥∥∥∥∥∥∥ · Smax(B)

=

√
n

2
· Smax(B)

where the first inequality is due to the definition of
Smax(B), and the second inequality is since the rule of
notation ⌊·⌉.

Theorem 3. Let t is within distance Smin/2 from the
lattice, then Babai’s rounding procedure returns the (nec-
essarily unique) lattice point within distance Smin/2 from
t.

Proof. Since t is within distance Smin/2 from the lattice,
there exists a integer vector Y ∈ Z such that

∥BY − t∥ ≤ 1

2
Smin(B)

Hence,

1

2
Smin(B)

≥ ∥BY − t∥
=

∥∥B(Y −B−1t)
∥∥

=

∥∥∥∥B Y −B−1t

∥Y −B−1t∥
·
∥∥Y −B−1t

∥∥∥∥∥∥
=

∥∥Y −B−1t
∥∥ ·

∥∥∥∥B Y −B−1t

∥Y −B−1t∥

∥∥∥∥
≥

∥∥Y −B−1t
∥∥ · Smin(B),

Therefore,
∥∥Y −B−1t

∥∥ ≤ 1
2 . We claim that the absolu-

tion of each coordinate of vector Y −B−1t is less than 1
2 .

Otherwise, the norm of vector Y − B−1t will be strictly
greater than 1

2 which contracts to
∥∥Y −B−1t

∥∥ ≤ 1
2 . Since

Y ∈ Z is an integer vector, Y = ⌊B−1t⌉. This also shows
that t which is within distance Smin/2 from the lattice is
necessarily unique.

4 Improved Rounding Procedure

In this section,we provide Four improved rounding pro-
cedures. Two are general for arbitrary lattice basis, the
other two special for lattice basis in its Hermite normal
form. And we also show that the proposed rouding proce-
dures are stronger than Babai’s rounding procedure with
respect to the appoximation parametres.

4.1 General Version

Given an arbitrary lattice basis B and a target t, in order
to find a lattice point close to a target t we conduct the
following steps (Algorithm 2).

1) First compute the Gram-Schmidt orthogonalization
B∗ of basis B and the corresponding upper-triangular
matrix Λ such that B = B∗ · Λ;

2) Apply the inverse transformation B−1 to get B−1t;

3) RoundB−1t to the closest integer vector u = ⌊B−1t⌉ ∈
Zn;

4) Compute the vector w = u−B−1t;

5) If λij · wj ≥ 0 for all j > i, goto step 6); Otherwise,
goto step 7);

6) For j from 1 to n − 1, if |wj | = 0.5, set wj = −wj .
Then, goto step 7) ;

7) Map the resulting integer vector to the lattice point
v = B−1t+ w.

Theorem 4. Given an arbitrary lattice B and a target
vector t. Let v and v† be the outputs of Algorithm 1 and
Algorithm 2, respectively. Then the distance of t from
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Algorithm 2 General Edition I

Input:
Lattice basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: k = 0;
6: for i = 1 to n do
7: for j = i to n do
8: if λij · wj ≥ 0 then
9: k++;

10: end if
11: end for
12: end for
13: if k = n(n+1)

2 then
14: for j = 1 to n− 1 do
15: if |wj | = 0.5 then
16: wj = −wj ;
17: end if
18: end for
19: end if
20: return the resulting integer vector to the lattice

point v = B(B−1t+ w)

v† is not greater than that of t from v. In particular,
if there is at least one coordinate of w appeared in Algo-
rithm 2 whose absolute value is exactly the value 0.5, then
the distance of t from v† will be strictly smaller than that
of t from v.

Proof. Due to the step 1 in Algorithm 2, B∗ is the Gram-
Schmidt orthogonalization of basis B, and Λ is the corre-
sponding upper-triangular matrix with 1 on it’s principal
diagonal such that B = B∗ · Λ. Denote

B∗ = [b∗1, b
∗
2, · · · , b∗n],

and

Λ =


1 λ12 · · · λ1n

0 1 · · · λ2n

...
...

. . .
...

0 0 · · · 1


Since v is the output of Algorithm 1, the square of the
distance between the input vector t and v can be presented
as

∥t− v∥2 =
∥∥B(B−1t− ⌊B−1t⌉)

∥∥2
=

∥∥B∗Λ(B−1t− ⌊B−1t⌉)
∥∥2

= ∥B∗Λy∥2

where B−1t−⌊B−1t⌉ is denoted by y, which is also equal
to the vector w in the step 4 of Algorithm 2. After finish-
ing excuting all steps of Algorithm 2, the vector w would

be exchanged. We denote w at this point as y†. Since v†

is the output of Algorithm 2, the square of the distance
between the input vector t and v† can be presented as∥∥t− v†

∥∥2 =
∥∥t−B(B−1t− w)

∥∥2
=

∥∥t−B(B−1t− y†)
∥∥2

=
∥∥By†

∥∥2
=

∥∥B∗Λy†
∥∥2

Now we denote Λy and Λy† by x and x† respectively, and
analyse their relation due to the process between Step 5
and Step 19 in Algorithm 2. The functionality from step
5 to step 12 is to check whether λij · wj ≥ 0 for all j > i.
If so, set wj = −wj when |wj | = 0.5 for all j; Otherwise,
follow Babai’s rounding procedure without any change.
Thus

x†
i =

j=n∑
j=1

λij · y†j =

j=n∑
j=i

λij · y†j ≤ |
j=n∑
j=i

λij · y†j |

≤
j=n∑
j=i

|λij · y†j | =
j=n∑
j=i

|λij · yj | =
j=n∑
j=1

|λij · yj | = xi.

Therefore,∥∥t− v†
∥∥2 =

∥∥B∗Λy†
∥∥2 =

∥∥B∗x†∥∥2
= |x†

1| ∥b∗1∥
2
+ |x†

2| ∥b∗2∥
2
+ · · ·+ |x†

n| ∥b∗n∥
2

≤ |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2

where the third and fourth equalities follow from the fact
that B∗ is the Gram-Schmidt orthogonalization of basis
B.

In particular, if there is at least one coordinate of w
appeared in Algorithm 2 whose absolute value is exactly
the value 0.5, Step 16 in Algorithm 2 will be performed.
Thus, there is at least one coordinate x†

i which would be
strictly smaller than it’s corresponding element xi, i.e.
x†
i < xi . Then∥∥t− v†

∥∥2 =
∥∥B∗Λy†

∥∥2 =
∥∥B∗x†∥∥2

= |x†
1| ∥b∗1∥

2
+ |x†

2| ∥b∗2∥
2
+ · · ·+ |x†

n| ∥b∗n∥
2

< |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2 .

Theorem 5. Given an arbitrary lattice B and a target
vector t. Let v and v‡ be the outputs of Algorithm 1 and
Algorithm 3, respectively. Then the distance of t from
v‡ is not greater than that of t from v. In particular,
if there is at least one coordinate of w appeared in Algo-
rithm 2 whose absolute value is exactly the value 0.5, then
the distance of t from v‡ will be strictly smaller than that
of t from v.
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Algorithm 3 General Edition II

Input:
Lattice basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: k = 0;l = 0;r = 0
6: for i = 1 to n do
7: for j = i to n do
8: if λij · wj ≥ 0 then
9: k++;

10: end if
11: end for
12: end for
13: if k = n(n+1)

2 then
14: for j = n− 1 to 1 do
15: if |wj | = 0.5 then
16: l+ = wj ;
17: r+ = −wj ;
18: for i = j + 1 to n do
19: l+ = λji · wi;
20: r+ = λji · wi;
21: end for
22: if | l |≥| r | then
23: wj = −wj ;
24: end if
25: end if
26: end for
27: end if
28: return the resulting integer vector to the lattice

point v = B(B−1t+ w)

Proof. For simplicity, we continue to use the notations in
the proof of Theorem 3. Same as Algorithm 2, the vector
w in Step 4 of Algorithm 3 is also equal to y. After finish-
ing excuting all steps of Algorithm 3, the vector w would
be exchanged. We denote w at this point as y‡. Since v‡

is the output of Algorithm 3, the square of the distance
between the input vector t and v‡ can be presented as∥∥t− v‡

∥∥2 =
∥∥t−B(B−1t− w)

∥∥2
=

∥∥t−B(B−1t− y‡)
∥∥2

=
∥∥By‡

∥∥2
=

∥∥B∗Λy‡
∥∥2

Now we denote Λy‡ by x‡ and ananlyse it’s relation to x.
The functionality from Step 5 to Step 12 in Algorithm 3
is to check whether λij · wj ≥ 0 for all j > i. If so, set
wj = −wj only when |l| ≥ |r| in Algorithm 3 rather than
seting wj = −wj when |wj | = 0.5 for all j in Algorithm 2;
Otherwise, same to Algorithm 2, follow Babai’s rounding

procedure without any change. Hence,

x‡
i =

j=n∑
j=1

λij · y‡j =

j=n∑
j=i

λij · y‡j ≤ |
j=n∑
j=i

λij · y‡j |

≤
j=n∑
j=i

|λij · y‡j | =
j=n∑
j=i

|λij · yj | =
j=n∑
j=1

|λij · yj | = xi.

Therefore,∥∥t− v‡
∥∥2 =

∥∥B∗Λy‡
∥∥2 =

∥∥B∗x‡∥∥2
= |x‡

1| ∥b∗1∥
2
+ |x‡

2| ∥b∗2∥
2
+ · · ·+ |x‡

n| ∥b∗n∥
2

≤ |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2

where the third and fourth equalities follow from the fact
that B∗ is the Gram-Schmidt orthogonalization of basis
B. In particular, if there is at least one coordinate of w
appeared in Algorithm 2 whose absolute value is exactly
the value 0.5, the step 16 in algrithm 2 will be performed.
Thus, there is at least one coordinate x‡

i which would be
strictly smaller than it’s corresponding element xi, i.e.
x‡
i < xi . Then∥∥t− v‡

∥∥2 =
∥∥B∗Λy‡

∥∥2 =
∥∥B∗x‡∥∥2

= |x‡
1| ∥b∗1∥

2
+ |x‡

2| ∥b∗2∥
2
+ · · ·+ |x‡

n| ∥b∗n∥
2

< |x1| ∥b∗1∥
2
+ |x2| ∥b∗2∥

2
+ · · ·+ |xn| ∥b∗n∥

2

= ∥B∗x∥2 = ∥B∗Λy∥2 = ∥t− v∥2 .

4.2 Special Version for HNF

An important fact in lattice theory is that every integer
lattice can be represented in its unique Hermite Normal
Form basis, and the HNF basis can be efficiently com-
puted from any lattice basis. In this section, we will
modify Algorithm 2 and Algorithm 3 according to the
characteristics of HNF basis and present their special edi-
tions for HNF basis.

The Hermite Normal Form basis of an integer lattice is
defined as either row-style or column-style. In this paper,
we present the HNF basis as the column-style one which
is defined as follows.

Definition 5. Let L be a m dimentional integer lattice
with rank n. A basis H ∈ Zm×n is in Hermite Normal
Form if

� H is upper triangular, that is, there exists a sequence
of integers j1 < · · · < jl such that for all 1 ≤ i ≤ l we
have hi,j = 0 for all j < ji.

� For 1 ≤ k < i ≤ l, we have 0 ≤ hji,k < hji,i, that is,
the pivot element is the greatest along its row and the
coefficients right are non-negative.

� For i > l, we have hi,j = 0 for all j = 1, · · · ,m.
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Lemma 1. For every integer lattice L, there exists a
unique basis H that is in Hermite Normal Form.

Lemma 2. For any m dimentional integer lattice with
rank n, there exists an polymomial time algorithm to com-
pute it’s HNF basis with O(n2logM) space complexity and
O(mn4log2M) running time, where M is a bound on its
entries.

Given HNF basis B of an arbitrary integer lattice and
a target t, in order to find a lattice point close to a target
t we conduct the following steps (Algorithm 4).

1) First compute the Gram-Schmidt orthogonalization
B∗ of basis B and the corresponding upper-triangular
matrix Λ such that B = B∗ · Λ;

2) Apply the inverse transformation B−1 to get B−1t;

3) RoundB−1t to the closest integer vector u = ⌊B−1t⌉ ∈
Zn;

4) Compute the vector w = u−B−1t;

5) If wj ≥ 0 for all j > i, goto step 6); Otherwise, goto
step 7);

6) For j from 1 to n − 1, if |wj | = 0.5, set wj = −wj .
Then, goto step 7) ;

7) Map the resulting integer vector to the lattice point
v = B−1t− w.

Algorithm 4 Special Edition for HNF I

Input:
Lattice HNF basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: k = 0;
6: for i = 1 to n do
7: if wi ≥ 0 then
8: k++;
9: end if

10: end for
11: if k = n then
12: for j = 1 to n− 1 do
13: if wj = 0.5 then
14: wj = −wj ;
15: end if
16: end for
17: end if
18: return the resulting integer vector to the lattice

point v = B(B−1t+ w)

Corollary 1. Given an arbitrary lattice presented in its
Hermite normal form(HNF) basis B and a target vector
t. Let v and v′ be the outputs of Algorithm 1 and Algo-
rithm 4, respectively. Then the distance of t from v′ is
not greater than that of t from v. In particular, if there
is at least one coordinate of w appeared in Algorithm 2
which is exactly the value 0.5, then the distance of t from
v′ will be strictly smaller than that of t from v.

Proof. The main differences between Algorithm 2 and Al-
gorithm 4 are several steps which are used to finish some
checks. The function of Steps 6 through 12 in Algorithm 2
is to check whether λij · wj ≥ 0 for all j > i, while the
function of steps 6 through 10 in Algorithm 4 is to check
whether wi ≥ 0 for all i from 1 to n.

Since the input of Algorithm 4 is a HNF basis H,
H is upper triangular and each element is non-negative.
Therefore, the Gram-Schimidt orthogonalization can be
represented in the following form

H =


h11 h12 · · · h1n

0 h22 · · · h2n

...
...

. . .
...

0 0 · · · hnn



=


h11 0 · · · 0
0 h22 · · · 0
...

...
. . .

...
0 0 · · · hnn

 ·


1 λ12 · · · λ1n

0 1 · · · λ2n

...
...

. . .
...

0 0 · · · 1


= H∗Λ

where λij =
hij

hii
. Hence, λij ≥ 0. Once the input HNF

basis passes the check steps 6 through 10 in Algorithm 4,
it means that the HNF basis can also pass the check Steps
6 through 12 in Algorithm 2 since λij and wj are both
non-negative for all i and j. Therefore, the outputs v† of
Algorithm 2 and v′ of Algorithm 4 are actually the same
vector if the input of these two algorithms is the same.
According to Theorem 3, the conclusion of this corollary
holds.

Corollary 2. Given an arbitrary lattice presented on its
Hermite normal form(HNF) basis B and a target vector
t. Let v and v′′ be the outputs of Algorithm 1 and Algo-
rithm 5, respectively. Then the distance of t from v′′ is not
greater than that of t from v. In particular, if there is at
least one coordinate of w appeared in Algorithm 2 whose
absolute value is exactly the value 0.5, then the distance
of t from v‡ will be strictly smaller than that of t from v.

Proof. This proof is similar to the one above except that
it is based on Theorem 4 instead of Theorem 3, omitted
here.

5 Examples and Experiments

In this section, we analyse our proposed algorithms
through examples and experiments, and show that these
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Algorithm 5 Special Edition for HNF II

Input:
Lattice HNF basis B, and vector t ∈ Rn

Output:
1: Compute the GS-basis B∗ of B and Λ such that B =

B∗Λ;
2: Compute B−1 and get B−1t;
3: Round B−1t to the closest integer vector u =

⌊B−1t⌉ ∈ Zn;
4: Compute the vector w = u−B−1t;
5: l = 0;r = 0
6: k = 0;
7: for i = 1 to n do
8: if wi ≥ 0 then
9: k++;

10: end if
11: end for
12: if k=n then
13: for j = n− 1 to 1 do
14: if |wj | = 0.5 then
15: l+ = wj ;
16: r+ = −wj ;
17: for i = j + 1 to n do
18: l+ = λji · wi;
19: r+ = λji · wi;
20: end for
21: if | l |≥| r | then
22: wj = −wj ;
23: end if
24: end if
25: end for
26: end if
27: return the resulting integer vector to the lattice

point v = B(B−1t− w)

algorithms outperform the classic Babai’s algorithm with
respect to their corresponding errors.

5.1 Examples

Example 1. Given a 6-rank lattice basis

B =


10 10 2 3 5 6
9 2 6 5 1 7
5 0 5 8 10 6
1 6 6 6 9 3
5 3 8 2 1 4
4 9 6 9 1 4


and a target vector

t = [189.1, 157.6, 133.6, 129, 122.9, 175.6]

as input of Algorithms 1, 2, and 3, it is not difficult to
obtain the outputs of these three algorithms as

v1 = [205, 170, 148, 143, 133, 190],
v2 = [178, 152, 128, 121, 116, 170],
v3 = [188, 154, 128, 127, 119, 179],
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Figure 1. The error comparison of three algorithms

respectively. The errors between these outputs and the
target vector are as follows,

error1 = ∥v1 − t∥ = 33.4559,
error2 = ∥v2 − t∥ = 18.1356,
error3 = ∥v3 − t∥ = 8.7350,

Figure 1(a) shows a comparison of these errors. Both
the proposed Algorithm 2 and Algorithm 3 output
vectors that are closer to the target vector t than
Algorithm 1 (i.e. Babai’s algorithm) . In addition,
error3 is smaller than error2, which means that Algo-
rithm 3 outperforms Algorithm 2 for this input. In fact,
the following experiments show that this phenomenon
is common in the vast majority of inputs. However,
there are exceptions, such as the input given in example 2.

Example 2. Given a 6-rank lattice basis

B =


3 4 7 4 3 6
1 4 2 9 1 9
1 7 7 5 1 8
6 6 3 6 1 8
3 2 4 8 7 6
10 4 4 9 0 2



and a target vector

t = [125.7, 110.7, 137.4, 150.8, 120.2, 170.2]

as input of Algorithms 1, 2 and 3. It is not difficult to
obtain the outputs of these three algorithms as

v1 = [138, 122, 150, 164, 134, 183],
v2 = [125, 118, 141, 154, 120, 169],
v3 = [132, 120, 148, 157, 124, 173],

respectively. The errors between these outputs and the
target vector are as follows,

error1 = ∥v1 − t∥ = 31.0847,
error2 = ∥v2 − t∥ = 8.8578,
error3 = ∥v3 − t∥ = 17.2991,

Figure 1(b) shows a comparison of these errors. Both the
proposed Algorithm 2 and Algorithm 3 also output vec-
tors that are closer to the target vector t than Algorithm 1
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(i.e. Babai’s algorithm) . In this case, error2 is smaller
than error3, which means that Algorithm 2 outperforms
Algorithm 3 for this input.

5.2 Experiments

Our experiments are done on a Windows desktop PC with
an Intel Core i5-7200U CPU running at 2.50 GHz. The
algorithms are implemented in Matlab R2016b.

For comparison, we randomly generate 500 lattice
bases with full rank 8 that can trigger the adjustment
strategies in Algorithm 2 and Algorithm 3. Figure 2 shows
a comparison of the errors generated by Algorithms 1, 2
and 3 with these randomly chosen lattice bases as inputs.
It can be seen easily that our proposed Algorithm 2 and
Algorithm 3 both outperform Babai’s algorithm with re-
spect to the corresponding errors. Figure 2 also shows
Algorithm 3 outperforms Algorithm 2 for the vast major-
ity of inputs. This is in line with our algorithm design
expectations. After all, Algorithm 3 has a more accurate
adjustment strategy than Algorithm 2.

Figure 3 shows the time overhead of these three algo-
rithms. Our algorithms are slower than Babai’s due to
the time-consuming Gram-Schimdt procedure. However,
this is not a big problem for cryptographic applications,
since the implementation of a cryptographic algorithm in-
volves only one selected lattice basis, and attacking the
cryptographic algorithm only needs to solve the specific
CVP problem of the lattice basis.

In addition to the above general case, we have also
done experiments for the special case of HNF. For com-
parison, we randomly generate 100 lattice bases in HNF
with full rank 10. Figure 4 shows a comparison of errors
generated by all the five algorithms appeared in the pa-
per. A strange thing is that there are only three curves in
Figure 4. This is because Algorithms 4 and 5 are special
cases of Algorithm 2 and Algorithm 3 respectively, so the
errors they generate are exactly the same.

Although the errors generated are the same, it can be
easily seen from Figure 5 that the computational cost of
Algorithm 4 and Algorithm 5 is smaller than that of Al-
gorithm 2 and Algorithm 3. In particular, Algorithm 4,
in which there is no Gram-Schimidt process, has almost
the same computational cost as Babai’s algorithm.

6 Conclusions

In this paper, we propose four improved rounding proce-
dures for CVP problem based on Babai’s rouding proce-
dure. The first two procedures are general for any type
of lattice basis, while the latter two algorithms are spe-
cial versions of the first two for which the input basis is in
HNF form. We also show that all four algorithms perform
better than Babai’s procedure with respect to approxima-
tion factor, although they lose some efficiency as the cost.
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