
 

 

ISSN 1816-353X (Print)                     Vol. 25, No. 1 (January 2023) 

ISSN 1816-3548 (Online) 



 

 

 

Editor-in-Chief             

Prof. Min-Shiang Hwang 
Department of Computer Science & Information Engineering, Asia 
University, Taiwan 

Co-Editor-in-Chief:  

Prof. Chin-Chen Chang (IEEE Fellow)  
Department of Information Engineering and Computer Science, 
Feng Chia University, Taiwan 

Publishing Editors           

Shu-Fen Chiou, Chia-Chun Wu, Cheng-Yi Yang 

Board of Editors 

Ajith Abraham 

School of Computer Science and Engineering, Chung-Ang University 
(Korea) 

Wael Adi 

Institute for Computer and Communication Network Engineering, Technical 
University of Braunschweig (Germany) 

Sheikh Iqbal Ahamed 

Department of Math., Stat. and Computer Sc. Marquette University, 
Milwaukee (USA) 

Vijay Atluri 

MSIS Department Research Director, CIMIC Rutgers University (USA) 

Mauro Barni 

Dipartimento di Ingegneria dell’Informazione, Università di Siena (Italy) 

Andrew Blyth 

Information Security Research Group, School of Computing, University of 
Glamorgan (UK) 

Chi-Shiang Chan 

Department of Applied Informatics & Multimedia, Asia University (Taiwan) 

Chen-Yang Cheng 

National Taipei University of Technology (Taiwan) 

Soon Ae Chun 

College of Staten Island, City University of New York, Staten Island, NY 
(USA) 

Stefanos Gritzalis 

University of the Aegean (Greece) 

Lakhmi Jain 

School of Electrical and Information Engineering, 
University of South Australia (Australia) 

Chin-Tser Huang 

Dept. of Computer Science & Engr, Univ of South Carolina (USA) 

James B D Joshi 

Dept. of Information Science and Telecommunications, University of 
Pittsburgh (USA) 

Ç etin Kaya Koç 

School of EECS, Oregon State University (USA) 

Shahram Latifi 

Department of Electrical and Computer Engineering, University of Nevada, 
Las Vegas (USA) 

Cheng-Chi Lee 

Department of Library and Information Science, Fu Jen Catholic University 
(Taiwan) 

Chun-Ta Li 

Department of Information Management, Tainan University of Technology 
(Taiwan) 

Iuon-Chang Lin 

Department of Management of Information Systems, National Chung Hsing 
University (Taiwan) 

 

 

 

 

John C.S. Lui 

Department of Computer Science & Engineering, Chinese University of 
Hong Kong (Hong Kong) 

Kia Makki 

Telecommunications and Information Technology Institute, College of 
Engineering, Florida International University (USA) 

Gregorio Martinez 

University of Murcia (UMU) (Spain) 

Sabah M.A. Mohammed 

Department of Computer Science, Lakehead University (Canada) 

Lakshmi Narasimhan 

School of Electrical Engineering and Computer Science, University of 
Newcastle (Australia) 

Khaled E. A. Negm 

Etisalat University College (United Arab Emirates) 

Joon S. Park 

School of Information Studies, Syracuse University (USA) 

Antonio Pescapè 

University of Napoli "Federico II" (Italy) 

Chuan Qin 

University of Shanghai for Science and Technology (China) 

Yanli Ren 

School of Commun. & Infor. Engineering, Shanghai University (China) 

Mukesh Singhal 

Department of Computer Science, University of Kentucky (USA) 

Tony Thomas 

School of Computer Engineering, Nanyang Technological University 
(Singapore) 

Mohsen Toorani 

Department of Informatics, University of Bergen (Norway) 

Sherali Zeadally 

Department of Computer Science and Information Technology, University 
of the District of Columbia, USA 

Jianping Zeng  

School of Computer Science, Fudan University (China)  

Justin Zhan 

School of Information Technology & Engineering, University of Ottawa 
(Canada) 

Ming Zhao 

School of Computer Science, Yangtze University (China) 

Mingwu Zhang 

College of Information, South China Agric University (China) 

Yan Zhang 

Wireless Communications Laboratory, NICT (Singapore) 

 

 

 

 

 

 

 

INTERNATIONAL JOURNAL OF NETWORK SECURITY 

 

PUBLISHING OFFICE 

Min-Shiang Hwang 

Department of Computer Science & Information Engineering, Asia 

University, Taichung 41354, Taiwan, R.O.C. 

Email: mshwang@asia.edu.tw 

International Journal of Network Security is published both in traditional 

paper form (ISSN 1816-353X) and in Internet (ISSN 1816-3548) at 

http://ijns.jalaxy.com.tw 

PUBLISHER: Candy C. H. Lin 

©  Jalaxy Technology Co., Ltd., Taiwan 2005 

23-75, P.O. Box, Taichung, Taiwan 40199, R.O.C. 

http://www.comp.glam.ac.uk/staff/ajcblyth/
http://www.cse.cuhk.edu.hk/~cslui
http://www.ece.ac.ae/eceportal/ece/shortcourses/knegm_brief.htm
http://www.cs.uky.edu/~singhal/
http://www.udc.edu/prof/zeadally
http://homepage.fudan.edu.cn/~zengjp/
mailto:mshwang@asia.edu.tw
http://ijns.jalaxy.com.tw/


Volume: 25, No: 1 (January 1, 2023) 

International Journal of Network Security 

 

 
  

 
1. A Mobile RFID Authentication Protocol Based on Self-assembling Cross-bit Algorithm 

  Sheng-Hua Xu, Dao-Wei Liu, and Wen-Tao Zuo                                 pp. 1-9 

   

 2. 
Digital Image Copyright Protection Method Based on Blockchain and Perceptual 

Hashing 

  Qiu-Yu Zhang and Guo-Rui Wu                                             pp. 10-24 

   

 3. Research on Coverless Image Steganography 

  Kurnia Anggriani, Nan-I Wu, and Min-Shiang Hwang                          pp. 25-31 

   

 4. Research on Data Mining Detection Algorithms for Abnormal Data 

  Yanying Yang                                                            pp. 32-36 

   

 5. 
An Approach for Security Assessment of the Internet of Things in Healthcare for the 

Disabled 

  Reem Almasoudi, Mohammad Arafah, Waleed Alghanem, and Saad Bakry       pp. 37-47 

   

 6. 
CSMTP: An RL-based Adversarial Examples Generation Method for Chinese Social 

Media Texts Classification Models 

  Xin Tong, Jingya Wang, Binjun Wang, Hanming Zhai, and Kaidi Zhang          pp. 48-60 

   

 7. 
Non-linear and Non-steady Time Series Forecasting Method Based on EMD and 

OSELM 

  
Xuebin Xu, Meijuan An, Shuxin Cao, Longbin Lu, Liangxu Su, Tao Yang, and Jiaqi Luo            

                                                                        pp. 61-67 

   

 8. 
Privacy-preserving Electronic Medical Records Sharing Solution Based on 

Blockchain 

  Mingqiang Shao, Momeng Liu, and Zhenzhen Wang                          pp. 68-75 

   

 9. Common Knowledge Based Secure Generation and Exchange of Symmetric Keys 

  Hexiong Chen, Jiaping Wu, Wei Guo, Feilu Hang, Zhenyu Luo, and Yilin Wang   pp. 76-88 

   

 10. 
Construction and Deployment of a Distributed Firewall-based Computer Security 

Defense Network 

  Chunjuan Wang                                                          pp. 89-94 



   

 11. 
The Validation Code System of Websites Based on Multi-dimensional Chaotic 

Logistic Map 

  Dahua Song, Chang Liu, and Jiahui Liu                                    pp. 95-102 

   

 12. Secure Search over Encrypted Enterprise Data in the Cloud 

  Kaishi Wang and Jiaqi Guo                                              pp. 103-112 

   

 13. 
Element Extraction Method of Industrial Internet Security Situation Analysis Based on 

SDAE-IRF 

  
Peng-Shou Xie, Ying-Wen Zhao, Shuai Wang, Wei Li, Wan-Jun Shao, and Tao Feng  

                                                                      pp. 113-121 

   

 14. Enhancing the Robustness of Deep Neural Networks by Meta-Adversarial Training 

  You-Kang Chang, Hong Zhao, and Wei-Jie Wang                           pp. 122-130 

   

 15. A Hybrid-based Feature Selection Method for Intrusion Detection System 

  Xibin Sun, Heping Ye, and Xiaolin Liu                                     pp. 131-139 

   

 16. 
An Efficient Attribute Encryption Scheme with Privacy-Preserving Policy in Smart 

Grid 

  Jing Cheng and Mi Wen                                                 pp. 140-150 

   

 17. 
Bilinear Mapping and Blockchain-based Privacy-Preserving and Data Sharing 

Scheme for Smart Grid 

  Xiaoxu Zhang                                                          pp. 151-160 

   

 18. Deep Security Detection Framework Based on ATT&CK 

  
Rixuan Qiu, Yu Fu, Jian Le, Fuyong Zheng, Gan Qi, Chao Peng, Yi Zhang, Yuancheng Li, 

and Yan Liu                                                            pp. 161-170 

   

 19. 
Emergent Cybersecurity Information Discovery in Support of Cyber Threat 

Prevention 

  Chia-Mei Chen, Jin-Jie Fang, Zheng-Xun Cai, Boyi Lee, and Dan-Wei Wen    pp. 171-174 

   

 20. An Efficient USM Weak Sharpening Detection Method for Small Size Image Forensics 

  Jie Zhao, Shuang Song, and Bin Wu                                      pp. 175-183 

 
  

 



International Journal of Network Security, Vol.25, No.1, PP.1-9, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).01) 1

A Mobile RFID Authentication Protocol Based
on Self-assembling Cross-bit Algorithm

Sheng-Hua Xu1, Dao-Wei Liu2, and Wen-Tao Zuo2

(Corresponding author: Sheng-Hua Xu)

Network Information Center, Guangdong Polytechnic Normal University1

Tianhe District, Guangzhou 510640, China

Engineering College, Guangzhou College of Technology and Business2

Guangzhou 510006, China

Email: 995565519@qq.com

(Received Dec. 8, 2021; Revised and Accepted Oct. 11, 2022; First Online Dec. 10, 2022)

Abstract

The wired communication between the fixed reader and
database in traditional RFID systems is considered a
safe channel. However, the mobile reader and the
database communicate wirelessly in mobile RFID sys-
tems, so the channel is no longer safe and reliable.
Therefore, the traditional RFID authentication proto-
col cannot be applied to mobile RFID systems. An
ultra-lightweight mobile-wireless bidirectional authentica-
tion protocol MAP-SKBO based on a shared private key
and bitwise operation, is proposed to solve this problem.
MAP-SKBO is based on the bitwise operation mecha-
nism, which adopts ultra-lightweight bit replacement and
self-combined cross-bit operation to encrypt the transmit-
ted information and uses random numbers to maintain
the transmission information’s freshness and the shared
information private key. During the communication pro-
cess, the tag, the reader, and the database authenticate
each other to resist sabotage by an attacker. Security
analysis shows that MAP-SKBO can achieve tasks such
as the dynamic update of the shared private key and
desynchronization-attack resistance. The formal math-
ematical reasoning of MAP-SKBO by GNY logic proves
the correctness of MAP-SKBO. A performance analysis
indicates that MAP-SKBO has low computational com-
plexity and is suitable for low-cost mobile RFID systems.

Keywords: Internet of Things; Mutual Authentication;
RFID; Sac; Shared Key

1 Introduction

Radio frequency identification (RFID) is a non-physical
contact using object recognition and data exchange tech-
nology. RFID arose in the last century, and large-scale
applications were implemented in the late nineties [4,21].

Current RFID systems typically consist of three parts,
the tag, the reader and the database. In a tradi-
tional RFID system, the reader is generally fixed, so
the communication between the reader and the database
is based on a wired channel, which is considered to be
safe [3, 10, 12, 24]. The reader is embedded in a mobile
intelligent terminal to form a mobile RFID system. In
a mobile RFID system, the reader is no longer fixed but
mobile. Therefore, information transmission between the
reader and the database can only be accomplished wire-
lessly. A wireless channel can easily be eavesdropped by
attackers, which makes information transmission between
the reader and database unreliable [9, 17–20,22].

Based on the above description, the traditional RFID
authentication protocol is clearly not suitable for mobile
RFID systems. In view of these problems, this paper
proposes a two-way authentication protocol MAP-SKBO
based on shared private key and bitwise operation in a mo-
bile RFID system. MAP-SKBO applies ultra-lightweight
bit replacement and self-combination of cross-bit opera-
tion to encrypt the transmitted information, thereby re-
ducing the calculations on the tag side. Each round of the
authentication process uses random numbers to maintain
the freshness of the communication information and then
updates the shared private key’s freshness after the au-
thentication process. During the communication process,
the authenticity of the side that sends the message is ver-
ified first; then, the response information is verified to
realize authentication among the three parties of the tag,
the reader and the database.

The first section of this article provides an introduc-
tion to describe the limitations of the traditional RFID
authentication protocol and the security flaws in mobile
RFID systems, leading to the focus of this paper. The
second section introduces the authentication protocol pro-
posed in recent years for mobile RFID systems. The third
section introduces the mathematical knowledge and de-
fines the computational symbols required in the MAP-
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SKBO design process. The fourth section establishes a
security model for the authentication protocol applicable
to mobile RFID systems and gives an abstract descrip-
tion of the authentication protocol. The fifth section sys-
tematically describes the MAP-SKBO design steps. The
sixth section analyzes the security of MAP-SKBO with
respect to identity authentication, desynchronization at-
tacks, track attacks and replay attacks. The seventh sec-
tion adopts the formal logic of GNY to perform rigorous
mathematical reasoning for MAP-SKBO. The eighth sec-
tion analyzes the performance of MAP-SKBO in terms of
the computational complexity, storage capacity, etc. of
the tag, the reader and the database. The ninth section
summarizes the full text and provides directions for future
research.

2 Related Research Works

Reference [15] proposes an RFID one-way authentication
protocol based on PRF, but the analysis finds that the
protocol cannot completely resist denial-of-service (DoS)
attacks. If an attacker constantly sends a message c
to the tag, the tag continually updates the value of its
own counter ctr, causing the reader to spend more time
traversing the query. Reference [13] proposes a PFP pro-
tocol based on a hash function and pseudo-random gener-
ator, but the protocol has some drawbacks. If the internal
state chain length w is too small, it cannot resist DoS at-
tacks. If the value of w is too large, the reader will pay
a large cost to calculate the internal state chain. The
authentication scheme proposed in Reference [25] can-
not resist desynchronization attacks. The attacker makes
the shared private key stored between the tag and the
reader inconsistent by means of replay attack and infor-
mation forging and then destroys the subsequent authen-
tication between the tag and the reader. The authentica-
tion scheme proposed in Reference [5] cannot resist active
attack. An attacker can gradually derive the private key
stored in the tag by continuously interrogating the tag
and analyzing the reply information of the tag. Although
the scheme proposed in Reference [11] is resistant to com-
mon attacks, the tag side needs to generate five random
numbers during the authentication process, which makes
the computational complexity of the tag excessive. All
the above authentication protocols have a common fea-
ture that they are designed for traditional RFID systems.
However, they are not applicable to mobile RFID systems.

Reference [23] proposes a one-way mobile authentica-
tion protocol but found that the agreement cannot resist
man-in-the-middle attacks and replay attacks. A mobile
authentication protocol based on elliptic curve is proposed
in Reference [8]; however, this scheme cannot ensure the
privacy of the reader and the computational complexity of
the tag is also high. An ultra-lightweight mobile authenti-
cation protocol is proposed in Reference [2]. The analysis
shows that the protocol cannot resist replay attacks on
the tag. The mobile authentication protocol proposed in

Reference [14], which is based on a hash function, cannot
prevent tag forgery, man-in-the-middle attacks and replay
attacks. Reference [7] proposes a tripartite authentication
of the mobile protocol. However, the protocol burdens the
database with a heavy workload and also cannot resist
DoS attacks. The Edwards curve-based mobile protocol
proposed in Reference [26] does not implement authen-
tication from the reader side to the tag in the authen-
tication process, which makes the protocol vulnerable to
impersonation attack. Reference [16] proposes a mobile
authentication protocol based on a shared private key.
However, the protocol, in which the tag authenticates the
reader, does not achieve full authentication, which makes
the protocol vulnerable to impersonation attacks.

Considering the shortcomings of many existing
schemes, this paper proposes a mobile authentication sys-
tem, MAP-SKBO, based on shared private key and bit-
wise operation for a mobile RFID system. The MAP-
SKBO authentication process involves first verifying the
authenticity of the message source and then conducting
follow-up operations, which can resist the deliberate de-
struction of the attacker. Encrypting information by bit-
wise operation enables MAP-SKBO to achieve an ultra-
lightweight level, which can effectively reduce the compu-
tational load of the RFID system. From the perspective
of safety and performance, MAP-SKBO is suitable for
low-cost mobile RFID systems.

3 Related Knowledge

To facilitate the description, we use “Sac(Z)” to represent
self-assembling cross-bit operation. Let X, Y, and Zbe
three binary numbers of l bits, X = x1x2 · · ·xL, Y =
y1y2 · · · yL, and Z = z1z2 · · · zL, where X ∈ {0, 1}l, Y ∈
{0, 1}l, Z ∈ {0, 1}l. X undergoes bitwise XOR with Y to
obtain Z. Sac(Z) is a new binary number W with l bits
formed by the combination of the high and low bits of Z,
that is, Sac(Z) = z1zL/2 + 1z2zL/2 + 2 · · · zL/2zL.

The self-assembling cross-bit operation can be imple-
mented in the tag and reader as described below. Intro-
duce two pointers, one for P1 and one for P2, where P1

points to the head of binary number Z and P2 points to
the end of binary number Z. When P1 traverses from the
head of Z, P2 simultaneously starts traversing from the
end of Z. The numbers traversed by pointer P1 are se-
quentially placed in the odd bits of the new binary number
W , and the numbers traversed by pointer P2 are sequen-
tially placed in the even bits of the new binary number
W . Finally, through combination we can obtain the new
binary number W , that is, Sac(Z) [6].

The self-assembling cross-bit operation requires only
shift and bitwise OR operation and the final combination,
thereby reducing system throughput and storage capacity
to achieve an ultra-lightweight level. Different orders of
pointer assignment will produce different values, thereby
increasing the difficulty of cracking. For example, if l = 8,
X = 11011001 and Y = 01100101, then X ⊕ Y = Z and
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Sac(Z) = 11011010. The specific process is shown in
Figure 1.

Figure 1: Self-assembling cross-bit operation flow chart

4 RFID Security Model

The goal of a mobile RFID authentication protocol is not
only to ensure the safety of the tag’s private information
but also to ensure that both the tag and the mobile reader
cannot be tracked. This paper uses MySQL query mode
to model the attack ability of Attacker-A while establish-
ing the non-traceable model of a mobile RFID system.
T represents the tag, R represents the reader, DB rep-
resents the database, and P represents the protocol that
the tag, the mobile reader, the database are involved in.
The participants in the protocol can initiate several in-
stances of P, where MT represents the instance initiated
by the tag, MR represents the instance initiated by the
mobile reader, and MDB represents the instance initiated
by the database. Attacker-A can perform the following
query operation:

1) Execute (MT ,MR,MDB , n) Query Operation: This
query operation describes an instance where
Attacker-A executes protocol P. Simultaneously, all
the two-way transferring communication information
between tag T and mobile reader R or between mo-
bile reader R and database DB is acquired during the
n-th round of communication. The query operation
modeling is equivalent to a static attack.

2) Send (MT ,message, n) Query Operation: In this
query operation, Attacker-A sends a message to tag
T during the n-th round of communication, and the
query operation is modeled as a dynamic attack.
Through this query operation, tag T will return a
value as a response message based on the protocol
and the stored data.

3) Send (MR,message, n) Query Operation: In this
query operation, Attacker-A sends a message to mo-
bile reader R during the n-th round of communica-
tion, and the query operation modeling is equivalent

to a dynamic attack. Through this inquiry operation,
mobile reader R will return a value as a response mes-
sage according to the protocol and the stored data.

4) Corrupt (MT ) Query Operation: This query opera-
tion describes the ability of Attacker-A to bribe tag
T so that T will actively leak the private information
stored by itself. This query operation modeling is
equivalent to a dynamic attack.

5) Corrupt (MR) Query Operation: The query opera-
tion describes the ability of Attacker-A to buy a mo-
bile reader R so that R will actively leak the private
information stored by itself. The query operation
modeling corresponds to a dynamic attack.

5 Design of MAP-SKBO

5.1 Initinal Conditions and Symbols

Before MAP-SKBO is executed, all entities in the mobile
RFID system must initialize the memory unit as follows.

The tag stores Key L,Key R and IDT , form-
ing the triple (Key L,Key R, IDT ). The mobile
reader stores Key L,Key R and IDR to form the
triple (Key L,Key R, IDR). The database stores
Key L,Key R, IDT and IDR to form the four-tuple
(Key L,Key R, IDT , IDR). The definitions and descrip-
tions of the symbols used in MAP-SKBO are shown in
Table 1.

Table 1: Symbol definitions

Symbol Description

T The tag
R The mobile reader
DB The database
IDT Identifier ID of the tag
IDR Identifier ID of the reader
Key The private key shared among the reader,

the tag and the database
Key L The left half of the shared private key
Key R The right half of the shared private key
Key old The shared private key of the last round

of authentication
Key new The shared private key of the current

round of authentication
rT The random number generated by the tag
rR The random number generated by the

reader
rDB The random number generated by the

database
⊕ Bitwise XOR operation
& Bitwise AND operation

Sac(X) Self-combined cross-bit operation
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5.2 MAP-SKBO Authentication Process

The MAP-SKBO authentication process is shown in Fig-
ure 2. The following gives a description of the specific
meanings of formulas M0 to M12 in Figure 2, as shown in
Table 2. Then, in combination with Figure 2, a descrip-
tion of the specific steps of the MAP-SKBO authentica-
tion is given.

Table 2: Formula descriptions

Symbol Description

M0 rR ⊕Key R
M1 rR ⊕Key L
M2 rR ⊕ rT
M3 rT ⊕ IDT

M4 Sac(rT&Key L, rT ⊕Key R)
M5 Sac((rT&rR)⊕ (rT&Key L))
M6 rR ⊕ IDR

M7 Sac(rR&IDR&Key L, rR&IDR&Key R)
M8 rR ⊕ rDB ⊕ IDR

M9 rT ⊕ rDB ⊕ IDT

M10 Sac(rR, rDB)
M11 Sac(rT , rDB)
M12 rR&rDB

The MAP-SKBO authentication process is shown in
Figure 2.

Figure 2: MAP-SKBO authentication flow chart

The detailed steps of the MAP-SKBO authentication
process are as follows.

Step 1. The mobile reader generates a random number
rR ∈ 0, 1l; then, the reader calculates the values of
M0 and M1 and sends M0, M1 and the authentication
request command query to the tag.

Step 2. After the tag receives the information, the values
of M0⊕Key R and M1⊕Key L are calculated and
compared to determine if they are the same.

If they are equal, the tag verifies that the mobile
reader has passed and proceeds to step three; oth-
erwise, the tag indicates that the mobile reader is
forged and MAP-SKBO terminates immediately.

Step 3. The tag calculates random number rR and gen-
erates a random number rT ∈ 0, 1l. Then, the tag
calculates M2, M3, M4, and M5 and transmits (M2,
M3, M4, M5) to the mobile reader.

Step 4. After the mobile reader receives the message, it
first calculates the values of M2⊕rR and M5’ and de-
termines whether the values of M5’ and M5 are equal.
If they are equal, then the mobile reader verifies that
the tag has passed and proceeds to Step 5; other-
wise, the reader indicates that the tag is forged and
MAP-SKBO terminates immediately, where M5′ =
Sac(((M2⊕ rR)&rR)⊕ ((M2⊕ rR)&Key L)).

Step 5. The mobile reader calculates random number rT
and the values of M6 and M7 and transmits (M3, M4,
M6 and M7) to the database.

Step 6. The database authenticates the mobile reader.

1) After the database receives the information,
it first calculates the values of M6 ⊕ IDR

and M7‘ and determines whether the values
of M7‘ and M7 are equal. If they are equal,
the database verifies that the mobile reader
has passed and proceeds to Step 3; other-
wise, the process proceeds to Step 2, where
M7‘ = Sac((M6⊕ IDR)&IDR&Key L, (M6⊕
IDR)&IDR&Key R).

2) The database uses Key old instead of Key new
to perform the calculation in Step 1. If they
are equal, the database verifies that the reader
has passed and goes to Step 3; otherwise, the
mobile reader is forged and MAP-SKBO termi-
nates immediately.

3) The database calculates random number rR and
goes to the seventh step.

Step 7. The database authenticates the tag.

1) After the database verifies that the mobile
reader has passed, it calculates the values of
M3 ⊕ IDT and M4‘ and determines whether
M4 ’ and M4 are equal. If they are equal,
the database verifies that the tag has passed
and Step 3 is performed; otherwise, Step 2
is performed, where M4‘ = Sac((M3 ⊕
IDT )&Key L, (M3⊕ IDT )⊕Key R).

2) The database uses Key old instead of Key new
to perform the calculation in Step 1. If they
are equal, then the database verifies that the
tag has passed and goes to Step 3; otherwise,
the tag is forged and MAP-SKBO terminates
immediately.

3) The database calculates random number rT and
proceeds to the eighth step.

Step 8. The database generates a random number
rDB ∈ 0, 1l, calculates the values of M8, M9,
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M10 and M11, starts to update the information of
the shared private key, that is, Key old=Key and
Key=Key new, and transmits (M8, M9, M10, M11)
to the mobile reader, where Key new = Sac((rDB ⊕
rT ⊕ rR)⊕ (rDB&rT&rR)).

Step 9. After the mobile reader receives the message, it
calculates the values of M8 ⊕ rR ⊕ IDR and M10‘
and compares the values of M10‘ with M10. If
they are equal, the mobile reader verifies that the
database is authentic and proceeds to Step 10; oth-
erwise, it indicates that the database is forged and
MAP-SKBO terminates immediately, where M10‘ =
Sac(rR, (M8⊕ rR ⊕ IDR)).

Step 10. The mobile reader calculates the value of M12,
updates the information of the shared private key,
that is, Key old=Key and Key=Key new, and trans-
mits (M9, M11, M12) to the tag, where Key new =
Sac((rDB ⊕ rT ⊕ rR)⊕ (rDB&rT&rR)).

Step 11. The tag authenticates the mobile reader.

1) After the tag receives the information, the tag
calculates the values ofM9⊕rT⊕IDT and M12‘
and compares M12‘ with M12 for equality. If
they are equal, then the tag verifies the mobile
reader and proceeds to Step 2; otherwise, it indi-
cates that the mobile reader is forged and MAP-
SKBO terminates immediately, where M12‘ =
rR&(M9 ⊕ rT ⊕ IDT ). The tag authenticates
the database.

2) The tag calculates the value of M11‘ and deter-
mines whether M11‘ and M11 are equal. If they
are equal, then the tag verifies the database and
proceeds to Step 3; otherwise, it indicates that
the database is forged and MAP-SKBO immedi-
ately terminates, where M11‘ = Sac(rT , (M9⊕
rT ⊕ IDT )).

3) The tag starts to update the information of the
shared private key, that is, Key = Sac((rDB ⊕
rT ⊕ rR)⊕ (rDB&rT&rR)). The authentication
process among the tag, the mobile reader and
the database terminates.

6 Safety

1) Replay Attack: The tag generates a random num-
ber rT in each authentication process, and the au-
thentication message (M2, M3, M4, M5) contains rT
in each calculation. If the attacker adopts the old
message, the tag will use the newly generated ran-
dom number rT when verifying the authentication
message (M9, M11, M12). This will cause the tag
to fail when validating the mobile reader and the
database, and the MAP-SKBO will terminate im-
mediately, preventing attackers from completing the
follow-up authentication process. Therefore, MAP-
SKBO can resist replay attacks.

2) Asynchronous Attack: In an asynchronous attack,
during the authentication process, due to the delib-
erate sabotage of the attacker, the shared private
key of the mobile reader (or the database) and the
tag becomes asynchronous. An asynchronous at-
tack is also known as a desynchronization attack.
To resist asynchronous attacks, MAP-SKBO stores
the shared private key, Key old, used in the previ-
ous authentication process to recover synchronization
with the tag. When the database authenticates the
tag and the mobile reader through (M3, M4, M6,
M7), it first calls Key new. If the verification fails,
Key old is called to resist the attacker’s desynchro-
nization attack. Therefore, the existence of Key new
and Key old makes MAP-SKBO resistant to asyn-
chronous attacks.

3) Man-in-the-middle Attack: Replacing the message
and tampering with the news are the most common
forms of man-in-the-middle attacks. According to
the protocol application scenario, an attacker can
obtain all communication message sets of the tag,
the mobile reader and the database among all three
MS=M0, M1, M2, M3, M4, M5, M6, M7, M8, M9,
M10, M11, M12. Because the above message is en-
crypted, even if the attacker acquires the above mes-
sage, he cannot derive any useful information from
it. Although an attacker can modify or tamper with
one of the messages, MAP-SKBO will verify the mes-
sage at each step and find that the message has been
tampered with. Meanwhile, the calculation of the
above messages is associated with random numbers
rR, rT and rDB , and the random numbers are ran-
domly generated and unpredictable, making it harder
for an attacker to modify the message. Thus, MAP-
SKBO can resist man-in-the-middle attacks.

4) Forward Security: Due to the database storing the
shared private key of the previous round of the au-
thentication process, here only the forward security
of the tag is discussed. If the attacker wants to ob-
tain the current shared private key value of the tag,
the attacker needs to decrypt the previous authenti-
cation message from the last received message. How-
ever, the attacker cannot succeed for the following
reasons. First, the attacker cannot crack the mes-
sage encrypted by the bitwise operation because at
least two quantities in the ciphertext are unknown
to the attacker. Second, after the authentication,
MAP-SKBO immediately updates the value of the
shared private key, and there is no correlation be-
tween the initial and updated values. Furthermore,
the calculation of the value is dependent on three ran-
dom numbers rR, rT and rDB , which are impossible
for the attacker to obtain. Therefore, MAP-SKBO
can ensure the forward safety of the tag.

5) Bidirectional Authentication: In the mobile RFID
system, because the communication between the
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tag and the reader or between the reader and the
database is performed through a wireless channel,
which is not secure, each message transmission re-
quires authentication.

The tag authenticates the reader. The reader sends the
message to the tag for the first time, and the tag com-
pletes the first authentication of the reader in the second
step. In the tenth step, the reader transmits a message to
the tag a second time, and the tag completes the second
authentication of the reader in the eleventh step. The
reader authenticates the tag. The tag sends a message to
the reader in the third step, and the reader completes the
authenticity verification of the tag in the fourth step.

The reader authenticates the database. The database
transmits the message to the reader in the eighth step,
and the reader completes the authenticity verification of
the database in the ninth step.

The database authenticates the reader and the tag. To
ensure resistance to desynchronized attacks, the database
simultaneously stores the values of Key new and Key old.
In the fifth step, after the reader sends the message to
the database, the database authenticates the reader in
the sixth step and authenticates the tag in the seventh
step. Through these processes, the tag, the reader, and
the database can achieve mutual authentication, so MAP-
SKBO can achieve bidirectional authentication.

7 GNY Logical Formal Proof

In this paper, the formal analysis and proof of the
WKGA-BO protocol are performed by using GNY [1] for-
mal logic analysis.

1) Formal Description of the Protocol: The following
conventions are used to simplify the application of
the GNY formal logic language description to the
MAP-SKBO. R represents the mobile reader, T rep-
resents the tag, and DB represents the database. The
flow of the MAP-SKBO protocol is as follows:

Msg1: R→ T : {M0,M1, Query}
Msg2: T → R : {M2,M3,M4,M5}
Msg3: R→ DB : {M3,M4,M6,M7}
Msg4: DB → R : {M8,M9,M10,M11}
Msg5: R→ T : {M9,M11,M12}

After using GNY formal logic language to standard-
ize the above protocol, the process can be described
as follows:

Msg1: T < ∗{M0,M1, Query}
Msg2: R < ∗{M2,M3,M4,M5}
Msg3: DB < ∗{M3,M4,M6,M7}
Msg4: R < ∗{M8,M9,M10,M11}
Msg5: T < ∗{M9,M11,M12}

2) The Initalization Assumption of the Protocol: The
MAP-SKBO protocol assumptions are as follows: the
combination of R, DB, T represent the body, where
R represents the mobile reader, T represents the tag,
and DB represents the database.

Sup1: T ∋ (Key R,Key L, IDT rT )

Sup2: R ∋ (Key R,Key L, IDR, rR)

Sup3: DB ∋ (Key R,Key L, IDR, IDT , rDB)

Sup4: R| ≡ #(rR, rT , rDB)

Sup5: T | ≡ #(rR, rT , rDB)

Sup6: DB| ≡ #(rR, rT , rDB)

Sup7: T |≡ R
Key R,Key L←→ T

Sup8: R |≡ T
Key R,Key L←→ R

Sup9: DB |≡ R
Key R,Key L,IDR←→ DB

Sup10: R |≡ DB
Key R,Key L,IDR←→ R

Sup11: DB |≡ T
Key R,Key L,IDT←→ DB

Sup12: T |≡ DB
Key R,Key L,IDT←→ T

3) The Proof Target of the Protocol: There are five
main proof targets of the MAP-SKBO protocol,
namely, mutual trust of the freshness of the infor-
mation exchanged among the tag, the mobile reader
and the database. The proof formulas of the target
are as follow:

Goal1: T |≡ R| ∼ #(M0,M1)

Goal2: R |≡ T ∼ #(M2,M3,M4,M5)

Goal3: DB |≡ R| ∼ #(M3,M4,M6,M7)

Goal4: R |≡ DB| ∼ #(M8,M9,M10,M11)

Goal5: T |≡ R| ∼ #(M9,M11,M12)

4) The Protocol Proving Process: The proof of the
MAP-SKBO protocol is based on the initialization
hypothesis, which proves that the process follows the
rules of logical reasoning in Reference [1], and the
notification rules, fresh rules, procession rule and the
rules of message interpretation follow the GNY logic
inference rules in Reference [1], which are, respec-
tively, represented as T, P, F and I.

Because the protocol proves that the processes of
proving Goal 2: R |≡ T | ∼ #(M2,M3,M4,M5),
Goal 3: DB |≡ R| ∼ #(M3,M4,M6,M7), Goal 4:
R |≡ DB ∼ #(M8,M9,M10,M11), Goal 5: T |≡
R| ∼ #(M9,M11,M12) are similar to the proof pro-
cess of Goal 1: T |≡ R| ∼ #(M0,M1), this section
proves only Goal 1: T |≡ R| ∼ #(M0,M1) as an
example. The proof process is given below.

Proof.
∵ Rule P1:

P<X
P∋X and Msg 1: T < ∗{M0,M1},

∴ T ∋ {M0,M1}.
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∵ Rule: F1: P |≡(X)
P |≡(x,y),P |≡#F (X) and Sup 4: R | ≡

#(rR, rT , rDB),

∴ T = #{M0,M1}.
∵ Rule P2: Sup 1: T ∋ (Key R,Key L, IDT , rT )
and Sup 2: R ∋ (Key R,Key L, IDR, rR),

∴ T ∋ {M0,M1}.

∵ Rule F10: P |≡(X),P∋X
P |≡#(H(X)) and the formula derived:

T = #{M0,M1}, T ∋ {M0,M1},
∴ T |≡ #{M0,M1}.

∵ Rule I3: P<H(X,<S>)>,P∋(X,S),P |≡P←→Q,P |≡#(X,S)
P |≡Q|∼(X,S),P |≡Q∼H(X,<S>)

Then, ∵ Sup 7: T |≡ R
Key R,Key L←→ T , Sup 8: R |≡

T
Key R,Key L←→ R and Msg 1: T < ∗{M0,M1},

∴ T |= R ∼ {M0,M1}.
∵ freshness definition and its derivation: T =
#{M0,M1}, T |= R ∼ {M0,M1},
∴ Goal 1: T |≡ R| ∼ #(M0,M1) has been proved.

8 Performance Analysis

A mobile RFID system includes a tag, mobile reader, and
database. Because the latter two have strong computing
power and large storage capacity, they have little effect
on the performance of the protocol. Therefore, the com-
putation power and storage capacity of only the tag are
analyzed. The performance analysis of the RFID authen-
tication protocol is conducted from four main perspec-
tives: the computational load of the tag, the storage of
the tag, the number of conversations, and protocol traf-
fic. Table 3 shows the performance comparison results of
MAP-SKBO and other authentication protocols.

In Table 3, H represents a hash function operation, M
represents scalar multiplication, S represents a random
number calculation, and Sac represents a combination of
self-cross-bit operation. As described in the third sec-
tion of the article, H, M and S are lightweight operations,
whereas Sac is ultra-lightweight operations. That is, the
former require much more computation than the latter.
Because the bitwise XOR operation and bitwise AND op-
eration require less computation, their computation is ig-
nored in the performance analysis. The lengths of the
shared private key Key, the identifier ID and the result of
each operation (i.e., H, M, S, Sac) are set to l.

1) Storage and Computation Load of the Tag: In this
paper, the MAP-SKBO tag needs to store only two
values, the shared privates key Key and the identifier
of the tag IDT . According to the previous conven-
tion, the required storage capacity of the tag is 2l.
Compared with the References [14, 23, 26], the stor-
age capacity of the tag of this protocol is reduced;
compared with the References [7, 8, 16], the storage
capacity of the tag in this paper is equivalent.

Table 3: Performance comparison of authentication pro-
tocols

Computational Storage Protocol
Reference Load Capacity Traffic

Reference [23] H 3l 10l
Reference [8] 4M+ H 2l 22l
Reference [14] 3H 3l 14l
Reference [7] 2H 2l 13l
Reference [26] 3M+2H 6l 17l
Reference [16] 3S+H 2l 12l
This protocol S+4Sac 2l 17l

In terms of the computation load of the tag, the bit-
wise XOR operation and bitwise AND operation have
small computational cost, so their costs are not con-
sidered. Therefore, the computational cost is much
less than that of other studies. In this paper, we
do not encrypt the message using a hash function
or scalar multiplication, which are computationally
intensive. Instead, we encrypt the message by ultra-
lightweight bitwise operation to reduce the computa-
tional load. In summary, the protocol in this paper
has some improvements compared to other protocols
in terms of the storage and computational load of the
tag.

2) Communication and the Number of Conversations:
The communication traffic of this protocol is slightly
larger than those in References [7,14,16,23], but there
are some security risks in the previous protocols. The
proposed protocol overcomes the defects of previous
protocols. This protocol is equivalent to those in Ref-
erences [8, 26] in terms of communication traffic and
solves their security problems.

The number of conversations in most of the proto-
cols is five. The proposed protocol has no advan-
tage in terms of the number of conversations. In
summary, this protocol achieves little improvement
with respect to overall communication traffic and the
number of conversations but solves the security flaws
in other protocols. Therefore, this protocol still has
some practical value.

9 Conclusion

This paper describes the differences between traditional
RFID systems and mobile RFID systems and notes that
the traditional RFID system authentication protocol can-
not be applied to mobile RFID systems. Therefore, an
MAP-SKBO authentication protocol is proposed for mo-
bile RFID systems. The paper expounds the defects and
deficiencies in some current authentication protocols ap-
plicable to mobile RFID systems and then proposes an
improved authentication scheme. The proposed MAP-
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SKBO protocol abandons the hash function encryption
method and instead uses bitwise operations to encrypt
the information, making the protocol achieve an ultra-
lightweight level. The use of bit replacement operations
and self-combined cross-bit operations increases the dif-
ficulty of the attacker in cracking the protocol. A secu-
rity analysis and performance analysis illustrate the secu-
rity and advantages of the protocol. GNY logic formally
proves the correctness of MAP-SKBO; MAP-SKBO is not
only suitable for mobile RFID systems but also for tradi-
tional RFID systems. Future potential research directions
include the following: Optimize the MAP-SKBO protocol
to reasonably reduce the traffic of the whole communi-
cation; and implement a MAP-SKBO mobile RFID sys-
tem prototype to determine the total number of gates,
the time needed to achieve complete communication and
other issues to achieve the combination of theory and
practice.
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Abstract

To enhance the transparency and credibility of the copy-
right information of digital images of grotto murals and
to solve the problems of low sampling rate in the fre-
quency domain, easy tampering, and unclear ownership of
copyright information, a digital image copyright protec-
tion method based on blockchain and perceptual hashing
was proposed by using the features of blockchain, such
as tamper resistance, decentralization, and traceability.
Firstly, the copyright owner uses the improved percep-
tual hashing function to convert the mural image into
a 256-bit hash value and uploads it to the blockchain
along with other copyright information; Then, the in-
telligent contract detects the infringement of the image
by calculating the similarity of the hash value, and the
detected copyright information and encrypted image are
uploaded to the InterPlanetary File System (IPFS). Fi-
nally, the consumer downloads the image and copyright
information initiates a copyright transaction, and calls the
double smart contract to obtain the key and decryption
the image. The experimental results show that the pro-
posed method solves the problem of unclear ownership of
copyright owners and consumers and ensures the security
of asset transfer in the process of copyright transaction.
The improved perceptual hashing function also improves
the accuracy of determining similarity in digital image in-
fringement detection.

Keywords: Blockchain; Copyright Protection; Grotto Mu-
rals; IPFS; Perceptual Hashing; Smart Contract

1 Introduction

With the rapid development of cloud storage, internet and
multimedia technology, multimedia files show an explosive
growth, which embodies the characteristics of digitaliza-
tion of content, digitalization of product form, digital-
ization of management process and network of commu-
nication channels [35]. As a world cultural heritage [34],
the dissemination of grotto murals in the form of digital

images has become one of the feasible ways to popular-
ize grotto murals. However, due to the downloading and
copying of grotto mural images stored in the cloud, it is
difficult to ensure the security of digital copyright, result-
ing in an increasing number of copyright problems. In
recent years, the widely used blockchain has the charac-
teristics of decentralization, de-trust, non-tampering and
traceability [6, 18]. It can be applied in the process of
image copyright protection and copyright transaction to
solve the problems of digital copyright information being
easily tampered with, high cost and non-traceability.

At present, the centralized copyright management sys-
tem adopted in the traditional way of copyright protection
is inefficient and costly, which cannot effectively solve the
dilemma faced by digital copyright in the digital commu-
nication environment. Although there are many exist-
ing digital rights management (DRM) technologies such
as information hiding [31, 33] and encryption, there are
still some deficiencies in image copyright protection. Un-
der the network platform, the existing technologies such
as [24] digital watermarking have been unable to fully
protect the rights of copyright owners [3, 4]. Users can
destroy the digital watermark by removing attacks, geo-
metric attacks, encryption attacks and protocol attacks,
or eliminate, destroy and tamper with watermark through
image cropping and image restoration software [2,11]. For
different digital images, the existing encryption methods
also have some problems such as loss of encryption and
decryption data, weak security, and difficulty in retrieval.
Most of the existing copyright protection methods first
process the image data by image encryption based on hash
function, and then compare it with the image data stored
in the database, so as to determine whether the infringe-
ment occurs. Traditional cryptographic hash algorithms
such as MD5 and SHA-256 are simple to implement, but
due to the avalanche effect, even small changes in the im-
age will cause drastic changes in generated hash, so the
infringement detection effect of the image after adding
noise and rotating operation is not good. Image percep-
tual hashing has a certain correlation between the orig-
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inal input data and the input data after slight tamper-
ing, and has a good tamper detection effect on the image
data that has not changed significantly. Therefore, per-
ceptual hashing is used to process the image data and cal-
culate the similarity of generated hash value to determine
whether the image is infringing. The blockchain-based
digital image copyright protection method realizes auto-
matic infringement detection by writing smart contracts,
but there is still the problem of unclear user ownership.
The mainstream blockchain is expensive to store data,
and the image copyright file is relatively large, which is
not suitable for direct storage on the blockchain. IPFS
is a point-to-point distributed file storage system, which
has the characteristics of distributed storage and open-
ness. It can dynamically expand the storage capacity,
thus effectively solving the problem of insufficient storage
capacity on the blockchain caused by the large amount of
grotto mural image data. However, the openness of IPFS
also makes the stored image data face the risk of misap-
propriation. The security of copyright information and
transaction process cannot be guaranteed.

To overcome such drawbacks, this paper adopts the
digital images of grotto murals as the research carriers,
and presents a digital image copyright protection method
based on blockchain and perceptual hashing, which com-
pletes the whole process of copyright information regis-
tration, consumer information registration, and copyright
transaction by writing and calling double smart contract.
The summary of contributions of our work is given below:

1) By improving the spatial sampling rate of perceptual
hashing frequency domain, the problem of missing
image details in feature capture is solved, and the
accuracy of determining similarity in digital image
infringement detection is improved.

2) To combine the image perceptual hashing and MD5
algorithm, generate the unique corresponding en-
cryption and decryption key related to the image,
and encrypting the successfully registered image to
be uploaded by chaotic sequence, which effectively
solves the data security problem after the image is
uploaded to IPFS.

3) The copyright owner and consumers use smart con-
tract to register information respectively, which
solves the problem of unclear rights between copy-
right owner and consumers. Meanwhile, double
smart contract is called for triple security verifica-
tion, which effectively solves the security problem of
asset transfer during copyright transactions.

The rest of this paper is organized as follows: Related
work is discussed in details in Section 2. Section 3 intro-
duces the proposed system model and specific implemen-
tation scheme in details. Section 4 carries out the per-
formance analysis of the proposed scheme, and compared
with existing digital image copyright protection scheme.
Section 5 gives example simulation results. Finally, Sec-
tion 6 concludes this paper.

2 Related Works

The DRM is widely used in computer software, audio-on-
demand and download, video-on-demand and download,
digital library, digital image, mobile payment and other
fields [27]. Scholars at home and abroad put forward dif-
ferent DRM schemes from different angles (such as rights
sharing DRM [14], privacy protection DRM [7, 8], enter-
prise DRM [25] and DRM in cloud computing [16, 21]).
However, most of the above schemes need centralized li-
cense servers and third-party financial platforms to as-
sist in the issuance of licenses and the smooth execution
of transactions, while the centralized server is vulnera-
ble to attacks, resulting in services termination, and the
rights transaction information and license information are
opaque [17].

In recent years, many scholars have tried to apply
blockchain to DRM system to solve the problems existing
in traditional DRM system. Mehta et al. [20] proposed
a decentralized peer-to-peer photo sharing marketplace
built on top of Ethereum test chain, which effectively
avoided the avalanche effect, but the image hashing could
not deal with the 90 ◦ rotation of image. Shi et al. [28]
proposed a DRM system based on blockchain and SIFT
local feature extraction algorithm, which realized auto-
matic similar infringement detection, decentralized stor-
age, tamper-proof and traceability of copyright informa-
tion. Guo et al. [10] proposed a blockchain-enabled DRM
system, which includes an entirely new network architec-
ture for sharing and managing multimedia resources of
online education on the basis of the combination of the
public and private blockchains, as well as three specific
smart contract schemes for the realization of the record-
ing of multimedia digital rights, the secure storage and
the unmediated verification of digital certificates, respec-
tively. Li et al. [15] proposed an image copyright pro-
tection system based on the fusion of deep neuron net-
work and blockchain, and design a scalable DNN accel-
erator and SHA-256 using field-programmable gate array
(FPGA). Experimental results show that the whole accel-
eration system can achieve up to 40x speedup comparing
to software implementation on CPU. Dobre et al. [5] pro-
posed a digital image copyright protection system based
on blockchain, which uses as the picture identifier a joint
photographic experts group (JPEG) resistant image sig-
nature. Through testing in the process of image com-
pression, it is proved that the image signature extraction
algorithm can effectively resist JPEG compression. Wang
et al. [30] proposed a secure image copyright protection
framework combines blockchain and zero-watermark tech-
nology, which realize the copyright traceability of the im-
age and solve the problem of lack of trusted third parties.
Sultana et al. [29] proposed a secure medical image shar-
ing system based on zero trust principles and blockchain,
which effectively improves the security of medical im-
ages in the complete transmission stage through the au-
dit tracking of blockchain reserved data transmission, but
there are still some limitations in network speed. Kr et
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al. [12] proposed a social media DRM system based on se-
cret sharing, which effectively realized decentralized social
media copyright management. However, when implement
on traditional social media could suffer latency and low
transaction rate. Abba et al. [9] proposed a distributed
media transaction framework for DRM, which is based
on the digital watermarking and a scalable blockchain
model, and built a scalable blockchain model using an
overlay network, which solved the scalability and security
problems of DRM system. Ren et al. [26] proposed a ro-
bust zero-watermarking algorithm based on the angular
features, and introduced blockchain to solve the problem
that zero-watermarking relies on third-party copyright or-
ganizations. This framework is robust against common
watermark attacks, and realizes the copyright protection
for the lossless vector map. Abrar et al. [1] proposed to
use blockchain and digital watermark for image security
authentication. By using SHA-256 encryption algorithm
to extract the hash value of the generated watermark, it
was stored in the blockchain to realize identity authenti-
cation independent of the third-party platform. Kumar
et al. [13] proposed a secure distributed industrial im-
age and video data security detection system based on
IPFS and blockchain, which effectively avoided a single
point of failure with the help of blockchain characteristics.
Liu et al. [19] proposed a blockchain copyright protection
system combined with fabric’s smart contract, which re-
alized the automatic management of the complete digi-
tal rights life cycle of digital copyright. Nan et al. [22]
proposed a code copyright management system based on
blockchain, which verified the originality of code based
on abstract syntax tree, and achieved good response speed
and storage efficiency. Wang et al. [32] proposed an image
copyright protection model based on blockchain, which
ensured that the image information would not be tam-
pered with through consensus nodes, and added digital
watermark to prevent the leakage of image information.
Natgunanathan et al. [23] proposed a multimedia copy-
right protection audio watermarking technology based on
blockchain, which kept the perceived quality of audio sig-
nals to the greatest extent.

In summary, most of the existing DRM framework is
divided into three parts: image processing, infringement
detection and image storage. Considering the problem
that the digital watermark is easy to be tampered with,
this paper chooses perceptual hashing instead of digital
watermark, and calls smart contract to calculate the sim-
ilarity of hash value to complete the image infringement
detection. Most of the existing smart contracts are single-
chain codes, and the ownership is unclear. At the same
time, the encryption algorithm of data files uploaded to
IPFS and the method of obtaining keys by calling con-
tracts are complex, which is not suitable for image in-
formation storage in big data environment. Therefore,
this paper presents a digital image copyright protection
method combining blockchain, improved perceptual hash-
ing, image encryption and IPFS. The proposed method
not only improves the accuracy of similarity determina-

tion in image infringement detection, but also encrypts
the simple chaotic sequence by using the key related to
image hashing, which enhances the security of grotto mu-
ral image data stored in IPFS, and enhances the security
of copyright transaction process through double contract
call and triple verification.

3 The Proposed Scheme

3.1 System Model

Figure 1 shows the system model of digital image copy-
right protection method based on blockchain and percep-
tual hashing. This model is divided into three different
parts: blockchain, user and IPFS, and realizes the func-
tions of copyright information registration, consumer in-
formation registration and copyright transaction through
smart contracts.

As shown in Figure 1, the users in the system model
are divided into copyright owner and consumers. The
copyright owner uploads the digital images of grotto mu-
rals and related copyright information to the blockchain
and IPFS, using the perceptual hashing generated by the
images for infringement detection, and encrypting the im-
ages with the relevance key. Anyone who obtain grotto
mural images and corresponding copyright information
through legal channels as a consumer. They can download
encrypted mural images and part of copyright informa-
tion from IPFS as needed, which uploaded by copyright
owner, and calls the double smart contract to obtain the
decryption key according to the obtained copyright infor-
mation. If the image file is not invalid, consumers can get
the decryption key after completing asset evaluation and
payment.

3.2 Algorithm Design

3.2.1 Improved Perceptual Hashing Algorithm

In order to tolerate the deformation of the image, the
traditional perceptual hashing function only selects the
low-frequency part of the image when it is created, which
leads to the lack of image details during feature capture,
reduces the accuracy of determining similarity in digi-
tal image infringement detection, and makes the result
of infringement detection unsatisfactory. After cropping,
noise addition, blur, sharpen, rotation and re-size simi-
lar but different images, we compared with the accuracy
in the realization of infringement detection of three dif-
ferent hashing algorithms, Average hash (Ahash), Differ-
ence hash (Dhash) and Perception hash (Phash), and it is
found that perceptual hashing algorithm is stable for the
similarity measurement of images after different degrees
of noise processing. Combining with the characteristics
of digital images of grotto murals, the perceptual hashing
algorithm is improved, and the specific processing steps
are as follows:
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Figure 1: The system model

Step 1. Reduces the image to get a three-dimensional
array of 32× 32× 3.

Step 2. Convert the image into grayscale.

Step 3. Carry out discrete cosine transform (DCT) on
the image and convert it into frequency domain.

Step 4. Select the part with frequency domain of 16×16
to calculate the average value.

Step 5. Generate a 2D array according to the binariza-
tion of the average value (if less than the average
value then assign 1 otherwise 0), it constructs the
256-bit perceptual hashing by expanding the 2D ar-
ray into a 1D array.

The improved perceptual hashing algorithm obtains
the outline details of the image by moving the value part
in the frequency domain, and at the same time, it doubles
the sampling matrix in the frequency domain, so that the
length of the generated corresponding hash value is ex-
panded by 4 times, the sampling efficiency is high in the
approximate sampling time, and the accuracy of infringe-
ment detection of hash value is greatly improved. Table 1
shows the time required to generate the hash values and
calculate the similarity measurement of the images 1.jpg
and 2.jpg before and after improving the perceptual hash-
ing algorithm.

As shown in Table 1, the accuracy of the improved
perceptual hashing algorithm for judging the similarity of
different images has nearly doubled and the verification

time has only increased by 0.000005 seconds (basically
negligible).

3.2.2 Image Encryption Algorithm

IPFS is designed for all users, allowing all nodes to access
it at will. The nodes connected to IPFS network can find
file content and download it. At the same time, the file
upload of IPFS does not need to verify the identity of the
sender, and generates a unique hash value according to
the file content. When the file content changes, the hash
value is completely different. The grotto mural data files
stored in IPFS face the following two possible threats: 1)
Once a user obtains the image data through illegal means
and publishes the data to IPFS or other distributed file
storage systems in advance before the copyright owner
completes the copyright registration of the image data,
the infringing party cannot be verified according to the
generation time; 2) Users can easily obtain the data stored
in IPFS. After obtaining the data, they can also tamper
with the image data and copyright files and publish them
to other platforms.

After considering the above situation, before the copy-
right owner uploads the grotto mural images and copy-
right information to IPFS, the copyright owner must en-
crypt the chaotic sequence of the images by using 1D Lo-
gistic chaotic map. The equation of 1D Logistic chaotic
map is shown in Equation (1).

Xk+1 = U ∗Xk ∗ [1−Xk] (1)
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Table 1: The hash value generation and similarity measurement time of Images 1.jpg, 2.jpg

Traditional Phash The improved Phash

Hash value (bit)

1000001010101100
0100000001000010
1000011001000010
0000000000010000

111011000011010101100101011001000000011001001
010000001101001011110010101000010111011100111
011001011000111000110110110011110000110111000
111101111000101001001110001101010001100101110
010101110001100110111010000101000011000110101

1000111000111001110101010010100
1.jpg Generate time (s) 0.000979 0.000997

Hash value (bit)

1010000010001000
0100100000010001
0100000000100000
0000001000000001

000011111010010011001110011001111010101100110
011100100111111000011001100111100101101110100
110011100111011000110010100110011011010011000
110001001001011011000011010111101001100101011
110011100110101001110111111010101101101110000

0110110011000100011001010000011
2.jpg Generate time (s) 0.000978 0.000997

Similarity Similarity (%) 70.31250 47.65625
measurement Execution time (s) 0.000996 0.001001

where k = 0, 1, ..., n.
When the initial value X0∈(0,1) and the control pa-

rameter U∈(3.569945,4], the Logistic mapping reaches
chaotic state. As the value of the U approaches 4, the
iterative generated values are pseudo-random distribu-
tion, and the better encryption effect of chaotic sequences.
In a chaotic system, even if the initial value X0 changes
slightly, the structure of the obtained data is completely
different. In case of a fixed set of parameters, the algo-
rithm can be easily cracked even if it is iterated to achieve
a fully chaotic state. In order to solve this problem, U=4,
and the key generation method is improved from a fixed
X0 to a different random key Q(0<Q<1) uniquely corre-
sponding to the image as the initial value, so as to improve
the security of chaotic sequence encryption. The specific
processing steps of the image encryption algorithm are as
follows:

Step 1. Calculate the perceived hash value of the origi-
nal image, and perform MD5 encryption on the gen-
erated 256-bit binary hash value to generate a unique
Md5Key (32-bit hexadecimal string).

Step 2. Partition Md5Key and convert each digit from
hexadecimal to decimal, and find the maximum
value. In order to ensure that the chaotic function is
in a chaotic state, the generated Q value must meet
the condition that it is greater than 0 and less than
1. Therefore, the maximum value obtained is treated
as R. After Md5Key segmentation and conversion,
each decimal number is divided by R (Ten decimal
places are reserved). The median of the generated 32
numbers is Q.

Step 3. This 1D chaotic sequence A is generated by it-
erating Q for the same number of times according to
the pixel size of the original image, then another 1D
chaotic sequence B is obtained by normalizing the

1D sequence A to (0, 255), and transform B into a
2D matrix G of M×N .

Step 4. The G and the image are bitwise XOR to obtain
chaotic sequence encrypted image.

The realization of chaotic sequence encryption algo-
rithm is shown in Algorithm 1.

Algorithm 1 Logistic chaotic sequence encryption

Input: Md5Key, original image
Output: encrypted image
1: initialization R, array a, array b, 1D sequence A, 2D

matrix G
2: for i→Md5Key do
3: a←int(i,16)
4: end for
5: R←max(a)∗(3/2)
6: for j→a do
7: b←round(j/R,10)
8: end for
9: Q←median(b)

10: for s→100 do
11: X0←Q
12: end for
13: Generate chaotic sequence A by applying Equa-

tion (1)
14: Generate matrix G by applying Step 3
15: Get the encrypted image according to Step 4
16: return encrypted image

3.2.3 Construction of Double Smart Contract

In order to realize the copyright protection of digital im-
ages of grotto murals, by setting up Hyperledger Fabric
network, creating channels and nodes (Orderer, Peer) and
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issuing corresponding certificates, smart contract 1 and
smart contract 2 (smart contract 1 realizes the registra-
tion of copyright information and smart contract 2 real-
izes the registration of consumer information) are writ-
ten for copyright owner and consumers respectively. The
contracts are deployed to the same channel of the same
network, and written by Typescript language. When a
consumer initiates a copyright transaction application, it
interacts with peer-to-peer service nodes through Fabric-
SDK to realize the call of double smart contract, and
improves the algorithm of copyright information creation
and copyright transaction process.

1) Registration of copyright information

a. Copyright information creation module
Before writing the copyright information into
the blockchain, the copyright owner generates
a 256-bit binary string from the image data
by using the improved perceptual hashing func-
tion, and then uploads it to the blockchain net-
work with other copyright information. Then, it
calls the smart contract 1 to verify whether the
imageID in the copyright information to be cre-
ated exists, if it exists, the creation fails. If not,
the uploaded image data is subject to infringe-
ment detection. By automatically calculating
the Hamming distance between the imageHash
of copyright information to be created and
HashAll already stored in the blockchain, and
then calculate similarity. When the similarity
is less than or equal to the pre-set threshold of
47.65625%, it is proved that the image is differ-
ent from others stored in the blockchain, and no
infringement is involved. At this time, the copy-
right information is created successfully, and the
unique corresponding Md5Key is generated ac-
cording to the hash value of the image. Other-
wise, the image is judged as an infringing image,
and the input is refused.

b. Copyright information inquiry module
The copyright owner can read the copyright in-
formation according to the imageID, and com-
pare the imageID of the copyright information
to be queried with the imageID existing in the
blockchain. If it exists, the data will be returned
to the copyright owner, otherwise the query will
fail.

c. Copyright information update module
Firstly, the copyright owner inputs the
imageID, and queries the correspond-
ing storage position of copyright in-
formation in the blockchain according
to the imageID, so as to update all
data including imageID, imageName,
imageHash, Md5Key, imageResolution,
CopyrightOwnerEmailAddress,
imageCopyrightOwnerName and
phocopyrightV alue.

d. Copyright information deletion module
Updating copyright information in real time
helps to save the storage space of blockchain, so
it is necessary to delete copyright information
for lost image data or expired copyright infor-
mation (the copyright owner or individual of the
image is changed).

The process of copyright information registration is
shown in Algorithm 2.

Algorithm 2 Registration of copyright information

Input: imageID, imageName, phocopyrightV alue,
imageResolution, imageCopyrightOwnerName,
imageHash,CopyrightOwnerEmailAddress

Output: results of copyright information creation, in-
quiry, update and deletion

1: initialization Similarity, Hamming distance,
HashAll∈{0,1}256

2: // calculate similarity
3: for i→256 do
4: if imageHash[i]!=HashAll[i] then
5: Hamming distance += 1
6: end if
7: end for
8: Similarity = (1−Hamming distance/256)∗100%
9: if imageID exists then

10: The copyright has been registered, so you can in-
quire, update and delete it

11: else if Similarity >47.65625 then
12: The imageHash already exists, and the copyright

creation failed
13: else
14: Input image copyright information and generate

Md5Key according to imageHash
15: end if
16: return results of copyright information creation, in-

quiry, update and deletion

2) Registration of consumer information

a. Consumer information creation module
Consumers must have a legal identity before
conducting copyright transactions, so they need
to create consumer information and complete
the audit through smart contract 2. After the
approval, consumers can recharge certain assets
to their wallets for payment in the copyright
transactions.

b. Consumer information inquiry module
Consumers can query the asset value according
to their personal account OwnerName, and de-
termine whether they meet the conditions for
purchasing digital images of grotto murals.

c. Consumer information update module
Considering the popularity of the sharing econ-
omy, current consumers may sell their accounts.
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At this time, they need to change OwnerName
of their personal account so that they can con-
tinue to use the remaining assets under the orig-
inal account. When consumers want to buy
copyright information, but the current asset
value is not enough, they can recharge their ac-
counts and update the asset value part of the
information.

d. Consumer information deletion module
Generally, the consumer may register multiple
accounts and own corresponding assets in real
applications. Once the consumer forgets the ac-
count, the account and its assets become “in-
active assets” similar to banks, which not only
causes the waste of blockchain storage, but also
causes the loss of consumers. Therefore, con-
sumers need to delete useless OwnerName in
time.

The process of consumers information registration is
shown in Algorithm 3.

Algorithm 3 Registration of consumer information

Input: OwnerName, OwnerV alue
Output: results of consumer information creation, in-

quiry, update and deletion
1: if OwnerName ! exists then
2: Create consumer information(OwnerName,

OwnerV alue)
3: else
4: The consumers has been registered, so you can in-

quire, update and delete it
5: end if
6: return results of consumer information creation, in-

quiry, update and deletion

3) Copyright transaction
Any node can download data from IPFS. Thus, the
grotto mural images and copyright information files
uploaded to IPFS will be tampered with. There-
fore, the copyright owner encrypts the image and
deletes some copyright information before uploading
the data. When consumers download images and
copyright information, the obtained images are en-
crypted images of grotto murals encrypted by chaotic
sequences, and the obtained copyright information
files are other copyright data excluding imageHash
andMd5Key. Consumers can obtain encryption and
decryption keys by purchasing image copyright to de-
crypt images, and this process is realized by calls
double smart contract. Firstly, the consumer calls
smart contract 2 to verify the identity information
according to their personal accounts. If consumer in-
formation exists, they calls smart contract 1 to verify
the existence of image copyright information accord-
ing to imageID. If copyright information exists, they
calls smart contract 2 again for asset evaluation, and

determine whether the current assets of consumers
meet the payment conditions. If so, complete pay-
ment, change the balance of consumer assets and re-
turn Md5Key. If not, the transaction fails. After
consumers get the key, they can decrypt the image,
thus obtaining the digital image of grotto murals.
The copyright transaction process is shown in Algo-
rithm 4.

Algorithm 4 Copyright transaction

Input: imageID, OwnerName
Output: results of copyright transaction
1: //verify the identity information according to Algo-

rithm 3
2: //verify the existence of image copyright information

according to Algorithm 2
3: //asset evaluation according to Algorithm 2 and

Algorithm 3
4: if OwnerName ! exists then
5: return Consumer identity verification failed, copy-

right transaction failed
6: else if imageID ! exists then
7: return Image copyright information does not exist,

copyright transaction failed
8: else if OwnerV alue <phocopyrightV alue then
9: return Payment failed, copyright transaction failed

10: else
11: Complete and update OwnerV alue
12: return Md5Key
13: end if

4 Experimental Results and Per-
formance Analysis

The system builds Fabric 2.3 network based on Hyper-
ledger Fabric under CentOS7, writes chain code with
Typescript and completes deployment, and completes im-
age hash generation and image chaotic sequence encryp-
tion with Python. The proposed method is tested by
using a self-defined data set of grotto murals, which is
about 20GB in size and includes 16 kinds of images.

4.1 Performance Analysis for Digital Im-
age Copyright Infringement Detec-
tion

At first, perform various conversion operations on any
image in the data set, such as cropping, noise addition,
blur (using mean blur, adjusting blur radius to 2px, 4px,
6px, 8px, 10px), sharpen (enhancing sharpness from 1 to
6), rotation(counterclockwise) and re-size, etc. The im-
age “2.jpg” in the experimental data set is selected for
these transformations, and each original image generates
37 corresponding transformed images, as shown in Fig-
ure 2.
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Figure 2: Operations on image 2.jpg with different modification

In order to evaluate the effectiveness of perceptual
hashing in copyright infringement detection, we compare
Phash, which we have used in the proposed frame work
with two other techniques, Ahash and Dhash, and uses
Similarity to measure the similarity between the orig-
inal image and the modified image. The three hashing
algorithms of Ahash, Dhash and Phash all return 64 bits
hashes. The calculation method of Similarity is shown
in Equation (2).

Similarity = (1− Hamming distance

Hashlength
)× 100% (2)

where Hamming distance is the Hamming distance be-
tween the hash values of the two images, Hashlength is
the length in bits of the hash value.

Considering that the image data of grotto frescoes have
bright colors, many portraits, damaged, similar and noisy,
two similar but different the original images (1.jpg and
2.jpg) are selected to calculate their similarity under dif-
ferent hash algorithms. Figure 3 shows the similarity be-
tween the image 1.jpg and 2.jpg under different hash al-
gorithms. Figure 3(a) shows the image 1.jpg and 2.jpg.
Figure 3(b) shows the similarity between the two images
under three different hash algorithms.

The similarity of different images is lower, the bet-
ter the implementation effect of perceptual hashing algo-
rithm. As shown in Figure 3(b), the similarity of similar
but different images calculate by the Ahash, Dhash and
Phash are 78.12500%, 48.43750% and 70.31250% respec-
tively. The difference hash effect is relatively good.

In order to further evaluate the effectiveness of the
three hashing algorithms for infringement detection, the
original image 2.jpg is subjected to a series of image pro-

cessing operations, and then the similarity between the
processed images of 1.jpg and 2.jpg under different hash-
ing algorithms is calculated again. Figure 4 shows the
similarity measurement between the original image 1.jpg
and the original image 2.jpg after clipping, adding noise,
blurring, sharpening, rotating and resizing. Except for
the noise addition, the performance of the three hash-
ing algorithms under other image processing is: Dhash
>Phash >Ahash.

Compared with the copied images and published edi-
tion in the market, the murals have higher noise which
obtained by shooting, and the image effect tends to the
image after noise addition processing, so it is more nec-
essary to consider the selection of hash algorithm under
noise addition processing. As shown in Figure 4(b), the
similarity between Ahash and Dhash for different degrees
of noise processing is quite different. Relatively speaking,
Phash is more stable in the case of image noise addition
processing, so Phash is used to measure the similarity of
images. Although the image similarity value of Phash is
relatively stable, the accuracy of similarity judgment is
low. Therefore, this scheme effectively solves the problem
of low accuracy by improving the perceptual hashing algo-
rithm. Figure 5 shows the similarity measurement results
of the image 1.jpg and similar image 2.jpg using improved
perceptual hashing algorithm, Ahash and Dhash.

As shown in Figure 5, for similar but different images,
the similarity of the improved perceptual hashing algo-
rithm is 47.65625%. Compared with 70.31250% of the
unimproved perceptual hashing algorithm and 48.43750%
of the Dhash algorithm, the accuracy of similarity mea-
surement has been greatly improved.

After clipping, noising, blurring, sharpening, rotating
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(a) The image1.jpg and 2.jpg (b) The similarity between the two images

Figure 3: The similarity under different hash algorithms

(a) Cropping (b) Addition noise (c) Blurring

(d) Sharpening (e) Rotation (f) Resizing

Figure 4: Before the improvement of perceptual hashing algorithm, the image 2.jpg after various transformation
processing and the image 1.jpg similarity measurement.

Figure 5: Similarity measurement between image 1.jpg
and similar image 2.jpg under three hash algorithms

and resizing the original image 2.jpg, the similarity mea-
surement with the original image 1.jpg is done by using
the improved perceptual hash algorithm. Figure 6 shows
the similarity measurement of infringement detection un-
der different hash algorithms.

As shown in Figure 6, the accuracy of similarity mea-

surement using the improved perceptual hashing algo-
rithm has been greatly improved. The performance of the
improved perceptual hashing algorithm is relatively stable
in different degrees of noise addition processing. Except
for noise addition, other image processing methods use
the improved perceptual hashing algorithm to measure
image similarity, which is better than Ahash and Dhash.
Therefore, this scheme sets the similarity threshold to
47.65625%, selects the improved perceptual hashing al-
gorithm to process the image data, uploads the generated
hash value to the blockchain, and measures the similarity
in the smart contract to realize the infringement detection
of the image copyright.

4.2 Performance Analysis for Image En-
cryption Algorithm

In order to enhance the security of the images uploaded to
IPFS, a unique chaotic sequence encryption initial value
X0 is determined for each image by MD5 algorithm, and
the images are encrypted. Figure 7 shows the compari-
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(a) Cropping (b) Addition noise (c) Blurring

(d) Sharpening (e) Rotation (f) Resizing

Figure 6: After improved perceptual hashing algorithm, the image 2.jpg after various transformation processing and
the image 1.jpg similarity measurement of infringement detection.

son of the original image, encrypted image and decrypted
image of the image 1.jpg.

(a) Original (b) Encrypted (c) Decrypted

Figure 7: The comparison of the original image, encrypted
image and decrypted image of the image 1.jpg

The performance of image encryption algorithm is an-
alyzed by histogram analysis in statistical analysis, and
the generated gray histogram of the image 1.jpg is shown
in Figure 8.

As shown in Figure 8, the gray histogram of the original
image shows obvious statistical laws, and is vulnerable
to statistical analysis attacks. The distribution of gray
histogram of the encrypted image is uniform, which is
completely different from the original image. It is proved
that the encryption scheme in the proposed method is
secure, and can resist statistical analysis attacks well.

4.3 Performance Comparison with Exist-
ing Copyright Protection Schemes

Table 2 shows the comprehensive performance compar-
ison results between proposed scheme and the existing
multimedia content copyright protection schemes in [10,
13,19,20,23,32].

As shown in Table 2, the existing digital copyright pro-
tection schemes based on blockchain mostly realize au-
tomatic infringement detection through smart contracts,
thus ensuring the privacy and security of digital copyright.
The DRM system proposed in scheme [10] takes into ac-
count the characteristics of online educational multimedia
resources, uses three smart contracts to realize copyright
protection, and conducts infringement detection through
watermark extraction and hash digest. Although the ac-
curacy rate is improved, the verification is complicated
and the system is not scalable. Scheme [13, 20] detects
infringement by perceptual hashing, which ensures the
verification effect and reduces the verification complexity,
but the ownership of users is not treated. Scheme [19,32]
uses the consensus mechanism of blockchain to realize full-
cycle copyright protection by smart contract, but does not
consider the infringement detection and data security of
digital copyright content itself. Scheme [23] ensures the
security of multimedia copyright protection through im-
proved watermarking algorithm, but there are still secu-
rity and ownership problems due to the restriction of dig-
ital watermarking algorithm and single contract. By an-
alyzing the problems existing in the above copyright pro-
tection technologies, this scheme improves the traditional
perceptual hashing algorithm, and improves the judgment
accuracy while ensuring the low verification complexity.
Meanwhile, using the scheme [10] for reference, the double
smart contract is used to solve the problem that the user’s
rights in a single contract are unclear. In the smart con-
tract 1, the infringement detection module is combined
with the copyright information registration process to re-
alize automatic infringement detection. At the same time,
the correlation key and chaotic sequence encryption are
combined to encrypt the image data to be uploaded to
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(a) Original (b) Encrypted (c) Decrypted

Figure 8: The gray histogram of the image 1.jpg

Table 2: Performance comparison with existing copyright protection schemes

Authors Scalability Privacy Security Double smart contract Infringement detection
Ref. [20] ✓ ✓ ✓ × wavelet hash
Ref. [10] × ✓ ✓ × watermark/hash digest
Ref. [13] ✓ ✓ ✓ × perceptual hashing
Ref. [19] × ✓ ✓ × none
Ref. [32] × ✓ ✓ × none
Ref. [23] ✓ ✓ ✓ × watermark

Proposed ✓ ✓ ✓ ✓ perceptual hashing

IPFS, which improves the security of digital images of
grotto murals.

5 Example Simulation Results

5.1 Digital Image Copyright Infringe-
ment Detection

In order to verify the realization of the infringement de-
tection part in the smart contract 1, after the copyright
information creation of the image 2.jpg is successfully
completed, the images processed with different degrees of
noise are uploaded, Table 3 shows the creation results of
corresponding copyright information of processed images.

Table 3: The copyright information creation results of the
image 2.jpg

Noise Similarity Acceptance
addition (%) with image 1.jpg (%) result

10 51.95312 Rejected
20 51.17188 Rejected
30 45.70312 Accepted
40 47.26562 Accepted
50 48.82812 Rejected
60 48.04688 Rejected
70 48.82812 Rejected
80 47.65655 Rejected
90 53.12500 Rejected
100 51.17188 Rejected

As shown in Table 3, the images with different pro-

portions of noise addition (except for 30% and 40% of
noise addition) failed to pass the infringement detection
created by copyright information, which proves that us-
ing the improved perceptual hashing algorithm to judge
the similarity can effectively identify the infringing im-
ages and realize the copyright protection of grotto mural
images.

5.2 Image Copyright Transaction

In order to obtain the required image, consumers need to
purchase the image copyright and obtain the Md5Key to
decrypt the encrypted image downloaded by IPFS. Copy-
right transaction mainly includes three parts: verification
of consumer identity information, verification of the ex-
istence of image copyright information and asset evalua-
tion. The copyright transaction process is completed by
calling double smart contracts. The copyright transaction
success interface is shown in Figure 9.

5.3 Upload and Download of Files in
IPFS

The copyright owner completes the uploading of en-
crypted images and part of copyright information on
IPFS. Before uploading, put the image and copyright in-
formation to be uploaded into a folder (the folder is named
after the imageID and contains encrypted image data
and copyright information), and then upload the folder
through IPFS network. After success, the encrypted im-
age data hash value, copyright information hash value and
folder hash value will be generated at the same time. Ac-
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Figure 9: The copyright transaction success

cording to the configured IPFS URL, port number and
generated folder hash value, you can directly view the
contents of phocopyright1 folder in the browser, and all
nodes in IPFS can download the uploaded files according
to the hash value generated when uploading the folder.
The process of uploading and downloading IPFS files is
shown in Figure 10.

As shown in Figure 10(a), the copyright owner stores
the grotto murals encrypted image (1-encrypt.jpg) and
part of the copyright information text file (phocopyright-
info.txt) in the folder (phocopyright1). As shown in Fig-
ure 10(b), the copyright owner uses the IPFS file up-
load command to complete the upload of phocopyright1.
After successful upload, IPFS hash of phocopyright1, 1-
encrypt.jpg and phocopyroght-info.txt are generated re-
spectively. At this time, the uploaded phocopyright1 can
be viewed in the browser, and the results displayed in
the browser are shown in Figure 10(c), (d) and (e). The
consumer uses the IPFS file download command to get
the folder named after the IPFS hash value of phocopy-
right1, and the successful download interface is shown in
Figure 10(f).

6 Conclusions

In order to realize the copyright protection of digital im-
ages of grotto murals, and solve the problems that copy-
right information is easy to tamper and cannot be traced,
a digital image copyright protection method based on
blockchain and perceptual hashing was proposed by com-
bining perceptual hashing, image encryption, blockchain
and IPFS. The proposed method improves the existing
perceptual hashing algorithm to solve the problems of
missing image details in feature capture and low accu-
racy in image infringement detection, and redefines the
frequency domain spatial sampling in image data hashing,
which greatly improves the accuracy of image similarity
threshold. In addition, combining image hash and MD5 to
generate a unique and random key for chaotic encryption
reduces the possibility of users stealing copyright infor-
mation. Through smart contracts, copyright owner and
consumers can register first and then upload/download,
and the security of copyright trading process is enhanced
through triple judgment when double smart contract are
called. Copyright owners only upload encrypted images
and part of copyright information to IPFS, which also im-
proves the security of copyright data to a certain extent,
effectively expands the storage space of blockchain and re-
duces the storage cost. The simulation results show that

the proposed method can effectively protect the copyright
of digital images of grotto murals, and can be further ap-
plied to other multimedia data copyright protection fields.

In this paper, the chaotic sequence encryption key gen-
eration method is simple, and the key space is small,
which ensures the security and improves the encryption
efficiency. However, there is a risk of being cracked, and
there are still shortcomings in fine-grained access control
of copyright transactions. The further research plan is to
further improve the security of DRM by improving the
key generation method, combining zero trust mechanism,
searchable encryption and other technologies.
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Abstract

In recent years, Coverless Image Steganography (CIS) has
become an essential research topic for many scholars. This
research topic was initiated in 2015 under steganography
without embedding. Accordingly, CIS was presented to
withstand the inadequacies of the general steganography
method against the risks of steganalysis tools. This is
because information concealed in CIS has no modifica-
tion left on the stego image. Conversely, CIS performs
a mapping operation to select a stego image containing
secret information. This paper attempts to examine the
development of CIS over the past five years, summarizing
and analyzing the benefits and challenges of the current
methods used by each survey paper. Moreover, we present
the experimental results in tables and graphs to provide a
precise performance comparison. This is done to outline
future research requirements and opportunities in the CIS
research topic. For example, in the future, developing a
CIS method that is resistant to steganalysis tools, has a
large hiding capacity, and can be used in real-time appli-
cations would be ideal.

Keywords: Coverless Data Hiding; Coverless Image
Steganography; Mapping Operation

1 Introduction

In an internet-based world, the necessity for secure com-
munication routes is unavoidable. One of the solutions to
achieve safe communication is to use data hiding, com-
monly known as steganography. Steganography is de-
scribed as a secret mechanism that conceals confidential
data in other mediums while causing undetectable alter-
ations in human perception [21, 26, 27]. Aside from the
benefits of data hiding in establishing a safe environment,
one of the most significant obstacles in the traditional
steganographic approach is the risk of steganalysis tools.

It is due to the stego image’s alteration traces [16,28].

In the traditional steganographic approach, image
modification can occur in the spatial, transform, and com-
pressed domains. In the spatial domain, the modification
is performed directly in the pixel value of the image [2].
The standard method of spatial domain data hiding is
utilizing the least significant bit (LSB) [10,23–25,29] and
pixel value differencing (PVD) [14, 22]. As a result, spa-
tial domain data hiding achieved high hiding capacity
and, as a trade-off, was very vulnerable to steganalysis
attacks [8]. In the transform domain and compressed do-
main data hiding, the modification deals with the trans-
form coefficients [3, 20, 31] and compressed code [9, 11]
of the images, respectively. As a result, transform do-
main, and compressed domain data hiding perform more
robust against steganalysis attacks. However, the tradi-
tional steganographic approach has become increasingly
susceptible and insufficiently safe due to the rapid devel-
opment of steganographic tools in the previous year [6,19].
Especially with the potential of image processing attacks
like Additive Gaussian White Noise, Salt & Pepper noise,
low-pass filtering, and JPEG compression. Because of the
difficulties above, traditional data hiding must continue
to evolve to improve the robustness of the data hiding
method.

To address the challenges mentioned above, in 2015,
Zhou et al. [33] proposed a concept of steganography
without embedding, often known as coverless data hid-
ing. Instead of embedding secret information by modi-
fying the images’ attributes, this technique matches the
image to the secret information. The mapping operation’s
unique key is a hash sequence comprising secret informa-
tion and an image. The picture will automatically incor-
porate the secret information when they have the same
hash sequence. In the last five years, abundant methods
have been introduced in the CIS. As a result, CIS can be
divided into image-mapping-based CIS [4, 13, 30, 32, 34]
and image-generation-based CIS [1, 5, 7, 12, 15, 17, 18]. In
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the image-mapping-based CIS, the main character is the
mapping operation between hashing sequences of secret
information to find the most similar image in the image
dataset. On the other hand, image-generation-based CIS
utilizes the capabilities of deep learning to produce an
image representing secret information.

In this paper, we presented and summarized some arti-
cles in credible journal papers to analyze existing methods
in coverless image steganography (CIS). Furthermore, this
survey paper aims to identify a research gap to develop
new strategies for future research.

In this survey paper, we highlighted five of the most
relevant papers, ”Towards a High Capacity Coverless In-
formation Hiding Approach” [1] identified as survey paper
1 (Abdulsattar’s scheme), ”A Novel Coverless Information
Hiding Method Based on the Most Significant Bit (MSB)
of the Cover Image” identified as survey paper 2 (Yang
et al.’s scheme), ”Robust Coverless Image Steganography
Based on DCT and LDA Topic Classification” [32] iden-
tified as survey paper 3 (Zhang et al.’s scheme), ”A novel
coverless information hiding method based on the aver-
age pixel value of the sub-images” [34] identified as survey
paper 4 (Zou et al.’s scheme) and ”Coverless Information
Hiding Based on the Molecular Structure Images of Mate-
rial” [4] identified as survey paper 5 (Cao et al.’s scheme).

The remaining paper is managed as follows: Section 2
presents the related works in detail. Section 3 discusses
the comparison of survey papers’ performance. Then, in
Section 4, future research is provided. Lastly, the paper
is concluded in Section 5.

2 Related Works

The fifth survey paper shared the same phase of coverless
information hiding. The first is image hashing generation.
The second is database or lookup table production, and
the last is mapping operation. The main difference is in
the used algorithm and image selection. The summariza-
tion of the fifth survey paper characteristic is shown in
Table 1.

2.1 Survey Abdulsattar’s Scheme

In 2021, Abdulsattar [1] introduced a coverless data hid-
ing by utilizing the eigenvalues decomposition in a block of
sub-images. This schema employs a single image, subse-
quently segmented into several block images. Each block
image has its eigenvalues computed, which are then uti-
lized to construct a hash sequence. The hash sequence
is then saved in an ASCII code lookup table. When a
secret message is provided, it is transformed into ASCII
code format. Following that, mapping the hash sequence
in the lookup table will begin. The lookup table con-
tains the hash sequence’s x and y coordinates to ensure
an efficient mapping operation. Parlier public key algo-
rithm encrypts the location information of the block im-
age, which is shared between the sender and receiver in a

public transmission channel. The flowchart of Abdulsat-
tar’s scheme is shown in Figure 1.

Figure 1: The flowchart of Abdulsattar’s scheme [1]

In this scheme, the longer the hash sequence, the higher
the hiding capacity. Therefore, Abdulsattar [1] investi-
gated three parameters, namely block arrangement, block
size, and overlapping block on the number of hash se-
quences. Figure 2 depicts four alternative arrangements.
Several experiments revealed that arrangement two could
generate more hash sequences than the other arrange-
ments. Abdulsattar [1] adjusts six different block sizes.
As a result, block sizes in the range of 3Ö3 and 6Ö6 can
generate more hash sequences. The last parameter is the
overlapping block. After the in-depth experiment, it can
be concluded that overlapping blocks will produce more
hash sequences.

To assess the robustness of Abdulsattar’s scheme, seven
types of image attacks were employed, including Gaus-
sian noise, Salt & Pepper attack, speckle noise, median
filtering, mean filtering, gaussian filtering, and histogram
equalization. The test results are presented in Table 2.

2.2 Survey Yang et al.’s Scheme

In 2020, Yang et al. [30] introduced a coverless data-
hiding scheme based on the MSB of the cover image. This
method utilizes the average value µ of the fragment and
maps the binary form of secret bits with the MSB of µ
under pre-defined critical K. This approach achieves good
image quality and is robust against steganalysis tools.
However, Yang et al.’s scheme have a lower hiding ca-
pacity since one fragment only hides one secret bit. The
flowchart of the embedding procedure is presented in Fig-
ure 3.

Four image attacks were employed to assess the robust-
ness of Yang et al.’s scheme, including Gaussian noise,
Salt & Pepper attack, low-pass filtering, and JPEG com-
pression. Table 3 present the robustness analysis of Yang
et al.’s scheme.

2.3 Survey Zhang et al.’s Scheme

In 2018, Zhang et al. [32] proposed a robust coverless im-
age steganography based on DCT and LDA Topic Classi-
fication. The main idea of this scheme is to find the most
relevant image according to secret messages. The purpose
is to avoid the susceptibility of an irrelevant picture in a
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Table 1: Summarization of survey paper

Block Used Mapping Key Sharing Block Division Robustness
Schemes Properties Approach Approch Approch Analysis

Abdulsattar’s Eigen ASCII code Pailier public key Partially Under 7 kinds
Scheme decompistion encryption algorithm overlapping of attacks

Yang et al.’s Average Binary code Pseudo-random Non-overlapping Under 4 kinds
Scheme pixel value (MSB) serial numbers of attacks

Zhang et al.’s Discrete cosine Latent dirichlet Pseudo-random Non-overlapping Under 14 kinds
Scheme transform allocation serial numbers of attacks

Zou et al.’s Average Label Pseudo-random Non-overlapping Not
Scheme pixel value sequence serial numbers specified

Cao et al.’s Average Label Pseudo-random Non-overlapping Not
Scheme pixel value sequence serial numbers specified

Figure 2: The block arrangement of Abdulsattar’s scheme [1]

Table 2: Robustness analysis of Abdulsattar’s scheme

Abdulsattar’s
Attacks Parameter Scheme [1]

Gaussian Noise v = 0.001 27.09
Attack v = 0.005 35.69

Salt & Pepper Noise r = 0.001 0.79
Attack r = 0.005 3.57

Speckle Noise v = 0.01 31.99
Attack v = 0.05 26.47

Median Filtering w = 3Ö3 16.54
Attack w = 5Ö5 25.01

Mean Filtering w = 3Ö3 13.18
Attack w = 5Ö5 22.64

Gaussian Filtering w = 3Ö3 4.01
Attack w = 5Ö5 13.13

Histogram Equalization - 4.78 Figure 3: The flowchart of Yang et al.’s scheme
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Table 3: Robustness analysis of Yang et al.’s scheme

Yang et al.’s
Methods Parameter Scheme [30]

v = 0.1 6.75
v = 0.2 9.13

Gaussian Noise v = 0.5 15.13
v = 0.6 17.37
v = 0.9 20.38
v = 1.0 21.25

v = 0.001 0
v = 0.003 0.13

Salt & Pepper v = 0.005 0.25
Noise v = 0.007 0.63

v = 0.009 0.88
v = 1.0 1.38
w = 3Ö3 1.25

Low Pass w = 5Ö5 1.25
Filtering w = 7Ö7 1.25

w = 9Ö9 1.87
JPEG Compression q=90 0.125

specific topic. The flowchart of the embedding procedure
of Zhang et al.’s method is shown in Figure 4. Table 4
present the robustness analysis of Zhang et al.’s scheme.

Figure 4: The Flowchart of Zhang’s method [32]

2.4 Survey Zou et al.’s Scheme

In 2018, Zou et al. proposed a coverless information-
hiding method based on the average pixel value of the sub-
images. First, a Chinese-based dictionary is generated
to manage the secret messages. Next, a hash sequence
is generated by a hashing algorithm. Then a mapping
relationship between the secret messages and a hashing
sequence is operated to obtain the most appropriate im-
age. The flowchart of Zou et al.’s scheme [34] is shown in
Figure 5.

Table 4: Robustness analysis of Zhang et al.’s scheme

Zhang et al.’s
Attacks Parameter Scheme [32]

v = 0.001 3,01
Gaussian Noise v = 0.005 1,72

v = 0.1 0,86
r = 0.001 0

Salt & Pepper Noise r = 0.005 0
r = 0.1 2,15
v = 0.01 0,86

Speckle Noise v = 0.05 0,86
v = 0.1 2,15
w = 3Ö3 0

Median Filtering w = 5Ö5 0,86
w = 7Ö7 1,72
w = 3Ö3 0

Mean Filtering w = 5Ö5 0
w = 7Ö7 0
w = 3Ö3 0

Gaussian Filtering w = 5Ö5 0
w = 7Ö7 0

Histogram Equalization - 26,61

Figure 5: The flowchart of Zou et al.’s scheme
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2.5 Survey Cao et al.’s Scheme

In 2018, Cao et al. [4] presented a coverless information
hiding based on the molecular structure images of mate-
rial. This scheme utilizes the average value of the sub-
image pixels to represent the secret information, accord-
ing to the mapping between pixel value intervals and se-
cret information, as shown in Table 5. In addition, a
pseudo-random label sequence was used to establish the
sub-image location to strengthen the method’s security.
The Bag of Words Model (BOW) histogram calculates
the number of sub-images in a picture that reveals secret
information. A multi-level inverted index structure was
also created to boost retrieval performance. The flowchart
of Cao et al.’s scheme [34] is shown in Figure 6.

Figure 6: The flowchart of Cao et al.’s scheme

Table 5: The mapping relationship of secret informa-
tion [4]

Pixel value intervals Binary sequence code

0 ∼ 15 0000
16 ∼ 31 0001
32 ∼ 47 0010
48 ∼ 63 0011
64 ∼ 79 0100
80 ∼ 95 0101
96 ∼ 111 0110
112 ∼ 127 0111
128 ∼ 143 1000
144 ∼ 159 1001
160 ∼ 175 1010
176 ∼ 191 1011
192 ∼ 207 1100
208 ∼ 223 1101
224 ∼ 239 1110
240 ∼ 255 1111

3 Comparisons

In this section, the hiding capacity of five survey papers is
summarized in Table 6 and compares the hiding capacity
of the survey papers in the number of bits parameter. The
hiding capacity is depicted in Figure 7.

Table 6: Hiding capacity comparison

Scheme Hiding Capacity

Abdulsattar’s Scheme [1] 32.736
Yang et al.’s Scheme [30] 16.384
Zhang et al.’s Scheme [32] 8.193
Zou et al.’s Scheme [34] 16.368
Cao et al.’s Scheme [4] 4.092

Figure 7: Hiding capacity representation

4 Future Research

According to the studies conducted, the five survey papers
are mapping-based CIS. That is, the length of the hash
sequence is a crucial component that should be prioritized
to improve hiding capacity. Survey paper 1 investigated
block size, block arrangement, and overlapping blocks.
This will be future research into other properties of an
image in expanding the length of the hash sequence. The
second option for future CIS study is to devise a hash-
ing algorithm that ensures image dependability against
steganalysis tools and image attacks.

In terms of computational difficulty, as the size of the
picture database grows, so does the complexity. It is pos-
sible to use either an image database or a lookup table to
accommodate the secret messages in the basic computa-
tion. The secret messages are specified as survey paper
4 implemented a Chinese-based dictionary. It means we
should develop specific language-based dictionaries when
the secret messages are in the form of other languages. It
will be the limit of this scheme and could be a research
question for future work.
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5 Conclusions

This paper provides a thorough examination of mapping-
based coverless image steganography. Because the cover
image is not modified, the image quality of the stego im-
age will be the same as the cover, so the quality is opti-
mal. The main concern in mapping-based CIS is hiding
capacity. Current mapping-based CIS has limited hiding
capacity. Therefore, it is necessary to do further research
on how to maximize the image property in secret map-
ping messages. Overall, the current mapping-based CIS
has a high level of robustness against steganalysis tools
and image attacks.
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Abstract

Adequate protection against malicious attacks is required
to enhance the security of the Internet. This paper briefly
introduced a data mining algorithm for network anomaly
data detection, i.e., the K-means clustering algorithm.
The detection performance of the K-means algorithm was
improved by introducing the density-based spatial cluster-
ing of applications with noise (DBSCAN) algorithm and
adjusting the number of clustering centers autonomously
with standard deviation and cross-entropy. Simulation
experiments compared the optimized K-means algorithm
with support vector machine (SVM) and traditional K-
means algorithms in MATLAB software. It was found
that the optimized K-means algorithm had the best de-
tection performance and the least detection time among
the three abnormal data detection algorithms; the per-
formance of the optimized K-means algorithm decreased
as the proportion of abnormal data in the detected data
increased, but it remained to be the best.

Keywords: Abnormal Data; Data Mining; Internet; K-
Means

1 Introduction

The emergence of the Internet has greatly facilitated peo-
ple’s lives, and people can get the information they need
anytime and anywhere through the Internet [8]. Due to
the Internet’s openness, criminals can also launch mali-
cious attacks on normal users through the Internet. In
this process, they can obtain users’ private information
or cause damage to the Internet structure, directly affect-
ing the Internet experience of normal users [12].

In the face of malicious attacks from criminals, tra-
ditional Internet protection means is the firewall, whose
protection principle is isolation, i.e., in the face of data
from outside the wall, whether the data have the firewall
pass is determined rather than whether the data are ab-
normal. However, as the size of the Internet expands, the
amount of data traffic in the network increases dramati-

cally, and the rigid judgment of the firewall greatly limits
the speed of data transmission [11].

An intrusion detection system is a kind of Internet pro-
tection means to detect abnormal data actively. Com-
pared with a firewall, this protection means does not di-
rectly intercept data but actively detects the transmitted
data to find abnormal data and intercept it, so it has less
impact on the normal data transmission speed and can
intercept the malicious data more precisely.

Li et al. [7] proposed a combined data structure based
on the principle of cognitive computing and various prun-
ing strategies based on cognitive computing and proposed
a new intrusion detection model based on the above the-
ory. They found through experiments that the algorithm
model had good recognition performance.

Yin et al. [14] proposed a Hadoop distributed file sys-
tem (HDFS) and deep neural network-based MapReduce
anomaly data mining and detection algorithm and verified
the effectiveness of the algorithm through experiments.

Cheng et al. [2] designed an independent component
analysis-based anomaly data mining algorithm and found
that the ICA algorithm had more prominent advantages
and better detection performance compared with the
birds swarm algorithm and the KLE algorithm. This pa-
per briefly introduced the K-means clustering algorithm,
a data mining algorithm for network anomaly data detec-
tion.

The detection performance of the K-means algorithm
was improved by introducing the density-based spatial
clustering of applications with noise (DBSCAN) algo-
rithm and adjusting the number of clustering centers
autonomously with standard deviation and cross-entropy.
Finally, the improved K-means algorithm was compared
with support vector machine (SVM) and traditional
K-means algorithms in MATLAB software.
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2 Detection of Abnormal Traffic
Data Based on Data Mining

The K-means algorithm determines the cluster center by
the mean value of the data in the cluster and divides the
data by comparing the distance between the data and the
cluster center [10]. It has a simple calculation principle
and a high efficiency, which is suitable for processing big
data on the network; however, the K-means algorithm
needs to determine the K value first. The choice of the K
value will directly affect the clustering results. In addi-
tion, isolated points [1] and noise in the data will also lead
to serious bias when the algorithm reselects the clustering
centers [9]. In order to solve the above problems, the tra-
ditional K-means algorithm was improved, and the flow
of the improved K-means algorithm is shown in Figure 1.

1) The input data are preprocessed.

2) Isolated points in the dataset are scanned [13] and
classified as abnormal data.

3) After eliminating the isolated points, K clustering
centers are selected from the remaining data [5].

4) The data are assigned according to the proximity
principle [4], and the distance is calculated by the
following formula:

da,b =

√√√√ o∑
i=1

(ai − bi)2

where da,b is the distance between data a and b; ai
and bi are the i-th dimensional feature vector of data
a and b, respectively, and o is the dimensionality of
the feature vector.

5) The standard deviation of every cluster is calculated.
If the standard deviation of all clusters exceeds the
preset threshold, it goes to Step 6; if the standard
deviation of all clusters does not all exceed the pre-
set threshold, the clusters whose standard deviation
exceeds the preset threshold will generate two new
clustering centers [6], and the selection criteria for
the new clustering centers are the two data within
the cluster closest to the original clustering center.
Then, it returns to Step 4.

6) The cross-entropy value of any two clusters is calcu-
lated using the following formula:

DR = − log(
1

mn

n∑
i=1

m∑
j=1

G(xi − yj , σ
2))

G(xi − yj , σ
2) = e(−|x−y|2)/2σ2

where DR is the cross-entropy; G(·) is the Gaussian
kernel function; m is the number of all data in one
class; n is the number of all data in another class; x
is the set of data of one class; y is the set of data of

another class, and σ2 is the variance of the Gaussian
function.

7) Whether the cross-entropy values of any two clusters
exceed the preset threshold is determined. If both
exceed the preset threshold, the cluster center of ev-
ery cluster is output, and it goes to Step 8. If there
are cross-entropy values of any two clusters within
the preset threshold, the two clusters are merged to
recalculate the new cluster center before returning to
Step 6.

8) Based on the calculated clustering centers, tradi-
tional K-means clustering is performed on the data
to be detected. The iteration stops until the termi-
nation condition is reached. The percentage of ev-
ery cluster in the total data volume is calculated.
The clusters whose percentage is less than the preset
threshold are identified as abnormal data.

3 Simulation Experiments

3.1 Experimental Data

The simulation experiments were conducted in a labo-
ratory server using MATLAB software [15]. The data
used in the simulation experiments were the KDD99
dataset [3], and 4000 normal data, 500 denial-of-service
(DOS) data, 500 remote-to-local (R2L) data, 500 user-
to-root (U2R) data, and 500 probe intrusion data were
randomly selected from the KDD99 dataset.

3.2 Experimental Setup

Before using the dataset for simulation experiments, the
data in the dataset were preprocessed first. The data
in the KDD99 dataset was 42-dimensional, and the first
41 dimensions were the feature dimensions; however, the
span between the feature values in different dimensions
was large. Three-dimensional features were character fea-
tures, which needed to be transformed into digital fea-
tures, and then the feature sparsity caused by the large
span of feature values was reduced by normalization. The
normalization formula is:

z′ =
z − z̄

zvar

where z′ is the normalized data; z is the data to be nor-
malized; z̄ is the mean of the data; and zvar is the variance
of the data.

The relevant parameters of the improved K-means clus-
tering algorithm are as follows. The initial K value was
6. The standard deviation threshold was 2.1. The cross-
entropy threshold was 0.4. The maximum number of clus-
tering iterations was 1000.

In order to verify the performance of the improved K-
means clustering algorithm, the simulation experiment
was performed, and the traditional K-means clustering
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Figure 1: Basic flow of the improved K-means algorithm

algorithm and the SVM algorithm were also simulated.
This paper also tested the three abnormal data detection
algorithms by the testing data set with 2% 20% of ab-
normal data in addition to the normal and abnormal data
sets containing constant numbers of data.

3.3 Evaluation Criteria

ACC =
TP + TN

TP + TN + FP + FN

FAR =
FN

TP + FN

DR =
TP

TP + FP

where ACC, FAR, and DR are the accuracy, false alarm
rate, and precision, respectively. TP is the number of at-
tacks classified as attacks; TN is the number of normal
data classified as normal data; FP is the number of at-
tacks classified as normal data; and FN is the number of
normal data classified as attacks.

In addition to the above evaluation criteria, this paper
also used the area under the curve (AUC) to measure the
detection performance of the algorithm. AUC is the area
under the receiver operating characteristic (ROC) curve.
Here, the ROC curve is the curve of an abnormal detec-
tion algorithm whose horizontal and vertical coordinates
are the false and true positive rates under different abnor-
mal data recognition thresholds, and a point on the ROC
curve represents the true and false positive rates under a
recognition threshold. Generally, we can compare the al-
gorithms by comparing whose curve is higher. However, if
the ROC curves of different algorithms cross, it is difficult
to judge them, so AUC under the ROC curve is used as
the basis of comparison. The calculation formula of AUC
is:

AUC =

∑m−1
i=1 (xi+1 − xi) · (yi + yi+1)

2

where m is the number of thresholds selected for plotting
the ROC curve; xi is the false positive rate of the algo-
rithm under the i-th threshold; and yi is the true positive
rate of the algorithm under the i-th threshold.

3.4 Experimental Results

The recognition performance of the three abnormal data
detection algorithms for the normal and abnormal data
sets containing fixed numbers of data is shown in Figure 2.
It was seen from Figure 2 that the ACC, FAR, and DR
of the SVM algorithm was 76.35%, 12.35%, and 72.36%,
respectively; the ACC, FAR, and DR of the traditional
K-means algorithm were 88.74%, 9.86%, and 87.41%, re-
spectively; the ACC, FAR, and DR of the improved K-
means algorithm were 97.15%, 5.26%, and 94.55%, re-
spectively. The change of the broken line in Figure 2
intuitively showed that the improved K-means algorithm
had the best performance in identifying abnormal data in
the dataset, the traditional K-means algorithm was the
second best, and the SVM algorithm was the worst.

Figure 2: Recognition performance of three anomalous
data detection algorithms
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The previous section examined the detection perfor-
mance of the three abnormal data detection algorithms
when facing data sets with fixed sizes, but in the actual
application, the proportion of abnormal data in the net-
work will change at any time, so it is necessary to ensure
that the abnormal data detection algorithms can also have
relatively good detection performance when facing data
sets with different proportions of abnormal data. Figure 3
shows the variation of the AUC of three abnormal data
detection algorithms when facing data sets with different
proportions of abnormal data.

Figure 3: The AUC of three abnormal data detection
algorithms in the face of different proportions of abnormal
data

It was noticed in Figure 3 the AUC of all three abnor-
mal data detection algorithms tended to decrease as the
proportion of abnormal data in the test dataset increased,
but they were all above 84%, which was within the usable
range. Under the same percentage of abnormal data, the
AUC of the improved K-means algorithm was the largest,
the traditional K-means algorithm was the second, and
the SVM algorithm was the smallest.

Figure 4 shows the time required for data mining of ab-
normal data by the three abnormal detection algorithms,
5.73 s by the SVM algorithm, 4.36 s by the traditional
K-means algorithm, and 3.39 s by the improved K-means
algorithm. It was seen from Figure 2 that when mining
abnormal data in the network, the SVM algorithm took
the longest time, the traditional K-means algorithm took
the second longest time, and the improved K-means algo-
rithm took the least time.

4 Discussion

While the Internet provides convenience for ordinary
users, it also provides an open platform for lawbreakers,
who launch malicious attacks on ordinary users to obtain
private and confidential information. In order to protect
the private information of users on the Internet and im-
prove the experience of using the Internet, it is necessary
to make effective protection against malicious attack data.
A firewall is a traditional means of protection, and its
principle is to brutally block all data and allow only spe-

Figure 4: Time consumption of three abnormal data de-
tection algorithms for data mining

cific data to pass through. However, with the expansion
of the Internet, network traffic increases, so the passive
protection of firewalls is no longer effective. In addition,
its brutal interception will affect the efficiency of network
data transmission. When an intrusion detection system
protects the network, it does not intercept all data but
actively detects network data to identify abnormal data
and intercept it.

The K-means algorithm studied in this paper is an
intrusion detection algorithm. The K-means algorithm
aggregates similar data into clusters based on the char-
acteristics of network data and identifies abnormal data
based on the proportion of the data in the cluster to the
total data volume. In order to further strengthen the
detection performance of the K-means algorithm, stan-
dard deviation and cross-entropy were introduced to split
and aggregate clusters so that the clustering algorithm
could set the appropriate number of cluster centers in-
dependently, and the DBSCAN algorithm was used to
remove the interference of isolated points. Finally, SVM,
traditional K-means, and improved K-means algorithms
were compared in simulation experiments, and the results
are shown above. The detection performance of the im-
proved K-means algorithm was the best, the traditional
K-means was the second best, and the SVM algorithm
was the worst, both for fixed-size data sets and for data
sets with varying proportions of abnormal data. The time
spent by the improved K-means algorithm in mining ab-
normal data was the shortest, and the time spent by the
SVM algorithm was the longest. The reason for the above
results is as follows. Although the SVM algorithm is a su-
pervised classification algorithm, it was difficult to fit the
nonlinear law in the training process effectively. The tra-
ditional K-means algorithm classified data based on the
similarity of features between data, but isolated points
in the data set caused a serious shift of cluster centers
in the iteration process, and the setting of the number of
cluster centers depended on experience. The improved K-
means algorithm used the DBSCAN algorithm to remove
the isolated points first and then split and aggregated the
clusters by standard deviation and cross-entropy to obtain
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the appropriate number of cluster centers, so it performed
better in recognition.

5 Conclusion

This paper briefly introduced the K-means clustering al-
gorithm, a data mining algorithm, for abnormal network
data detection and improved the detection performance of
the K-means algorithm by introducing the DBSCAN al-
gorithm and using standard deviation and cross-entropy
to adjust the number of clustering centers autonomously.
The improved K-means algorithm was compared with
SVM and traditional K-means algorithms in MATLAB
software. The following results are obtained. Facing
datasets containing fixed numbers of data, the improved
K-means algorithm had the best performance in identify-
ing abnormal data in the dataset, the traditional K-means
algorithm was the second-best, and the SVM algorithm
was the worst. As the proportion of abnormal data in the
dataset increased, the recognition performance of all the
data detection algorithms tended to decline, but under the
same proportion of abnormal data, the improved K-means
algorithm had the best recognition performance, the tra-
ditional K-means algorithm was the second-best, and the
SVM algorithm was the worst. When mining abnormal
data, the SVM algorithm took the longest time, the tra-
ditional K-means algorithm took the second-longest, and
the improved K-means algorithm took the least time.

References

[1] N. Chaabene, A. Bouzeghoub, R. Guetari, H. B.
Ghezala, “Deep learning methods for anomalies de-
tection in social networks using multidimensional
networks and multimodal data: A survey,” Multi-
media Systems, vol. 28, pp. 2133–2143, 2022.

[2] J. Cheng, X. Mai, S. Wang, “Research on abnormal
data mining algorithm based on ICA,” Cluster Com-
puting, vol. 22, no. 4, pp. 3613-3619, 2019.

[3] N. O. F. Elssied, O. Ibrahim, A. H. Osman, “En-
hancement of spam detection mechanism based on
hybrid k-mean clustering and support vector ma-
chine,” Soft Computing, vol. 19, no. 11, pp. 3237-
3248, 2015.

[4] X. Hao, X. Zhang, “Research on abnormal detection
based on improved combination of K - means and
SVDD,” in IOP Conference Series: Earth & Envi-
ronmental Science, pp. 1-6, 2018.

[5] S. H. Kang, K. J. Kim, “A feature selection approach
to find optimal feature subsets for the network intru-
sion detection system,” Cluster Computing, vol. 19,
no. 1, pp. 325-333, 2016.

[6] W. Laftah Alyaseen, Z. Ali Othman, M. Z. Ahmad
Nazri, “Hybrid modified K-means with C4.5 for in-
trusion detection systems in multiagent systems,”
Scientific World Journal, vol. 2015, no. 2, pp. 1-14,
2015.

[7] J. Li, W. Cao, J. Huang, “An intrusion detection
algorithm based on data streams mining and cog-
nitive computing,” Journal of Ambient Intelligence
and Humanized Computing, vol. 2020, no. 9, pp. 1-
14, 2020.

[8] M. A. Lili, J. Liu, “Research on abnormal data de-
tection of optical fiber communication network based
on data mining,” Journal of Applied Optics, vol. 41,
no. 6, pp. 1305-1310, 2020.

[9] A. Lishchytovych, V. Pavlenko, A. Shmatok, Y.
Finenko, “Comparative analysis of system logs and
streaming data anomaly detection algorithms,” In-
formation Systems and Technologies Security, vol. 1,
no. 2, pp. 5-7, 2020.

[10] V. Saranya, R. Umagandhi, “A comparative study
of outlier detection in large-scale data using data
mining algorithms,” International Journal of Data
Mining and Emerging Technologies, vol. 7, no. 1, pp.
10-15, 2017.

[11] S. M. Shareef, S. H. Hashim, “Proposed hybrid clas-
sifier to improve network intrusion detection sys-
tem using data mining techniques,” Engineering and
Technology Journal, vol. 38, no. 1, pp. 6-14, 2020.

[12] X. Sun, “Similarity detection method of abnormal
data in network based on data mining,” Journal of
Intelligent and Fuzzy Systems, vol. 38, no. 4, pp. 1-8,
2019.

[13] H. Wen, “A new algorithm based on artificial in-
telligence to realize rapid detection and recogni-
tion of mass data abnormal point,” Boletin Tec-
nico/Technical Bulletin, vol. 55, no. 6, pp. 364-371,
2017.

[14] C. Yin, C. Pan, P. Zhang, “Deep neural network com-
bined with MapReduce for abnormal data mining
and detection in cloud storage,” Journal of Ambient
Intelligence and Humanized Computing, vol. 2020,
no. 5, pp. 1-12, 2020.

[15] Y. Zhang, K. Wang, M. Gao, Z. Quyang, S. Chen,
“LKM: a LDA-based K-means clustering algorithm
for data analysis of intrusion detection in mobile sen-
sor networks,” International Journal of Distributed
Sensor Networks, no. 3, pp. 1-11, 2015.

Biography

Yanying Yang, born in October 1973, received the mas-
ter’s degree of engineering from Shandong Normal Univer-
sity in July 1996. She is an associate professor in Nanjing
Forest Police College. She is interested in database, data
mining, and big data application.



International Journal of Network Security, Vol.25, No.1, PP.37-47, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).05) 37

An Approach for Security Assessment of the
Internet of Things in Healthcare for the Disabled

Reem Almasoudi, Mohammad Arafah, Waleed Alghanem, and Saad Bakry
(Corresponding author: Reem Almasoudi)

Computer Engineering, College of Computer and Information Sciences, King Saud University
Riyadh, Kingdom of Saudi Arabia

Email: 436204287@student.ksu.edu.sa
(Received Jan. 19, 2022; Revised and Accepted Dec. 11, 2022; First Online Dec. 13, 2022)

Abstract
The Internet of Things (IoT) is increasingly important
for applications in many fields, including healthcare. One
application in this field is concerned with using IoT to pro-
tect the disabled. This paper is concerned with develop-
ing an approach for assessing IoT security of information
for the disabled. The approach is based on identifying
key related security issues and describing their interre-
lationships for the assessment. The issues involved are
concerned with: IoT assets; threats to these assets; pro-
tection controls that reduce the impact of threats; and
security performance, including confidentiality, integrity,
and availability. For flexibility and updatability in apply-
ing the approach to case studies, the approach constructs
the issues according to the five-domain broad-scope struc-
tured view of “Strategy, Technology, Organization, Peo-
ple, and Environment: STOPE”. The use of the ap-
proach is illustrated through an assessment of a related
case study. The outcome of the work provides a base for
assessing other case studies and future useful research ex-
tensions.
Keywords: Healthcare; Internet of Things (IoT); Infor-
mation Security;; Structured Approach

1 Introduction
The International Telecommunication Union (ITU) de-
fines the Internet of Things (IoT) as follows: “a global
infrastructure for the information society, enabling ad-
vanced services by interconnecting physical and virtual
things based on existing and evolving interoperable In-
formation and Communication Technology (ICT)” [22].
IoT attracted many fields of application. Eight major
fields of IoT application have been identified by the Insti-
tute of Electrical and Electronic Engineers (IEEE), and
these are listed in Table 1 [10]. An important field in
this respect is “healthcare”; and this paper is concerned
with IoT information security in healthcare, specifically
with regards to the disabled. For introducing the work

presented in this paper, the IoT architecture is briefly de-
scribed, and a literature review associated with the work
is briefly addressed. This is followed by identifying the
work presented in this paper.

Table 1: The major fields of IoT applications

FIELD USE
Healthcare Hospitals, Doctors & Patients

(Disabled)
Homes/Buildings Appliances Providers/Facility

Management
Retails Retails Stores/Application Devel-

opers
Energy Utilities

Manufacturing Manufacturing Indus-
tries/Automation, Equipment
Providers

Transportation Public Transportation/City Au-
thorities

Logistics Regulators/Logistics Companies
Media Information and Communica-

tion Technology Infrastructure
Providers

1.1 IoT Architecture
The IoT architecture has three main layers, as shown in
Figure 1, and these are identified in the following [39].

1) “Perception layer”, which is also known as the phys-
ical layer. It is associated with different devices
including sensors; Radio Frequency Identification
(RFID) Tags; and various other smart devices. It
gathers data and send it to the “network layer”.

2) The “network layer” receives the data; process it; and
communicates with the application layer.
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Figure 1: IoT layered architecture

3) The “application layer” is where the decisions are
made; and the required services are delivered.

1.2 Literature Review
The available literature associated with the addressed
problem can be viewed as concerned with the follow-
ing two main sources: information security standards
published by specialized international organizations; and
work published by researchers. These sources are ad-
dressed in the following.

International standards on information security include
generic documents that can be of general use in var-
ious information security applications, such as: Inter-
national Standards Organization (ISO) ISO 27002, and
ISO 27005 [18, 19]. They also include documents con-
cerned with information security in health care, such as
ISO 27799 [20]. Standard documents specifically on IoT
are mainly of tutorial nature, such as the documents of
ITU [22] and ISO-IEC [21]. While all these documents
do not directly apply to the addressed problem, they pro-
vide useful source of information that supports its general
requirements.

Research papers related to the addressed problem can
be viewed as associated with the following four main di-
mensions.

1) The first is concerned with healthcare systems ser-
vicing patients. An important contribution in this
respect is the paper by [30], which provides a state
of the art review of different techniques proposed for
systems aiding disabled people. The paper is useful
in identifying the needed assets for the disabled.

2) The second is associated with healthcare security and
privacy. In this regard, one paper [7] addresses clas-
sification of mobile-health issues concerned with: us-
ability, security and privacy; while targeting: confi-
dentiality, integrity and availability.

3) The third is specifically concerned with IOT secu-
rity and privacy, which is addressed by paper [17].
The paper reviews and compares various IoT secu-
rity frameworks considering the requirements of the
international standard ISO 27001.

4) The fourth is related to IoT security and privacy in
health care, which is addressed by the thesis [2]. This
thesis identifies different types of privacy and secu-
rity risks and emphasizes various measures for their
protection.

The literature review given above provides useful
sources of information for IoT security and privacy pro-
tection in health care for the disabled. One missing gap
in this respect is the existence of a sound recognized ap-
proach for the assessment of IoT security protection in
health care for the disabled that can integrate and assess
the various issues involved, with flexibility toward future
development.

1.3 The Given Work
The work presented in this paper is concerned with closing
the above gap and developing the targeted sound assess-
ment approach. For this purpose, the work involves the
following.

1) Developing the targeted approach for the assessment
of IoT protection in healthcare for the disabled.

2) Using the developed approach to address a specific
case study concerned with IoT protection in health
for the disabled.

3) Evaluating the outcome and concluding recommen-
dation.

2 Approach Development
The development of the assessment approach is addressed
here. Four main steps are considered. The first is con-
cerned with introducing the principles upon which the
assessment is based. The second is associated with in-
troducing key “assets” concerned with IoT in healthcare
for the disabled. The third is related to identifying key
“threats” to these assets; and the fourth is concerned with
the “protection controls” that eliminate or mitigate the
impact of these threats on the key assets.

2.1 Development Principles
The assessment approach is based on the following prin-
ciples.

1) The first principle is concerned with the need to
identify the main issues involved in the problem.
These include: “assets” that needs to be protected;
“threats” to assets; and protection “controls” that
reduce the impact of threats.
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2) The second principle is related to constructing the
above according to a well-structured framework for
the purpose of providing flexible assessment of vari-
ous case-studies and enabling easy updates. In this
respect, the chosen structure is that of the (STOPE)
framework, which provides a wide-scope view of the
problem considered through its five broad domains
of “strategy, technology, organization, people, and
environment: (STOPE)”. This framework has been
previously used for the investigation of various tech-
nology and society problems, including problems con-
cerned with information security [3].

3) The third principle considers the “strategy (S)” do-
main to target the achievement of “confidentiality,
integrity and availability of information (CIA)”. Con-
fidentiality is concerned with protecting information
from unauthorized users. Integrity ensures the safety
of information from any loss or contamination; while
“availability”, is associated with the protection of
timely access to information.

4) The fourth principle is related to the central issues
of the problem that is the “assets”. They will be
distributed among the “(TOPE) four domains”. Of
course, the threats and the protection controls will be
related to the “assets”; and their impacts will affect
(CIA). Therefore, all issues of the problem will be
organized around the assets.

5) The fifth principle considers the “assets” concerned
with the “technology (T)” domain to be structured
according to the IoT layers of “perception, network
and application” shown in Figure 1, and this will lead
to further enhancement of flexibility.

6) The sixth principle is concerned with providing as-
sessment “scales”. These scales are needed for as-
sessing: the level of “importance of assets”; the level
of “impact of threats” on assets; the level of “im-
pact reduction” provided by protection controls; and
the level of the state of “confidentiality, integrity and
availability”. The principle considers that a “unified
scale should be given to these four types of assess-
ment levels.

Figure 2 illustrates the structure of the main issues of
the approach, and Table 2 shows the “unified assessment
scale.

2.2 IoT Healthcare Assets for the Dis-
abled

The key assets of the IoT healthcare applications to the
disabled are given in Table 3. They include assets con-
cerned with the “technology” domain and associated with
the three IoT layers shown in Figure 1. Assets concerned
with “organization, people and environment” domains are
also given. All given assets are of “essential” or of “high
importance” depending on the case under consideration.

Figure 2: The main issues of the assessment approach

2.3 Threats to IoT Assets
The key IoT assets of Table 3 face different threats. Ta-
ble 4 gives key threats challenging these assets. In addi-
tion, the table also provides a brief identification of these
threats, considering their “cause and effect”. Each threat
would have impacts, of different levels, on one or more
assets; and this will reduce the level of the state of “con-
fidentiality, integrity, and availability” of the IoT. This is
addressed later in the “assessment of the case study”.

2.4 Protection Controls
For eliminating or mitigating the impact of the threats of
Table 4, on the assets of Table 3, Table 5 presents a set
of protection controls that can be used for this purpose.
Like the fact that each threat can have different levels of
impact on one or more assets, each control here can lead
to different reduction levels of impact caused by one or
more threats. The outcome of this will result in promoting
the state of “confidentiality, integrity, and availability”, of
course at the cost of these controls.

The “assets, threats, and protection controls” pre-
sented in this section for the IoT healthcare applications
to the disabled provide a “base” that enables the assess-
ment of different case-studies according to the assessment
principles given above. A case-study that illustrates this
is addressed in the coming section. The case consid-
ers specific “healthcare applications concerned with dis-
abled”.

3 A Case–Study
IoT on Android for Neuromotor Disabled Patients The
case study addressed here considers an “IoT application
to Android concerned with interacting with neuromotor
disabled patients” [28]. Neuromotor disabilities are con-
ditions of the nervous system, with motor deficits being
their defining feature. Android is used here as a “medical
end-device”. In this section, the case-study is first intro-
duced. This is followed by assessing security, according
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Table 2: The unified assessment scale

Scale Asset Importance Impact of Threats Impact Reduction of Threats State of C, I & A
3 Essential High Prevention No Loss
2 High importance Moderate Mitigation Low Loss
1 Medium importance Limited Detection Moderate Loss
0 Low importance None None Complete Loss

Table 3: Key “assets” of IoT healthcare applications to the disabled

Symbol Asset Description
ATP (1) Servers
ATP (2) End devices: Smart phones/Laptops/Tablets
ATP (3) Sensors: Wearable/Non-Wearable Technology:
ATP (4) Cameras Perception Layer
ATP (5) Medical devices: Pacemaker/Others
ATP (6) Radio Frequency Identification (RFID) Tags (attached to

objects for tracking)
ATP (7) Special glasses
ATN (1) Networks: Wire/Wireless Technology: Network Layer
ATA (1) Applications
ATA (2) Databases
ATA (3) Directories: Contacts Technology:
ATA (4) Images: X ray/others Application Layer
ATA (5) Vital signs: Temperature/Heart rate/Respiratory

rate/Blood pressure/others
ATA (6) Signals: Electrocardiogram (ECG)/others
AO (1) Organization’ data Organization
AO (2) Organization’ reputation
AP (1) Patient’s data People
AP (2) Patient’s trust
AE (1) Power supply
AE (2) Air conditioning Environment
AE (3) Signal propagation environment
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Table 4: Key “threats” to IoT “assets” concerned with healthcare applications to the disabled

Symbol Threat Description
TTP (1) Node Capture Causing fatal problems to the network. Capturing a targeted node by

different ways including sending many requests to that node
TTP (2) Malicious node in-

jection
Gaining an unauthorized access to an IoT network by inserting a mali-
cious node.

TTP (3) Jamming Transmitting signals that disrupt communications by decreasing the
Signal-to-Inference ratio.

TTN (4) Wormholes Disrupting network function by creating virtual tunnel between nodes.
TTN (5) Sybil Disrupting network function by creating multiple identities in the net-

work.
TTN (6) Man-In-The-

Middle (MITM)
Intercepting and contaminating data flow in different ways.

TTN (7) Sinkhole Misdirecting packets through a malicious node.
TTN (8) Hello flood Harming network function by sending “hello packets” to nodes
TTN (9) Traffic analysis Gathering network information & identifying important nodes using traf-

fic analyzers (Sniffers)
TTN (10) Desynchronization Damaging communication protocol by changing the sequen of packets.
TTA (1) Denial of Service

(DoS)
Preventing users from access. Caused by flooding with traffic

TTA (2) Structured Query
Language (SQL)
injection

Accessing database illegally. Caused by injecting malicious code into
SQL.

TTA (3) Cross-Site Script-
ing (XSS)

Controlling web applications by injecting malicious script the web
browsers

TTA (4) Malware Harming system function by contaminating software.
TTA (5) Phishing Stealing & misusing confidential information (login/credit card/others)

through social engineering & e-mail.
TO (1) Legal issues Violating laws on data security & privacy.
TE (1) Power outage May happen accidently or maliciously

Table 5: Key “protection controls” for IoT “assets” concerned with healthcare applications to the disabled

Symbol Protection Measures Description
P (1) Cryptography Data encryption-decryption.
P (2) Authentication Data certification & validation.
P (3) Intrusion Detection System (IDS) Monitoring & detecting attacks.
P (4) Firewalls Monitoring and controlling traffic.
P (5) Protection Software Any software that provides protection to devices against

threats.
PO (1) Security policies Rules & practices for the confidentiality, integrity & avail-

ability of information.
PE (1) Uninterruptible Power Supply (UPS) To ensure continuous operation.
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to the above approach. Each asset in the case-study is
assessed individually considering threats and protection
controls. In addition, collective consideration of all assets
is also addressed.

3.1 Introducing the Case-Study
The case considered is described in the following in terms
of its key “assets; threats and protection controls”.

1) The case study has “six” key “assets” representing
a subset of the assets given in Table 3. They in-
volve: a network (wireless body area network): ATN
(1); a server: ATP (1); an end-device: ATP (2); sen-
sors: ATP (3); applications (Android): ATA (1); and
database: ATA (2).

2) It has “eleven” threats to the key assets; and these
are: TTN (4), TTN (5), TTN (6), TTN (7), TTA
(1), TTA (2), TTA (3), TTA (4), TTA (5), TTP
(1), TTP (2) given in Table 4 involving: “Worm-
hole; Sybil; MITM; Sinkhole; DoS; SQL injection;
XSS; Malware; Phishing; Node Capture; and Mali-
cious node injection”. All these threats can cause
“complete loss of CIA”.

3) It considers “five” protection controls; and these are:
P (1) to P (5) in Table 5 involving: “Cryptogra-
phy; Authentication; IDS; Firewall; and Protection
Software”. Each control can reduce the impact of
“threats” leading to the improvement of the (CIA)
state. For the application here, both “Authentica-
tion and Cryptography” are considered together as
one control.

It should be mentioned here that the assessment out-
come concerned with the reduction of impact of the var-
ious threats caused by the different protection controls
on (CIA) is based on results produced by different re-
searchers. The references concerned are cited below in
their appropriate place.

3.2 Assessment of Asset (1): The Net-
work (Wireless Body Area Network:
WBAN)

This asset faces “four threats (Wormhole; Sybil; MITM;
and Sinkhole)” and considers “two protection controls
(Authentication & Cryptography; and IDS) to limit their
impact. Table 6 shows these threats and controls and pro-
vides the level of impact reduction caused by each control
on every threat considering (CIA). The results show the
following:

1) The Authentication and Cryptography control can
prevent the impact of MITM threat, and can also
detect Wormhole, Sybil, and Sinkhole for (CIA).

2) The IDS control can detect all considered threats for
(CIA).

Table 6: Threats versus protection measures for the
“network: WBNA”

3.3 Assessment of Asset (2): The Server
This asset faces three threats (DoS, SQL injection, and
XSS) and considers the four protection controls (Authen-
tication & Cryptography, IDS, Firewalls, and Protection
Software) to limit their impact. Table 7 shows these
threats and controls and provides the level of impact re-
duction caused by each control on every threat consider-
ing (CIA). The results show the following:

1) The Authentication and Cryptography control can
prevent the impact of SQL injection threat and can
also mitigate DoS threat for (CIA) and XSS threat,
with regards to (C & I), but not (A).

2) The IDS control can detect all considered threats for
(CIA).

3) Firewalls control can mitigate DoS and XSS; but can
only detect SQL injection for (CIA).

4) The Protection Software control can mitigate DoS
for (C & A), but not (I); prevent SQL injection for
(CIA); and can also detect XSS for (CIA).

3.4 Assessment of Asset (3): The End-
Device

This asset faces two threats (Malware; and Phishing)
and considers four protection controls (Authentication &
Cryptography, IDS, Firewalls and Protection Software) to
limit their impact. Table 8 shows these threats and con-
trols and provides the level of impact reduction caused
by each control on every threat considering (CIA). The
results show the following:

1) The Authentication and Cryptography control can
mitigate the impact of Malware and Phishing threats
for (CIA).



International Journal of Network Security, Vol.25, No.1, PP.37-47, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).05) 43

Table 7: Threats versus protection measures for the
“server: PC”

2) The IDS control can detect the two considered
threats for (CIA).

3) Firewalls control can detect Malware and Phishing
for (CIA); and the Protection Software control can
do the same.

Table 8: Threats versus protection measures for the
“end-device”

3.5 Assessment of Asset (4): Sensors
This asset faces two threats (Node Capture and Mali-
cious Node Injection) and considers two protection con-
trols (Authentication & Cryptography and IDS) to limit
their impact. Table 9 shows these threats and controls
and provides the level of impact reduction caused by each
control on every threat considering (CIA). The results
show the following:

1) The Authentication and Cryptography control can
detect Node Capture and Malicious Node Injection
for (CIA).

2) The IDS control can detect the two considered
threats for (CIA).

Table 9: Threats versus protection measures for
“sensors”

3.6 Assessment of Asset (5): The Appli-
cation

This asset faces five threats (DoS, SQL injection, XSS,
Malware and Phishing) and considers four protection con-
trols (Authentication & Cryptography, IDS, Firewalls and
Protection Software) to limit their impact. Table 10
shows these threats and controls and provides the level of
impact reduction caused by each control on every threat
considering (CIA). The results show the following:

1) The Authentication and Cryptography control can
prevent the impact of SQL injection threat and can
also mitigate DoS and Malware and Phishing threats
for all (CIA). It can also mitigate XSS for (CI).

2) The IDS control can detect all considered threats for
(CIA).

3) Firewalls control can mitigate DoS and XSS; detect
SQL injection, Malware and Phishing for (CIA).

4) The Protection Software control can mitigate DoS
for (C & A), but not (I); prevent SQL injection for
(CIA); detect Phishing, Malware and XSS for (CIA).

3.7 Assessment of Asset (6): The
Database

This asset faces three threats (DoS; SQL injection; and
Malware) and considers four protection controls (Authen-
tication & Cryptography, IDS Firewalls and Protection
Software) to limit their impact. Table 11 shows these
threats and controls and provides the level of impact re-
duction caused by each control on every threat consider-
ing (CIA). The results show the following:

1) The Authentication and Cryptography control can
prevent the impact of SQL injection threat and can
also mitigate DoS and Malware threats for (CIA).

2) The IDS control can detect all considered threats for
(CIA).
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Table 10: Threats versus protection measures for the
“application”

3) Firewalls control can mitigate DoS for (CIA); detect
SQL injection and Malware for (CIA).

4) The Protection Software control can mitigate DoS for
(C & A) but not for (I); prevent SQL injection for
(CIA) and detect Malware for (CIA).

Table 11: Threats versus protection measures for the
“database”

3.8 Overall Assessment
The investigation approach followed in the investigation
above will be useful in understanding the security prob-
lem on the one hand, and in making decision on what to
do about it. For the case-study considered of “IoT appli-
cation to Android concerned with interacting with neuro-

motor disabled patients”, the following observations can
be concluded.

1) IDS control impacts all “eleven threats” considered
at the level of “detection”, but it cannot “mitigate or
prevent” any of them.

2) Authentication & Cryptography control impacts “six
threats” at the levels of “prevention and mitigation”.
It can prevent “two threats” (MITM and SQL injec-
tion), and can mitigate “three others” (DoS, Phish-
ing, and Malware) for (CIA) and it can also mitigate
“one” XSS with regards to (C & I);

3) Firewalls control impacts “two threats (DoS and
XSS) at the level of “mitigation”.

4) Protection Software control impacts one threat (SQL
injection) at the prevention level for (CIA); and an-
other (DoS) at the mitigation level for (C & A).

According to the above, it can be viewed that with the
above controls: two threats can be prevented (SQL in-
jection and MITM); three others can be mitigated (DoS;
Phishing; Malware); one more (XSS can be partly miti-
gated with (C&I).

All the other five (Wormhole; Sybil; Sinkhole; Node
Capture; and Malicious node injection) can only be de-
tected for further action.

4 Conclusions and Future Work
This paper delivered a distinguished approach for the se-
curity assessment of IoT in healthcare for the disabled.
The approach provides a broad five-domain (STOPE:
strategy; technology; organization; people and environ-
ment) structured view of the assessment problem. This
enables flexibility and updatability to the application of
the approach to the assessment of various related case-
studies. The strategy domain directs the approach to-
ward the achievement of (CIA: confidentiality; integrity
and availability). The “assets” requiring protection are
structured according to the (TOPE) domains, with the
“technology” related assets are structured again according
the IoT layers of (PNA: perception or physical; network;
and application). For threats attacking assets, the ap-
proach considers that each threat can impact one or more
assets leading to the degradation of the (CIA) state. The
protection “controls” are associated with the threats; and
each control work toward eliminating or mitigating the
impact of one or more threats on assets leading to the
promotion of the (CIA) state. The approach involves us-
ing a unified assessment scale for the levels of “asset im-
portance; threat impacts on assets; control reduction of
threat impacts; in addition to the (CIA) state”.

The use of the approach has been illustrated through
its application to a case study concerned with the se-
curity of “IoT on Android for Neuromotor disabled pa-
tients”. The application illustrated how the assessment
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approach can be applied individually, per asset with var-
ious threats and protection controls; and how it can then
be applied collectively considering all assets with their re-
lated threats and protection controls. This helps empha-
sizing individual assessments of specific “essential assets”
whenever needed; without ignoring other less important
assets when collective assessments are required.

Three directions can be considered for future work; and
these are identified in the following.

1) The first and most obvious direction would be the
use of the approach for future assessment of other re-
lated case-studies. This type of work would be close
to professional work performed by hospital staff con-
cerned, or by educational training work performed
by students under supervision.

2) The second direction would be concerned with ex-
tending the approach, within the limit of its health-
care scope for the disabled, toward considering not
only the (CIA) state in the strategy direction, but
also the “cost” of the impacts of threats versus the
cost of the protection controls that eliminates or mit-
igates them. Such research work would be useful to
security protection decision makers.

3) The third direction is based on the second direction
above, but it is more ambitious. It considers ex-
tending the approach, not only within the limit of
its scope, but also beyond that toward providing a
generic security assessment approach that can be of
benefits to all cybersecurity applications in all fields.

It is hoped that the paper would be useful to all pro-
fessionals and researchers in the field.
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Abstract

Natural language processing models based on deep learn-
ing have been widely used to analyze Chinese social me-
dia texts, such as Sina Weibo sentiment analysis, rumor
detection, and news topic classification. However, while
these analysis models have made breakthroughs in perfor-
mance, there are also potential adversarial attack risks.
To test the robustness of these models, an adversarial ex-
amples generation method CSMTP is proposed in this
paper. The algorithm includes two main parts: a key to-
kens searcher and an adversarial noise selector. The key
tokens searcher is used to locate the key tokens that sig-
nificantly affect the classification results when the internal
details of the model are unknown, and the visual percep-
tion weight is introduced to measure human attention to
these keywords. The adversarial noise selector provides a
variety of adversarial noise generation strategies. It uses
the policy network based on deep reinforcement learning
training to select the appropriate type of noise according
to the features of key tokens and target sentences. Exper-
iments based on four public datasets show that CSMTP
can launch effective adversarial attacks on Chinese social
media text classification models, which has specific en-
lightening significance for the follow-up research on the
reliability of these models.

Keywords: Adversarial Examples; Deep Q-learning; So-
cial Media; Texts Classification

1 Introduction

Due to the development of the Internet and the emer-
gence of Web 2.0 technology, all kinds of intelligent so-
cial media platforms have gradually become the primary
way for people to obtain information, express emotions
and communicate. In China, social media platforms such
as Sina Weibo, Headline and Baidu news have become a
part of everyone’s life. Taking Weibo as an example, the

2021 Sina Financial Report shows that as of December
2021, the number of monthly active users of Sina Weibo
has reached 573 million, and the number of daily active
users has reached 249 million. Text data is one of the
most common carriers for people to share information on
these platforms. Therefore, the mining and analysis of
these massive social media texts have essential research
and commercial value.

From the perspective of models and methods, the cur-
rent text classification models based on neural networks
have greatly surpassed the early methods based on pat-
tern matching and statistical machine learning. They
have become the mainstream technology in Chinese so-
cial media texts mining. Various deep neural networks
based on CNN [12], LSTM [7], and attention mecha-
nism [24] have been widely used in natural language pro-
cessing tasks such as sentiment analysis [15], hotspot dis-
covery [10], intention recognition [3], malicious speech de-
tection [2] and fake news detection [26]. However, most re-
searchers pay more attention to the analysis performance
of the models, such as accuracy and inference speed, but
ignore their robustness. Work [25] showed that when
faced with adversarial examples carefully constructed by
attackers, even the deep neural network model with ex-
cellent performance also shows great vulnerability, that
is, attackers can modify the characters, words and sen-
tences of the text to generate adversarial examples, to
significantly change the prediction results of these models
without affecting human understanding of semantics.

To solve this problem, we focus on the ”shadow under
the sun” and mainly discuss the security of Chinese social
media texts classification models. An adversarial exam-
ples generation method CSMTP (Chinese Social Media
Texts Perturbator) for Chinese social media texts classifi-
cation is proposed in this paper. This method can launch
character-level, word-level, targeted and untargeted ad-
versarial attacks on Chinese social media text classifica-
tion systems when obtaining a small amount of model
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information. Specifically, the main contributions of this
paper include:

1) A key tokens searcher that can comprehen-
sively measure text elements’ criticality and
visual concealment is designed. It can accu-
rately locate the key characters and words that con-
tribute significantly to the classification results while
maintaining semantic and visual similarity as much
as possible and using dynamic hyperparameters to
limit the disturbance intensity. In addition, this lo-
cation method can make the algorithm have the abil-
ity to realize targeted attacks and attack multi-label
classification models.

2) A variety of transformation strategies capable
of generating adversarial noise are adopted.
On the one hand, it can help the algorithm gener-
ate adversarial text with highly consistent semantics
with the original sentence. On the other hand, it
can effectively expand the search space of adversar-
ial noise and help to improve the attack success rate
of the algorithm.

3) An adversarial noise selector based on deep
reinforcement learning is realized. It can ana-
lyze the key tokens and the characteristics of their
sentences and select the type of perturbation noise
with a high probability of attack success.

Using social media texts data, including Sina Weibo senti-
ment analysis dataset, Weibo rumor dataset, E-commerce
review dataset and news classification dataset, and clas-
sic models such as TextCNN, LSTM and self-attention
mechanism as targets to test CSMTP. The results show
that this algorithm can greatly reduce the accuracy of
the target model by using less perturbation noise, which
is of positive significance to studying the robustness of the
existing Chinese social media texts classification models.

2 Related Work

2.1 Adversarial Examples

Szegedy et al. [18] first found that adding subtle noise to
the input picture of CNN can lead to a wrong output of
the models with high confidence to achieve the purpose of
cheating them and put forward the concept of adversarial
examples. The adversarial examples refer to the sample x’
generated by adding a small disturbance to the input data
x that is difficult for the human eye to detect. When x′

is input into the trained deep learning model, the model
will predict the output results differently from the original
label with high confidence, as in Equation (1). Where f
represents the forward propagation process of neural net-
work, ε is used to constrain the intensity of perturbation.

f(x) ̸= f(x′)s.t. ∥x′ − x∥ < ε. (1)

Although adversarial attacks were first found in image
classification tasks, they have extended to the field of
natural language processing. Affected by the high dimen-
sionality of text vectors, the closeness of the training pro-
cess and the complexity of models, it is still difficult for
both shallow neural networks and large-scale pre-training
language models [11, 20] to learn the high-level semantic
features of text, and there are defects in robustness. A
lot of work [22] has proved that this vulnerability can be
used to generate highly hidden and deceptive adversarial
examples for text classification systems.

2.2 Adversarial Examples Generation Al-
gorithms for Text Data

Text data has discrete features, complex syntax rules
and abstract semantics, significantly different from image
data. As a result, the adversarial examples generation
methods based on gradient or optimization in computer
vision are difficult to transfer to the field of text. The
adversarial examples generation technology in the text
field mainly focuses on two key points: one is how to
search the key characters, words, and even sentences with
high contribution to the model prediction results from
the document; the other is what kind of noise is added
to these tokens to achieve the purpose of changing the
model prediction results. The related work can be divided
into character-level, word-level, sentence-level and multi-
ple levels according to the level of perturbation noise.

2.2.1 Adversarial Examples in English

Belinkov [1] first tried to add, delete and exchange char-
acters in English text, which led to the decline of the
performance of neural machine translation system, prov-
ing the existence of text adversarial examples. On this
basis, DeepWordBug [5] algorithm used the temporal
score mechanism to measure the importance of charac-
ters, which can accurately locate the key tokens when
the gradient information of the model is unknown and
inspired a series of subsequent adversarial examples gen-
eration algorithms based on score query. Papernot [17]
used the FGSM (Fast Gradient Sign Method) [6] adver-
sarial attack method commonly used in the image field to
modify the keywords that have the most significant im-
pact on the classification results. On obtaining the gra-
dient information inside the model, this method had a
success rate of 100% in the experiment of attacking the
emotion classification system based on RNN models. Jia-
Liang’s method [8] can significantly reduce the effect of
the question and answer system by inserting perturba-
tion sentences that do not affect human reading into the
text and realize the adversarial attack at the sentence
level. The latest black box method TEXTFOOLER [9]
further proved that although BERT and other models
have good performance, they are still difficult to defend
against the attack of adversarial examples. In addition,
work [4, 13, 14] proposed a series of adversarial exam-
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ples generation methods that can generate different lev-
els of adversarial text simultaneously or use multiple lev-
els of noise to cooperate with each other, which have a
broader application scenario than the previous single-level
method.

2.2.2 Adversarial Examples in Chinese

However, the above research was mainly aimed at the ad-
versarial attacks methods of English, which is difficult to
apply to the hieroglyphs represented by Chinese charac-
ters. Therefore, the research on the adversarial exam-
ples in the Chinese field is still in its infancy. Wang
et al. [21] proposed a character-level adversarial attack
method WordHandling that can attack the Chinese sen-
timent classification system, by misleading LSTM and
CNN models to make wrong predictions and can reduce
the accuracy of the model by an average of 29% (LSTM)
and 22% (CNN). But this method was mainly used in
untargeted attack scenarios. The generated adversarial
examples cannot mislead the prediction results of neu-
ral networks into the label specified by the attacker. At
the same time, this method only used the homophonic
character replacement in the selection of noise, result-
ing in the limited diversity of generated examples. Tong
et al. [19] proposed a word-level method CWordAttacker
based on traditional Chinese character rewriting, Pinyin
replacement and word order exchange, which can com-
plete targeted and untargeted attacks. Experiments on
the THUCNews dataset showed that the algorithm can
reduce the accuracy of the CNN and LSTM models by
30.22% and 43.29%, respectively. The CWordAttacker
assumed that all noise transformation strategies can map
keywords into words not recorded in the word embedding
space. Therefore, the algorithm randomly selected trans-
formation strategies to modify the target words to ensure
the diversity of generated adversarial examples. But this
assumption does not apply to social media texts. Be-
cause these texts often contain Pinyin, special symbols
and homonyms, the text replaced by these strategies may
still be the samples stored in the word embedding space,
which makes the perturbation effect of these noises on the
target sentence uncertain and may harm the success rate
of the attack. Xu et al. [23] added an aggregation module
of shape-similar characters to expand further the search
range of adversarial noise based on the above research.
And violent search was used to determine the optimal
perturbation strategy. Finally, the accuracy of the topic
classification models trained on the THUCNews dataset
can be reduced by 37.49% (CNN) and 37.85% (LSTM),
respectively. But this further increased the algorithm’s
time complexity, which made the algorithm generate ex-
amples for large-scale datasets with higher computational
cost and more time. At the same time, the algorithm only
carried out the experiment of untargeted attacks.

The above algorithms can only achieve single-level ad-
versarial attacks, and most experimental datasets are not
social media texts. The performance of attacking Chinese

social media text classification models still needs further
verification. At the same time, when choosing the type of
perturbation noise, these methods often only focus on the
attack success rate but ignore the visual significance of the
noise, resulting in the generated examples being easy to
be found by readers. Intuitively, compared with Pinyin
replacement, the noise such as similar shape words and
word order change is less likely to be detected by read-
ers, so it should be preferred. In conclusion, the above
methods can be further improved.

3 Method

The mainstream Chinese social media text classification
models are divided into character-level and word-level
models. The character-level models directly encode and
process the characters in the text. The advantage is that
it is not limited by the scale of word embedding space and
can analyze the special symbols, emojis and other irreg-
ular data in the social media text. But the model needs
to aggregate semantic units from scratch to learn high-
level semantic features. The word-level model uses the
word segmentation algorithm to slice the text into words
and trains the word-level embedding vector on this basis,
making it easier for the model to learn high-level seman-
tic features. Still, the overall effect of the model will be
constrained by the performance of the word segmentation
models. Considering that these two types of models are
widely used in Chinese social media classification tasks,
an adversarial text generation method CSMTP, which can
attack both character-level and word-level classification
models at the same time, is proposed. The method is
mainly composed of a key tokens searcher and an adver-
sarial noise selector.

3.1 Key Tokens Searcher

For social media texts, the contribution of different char-
acters and words to the classification results of neural
network models is quite different. Therefore, how to lo-
cate the key tokens that need to add noise is the basis for
generating highly hidden and deceptive adversarial texts.
When CSMTP algorithm generates adversarial examples,
the key tokens searcher based on query scoring mechanism
and visual perception weight is used to find the optimal
position of noise addition. First, the importance of the
Chinese characters or words in the sentence is estimated
by calculating the targeted delete score for each Chinese
character or phrase. Then the visual similarity of the text
is constrained by calculating the visual perception weight
of the position of the tokens. Then, the hyperparameter
adaptively adjusted according to the text length is used
to control the intensity of noise further and ensure the
concealment of adversarial examples.
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3.1.1 Query Scoring Mechanism

The text adversarial examples generation methods often
use the temporal score mechanism [5] to locate keywords,
as in Equation (2). The mechanism takes the target word
as the center, divides the input sentence into two parts,
and measures the importance of the word by calculating
the change in the confidence of the model prediction re-
sults before and after deleting the target word.

TS(wi) = THS(wi) + λ× TTS(wi)

= [f(w1, · · · ,wi)− f(w1, · · · ,wi−1)]+

λ× [f(wi, · · · ,wn)− f(wi+1, · · · ,wn)]

(2)

However, this method of splitting sentences into two
steps may lead to unreliable evaluation results. Inspired
by the WordHandling algorithm [21], CSMTP uses TDS
(Targeted Delete Score) to find the optimal position. As
shown in Equation (3), the importance of the token is
evaluated by calculating the change in the probability
that the sentence is predicted to be the label y after delet-
ing the target word.

TDS(y)(wi) = f (y)(w1, · · · , wi−1, wi, wi+1, · · · , wn)

−f (y)(w1, · · · , wi−1, wi+1, · · · , wn)

(3)

3.1.2 Visual Perception Weight

A survey shows that due to the influence of digital tech-
nology, the length of human attention per time has been
shortened from 12 seconds in 2000 to 8 seconds today.
This means that the perturbation in the middle of the
text is less likely to be detected when reading the text.
Therefore, the CSMTP algorithm measures the possibility
of human detection by introducing VPW (Visual Percep-
tion Weight) when searching for key tokens. As shown in
Equation (4), where i is the position of the target char-
acter, µ is the center of the sensory field of vision, that
is, the point where the perturbation is most challenging
to be found. The higher the value of VPM, the less no-
ticeable the change to the character of this position. As
shown in Figure 1, the distribution of VPM value can be
dynamically adjusted according to the length of the input
text.

V PW (i) = 1 + β ×
√
n×Gaussian(i;µ, σ),

where µ =
n

2
, σ =

n

4

(4)

3.2 Adversarial Noise Selector

The adversarial noise selector mainly provides a series
of transformation algorithms that can generate various
noisy texts. A policy network based on deep reinforce-
ment learning is also implemented, which is used to match
the appropriate transformation algorithm to generate ad-
versarial examples according to the input key tokens and
target sentences.
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Figure 1: Distribution of VPM values with different text
lengths

3.2.1 Text Transformation Algorithm

To ensure the similarity of the semantic features of the
text before and after the disturbance is added, that is,
the generated adversarial examples can deceive the target
models and try not to affect human reading and under-
standing, five text transformation strategies are provided
to convert key tokens into noise tokens, as shown in Ta-
ble 1.

Among them, transformations 1, 2, and 5 can be used
to generate adversarial examples for character-level and
word-level models at the same time, while transformations
3 and 4 are only used for word-level models. These trans-
formations can modify the tokens that contribute greatly
to the classification. The target models can map them
to the word vectors that are meaningless to the correct
results or are not stored in the word embedding space to
change the prediction results of the models.

3.2.2 Policy Network

To select the algorithm with a higher attack success rate
from the five transformations, CSMTP introduces the
task-related policy network to analyze the features of key
tokens and sentences to be attacked and finally select the
appropriate transformation. The structure of the policy
network is shown in Figure 2. The network adopts a dou-
ble input structure, which accepts the key tokens and tar-
get sentences to be transformed as inputs, respectively. It
contains two outputs, one for outputting the index of the
recommended transformation algorithm and the other for
the pre-training process of the network.

Because the output of the policy network is the action,
it isn’t easy to use the traditional supervised learning
method for end-to-end training. Therefore, a two-stage
training method based on ”pre-training - deep reinforce-
ment learning” is adopted by CSMTP.

Pre-training stage. In order to make the policy network
represent the feature space of the text, the datasets are
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Table 1: Text transformation strategies

Index Transformations Noise Level Original Tokens Adversarial Tokens

1 shape-similar characters replacement both 愉 快 榆 怏

2 traditional characters replacement both 忧 伤 憂 傷

3 words order perturbation word-level 愉快 快愉
4 words splitting word-level 开心 开-心

5 Pinyin rewriting both 高 兴 Gao Xing

Figure 2: The structure of the policy network

preprocessed into the format of ”label, key token, target
sentence”. Then the supervised learning method is used
to pre-train the network, that is, to fit the mapping rela-
tionship between the inputs and the downstream tasks.

Deep reinforcement learning stage. Freeze the embed-
ding and convolution layer near the inputs as the feature
extractors, and use the deep Q-learning method [16] to re-
train the policy network. The traditional Q-learning is a
reinforcement learning algorithm based on iterative value,
in which Q represents Q(s, a), which is the expectation of
income after taking action a in a certain state s. the en-
vironment will feedback corresponding rewards according
to the action of Q-learning agent. Its optimization pro-
cess is shown in Equation (5). Finally, Q-learning can
construct s and a into a Q-table to store the Q value and
then sample the actions that can obtain the maximum
benefit according to the Q value.

Q(st, at) = Q(st, at) + η × (Rt+1 + γ ×max
a

Q(st+1, a)

−Q(st, at)). (5)

However, in the task of selecting an appropriate trans-
formation algorithm according to key tokens and target
sentences, the input state s is a high-dimensional word
vector, which is difficult to process by the traditional
Q-learning method. Therefore, deep Q-learning is intro-
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PolicyNet
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PolicyNet

DQN Loss Function
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gradient
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Figure 3: Training process of the policy network

duced to generate Q-values by fitting a neural network
instead of Q-table, to map high-dimensional word vectors
into actions. The main process is shown in Figure 3.

The details of the training policy network using deep
Q-learning are shown in Algorithm 1. The algorithm ac-
cepts the policy network PolicyNet, target network Tar-
getModel and state space S as inputs. S consists of all
(key token vectors, sentence vectors) tuples, and the out-
put of PolicyNet represents the type of transformation
applied to the key tokens.

Algorithm 1 Training PolicyNet by DQN

1: Procedure DQN (PolicyNet, TargetModel, S):
2: Initialize replay memory D to capacity n
3: PolicyNetθ− ← PolicyNetθ
4: for e interations do:
5: Reset sequence S
6: for t interations do:
7: actiont ← ArgMaxaction(PolicyNet (ϕ(St),

action; θ))
8: rt ← R(actiont, ϕ(St), TargetModel)
9: D ← (St, actiont, rt, St+1)

10: Sampling (Sj , actionj , rj , Sj+1) from D
11: if j = T-1: y ← rj
12: else: y ← rj + γ×

Maxaction(PolicyNet (ϕ(S), action; θ−))
13: Gradient descent step on (y

-PolicyNet (ϕ(Sj), actionj ; θ))2

14: Every c step: PolicyNetθ− ← PolicyNetθ
15: return PolicyNet
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The reward function of deep Q-learning is also ad-
justed in the training process, as shown in Equation (6).
PertScore is the perturbation score, which mainly re-
wards and punishes according to whether the output ac-
tions of the policy network can deceive the target model.
TypeScore refers to the score of action type used to en-
sure the concealment and diversity of noise. It will give
higher reward scores to the four transformations of tra-
ditional characters replacement, shape-similar characters
replacement, words order disturbance and words split-
ting. In comparison, it will provide lower reward scores
for the transformation of Pinyin rewriting, which is eas-
ier to attract readers’ attention. FreqScore is the action
frequency reward. This score prevents the policy network
from learning shortcuts, that is, only selecting specific
types of transformations. The FreqScore of the most
frequently used actions will be reduced during training,
while the FreqScore of the least frequently used actions
will be increased.

R(st, at) = PertScore(st, at, TargetModel)

+TypeSore(at) + FreqScore(at)
(6)

3.3 Algorithm Description

The CSMTP algorithm changes the prediction results of
the model by modifying key tokens, which includes two
steps: Firstly, the TDS mechanism is used to search the
key tokens in the sentence. Then, the policy network is
used to match the appropriate algorithm from five text
transformations to add noise to the text. For untargeted
attacks, the algorithm modifies the words that contribute
more to the original label of the result as much as possible,
squeezes the confidence of the original label and improves
the probability of other predicted labels. For targeted at-
tacks, the algorithm attempts to attack tokens that hinder
the prediction of the target labels and indirectly improves
the probability of the model predicting the labels. This
process of focusing only on the original labels or target
labels simplifies the step of determining the attack direc-
tion of the WordHandling algorithm so that the algorithm
can be extended to attack multi-classification models.

The process of generating adversarial examples using
CSMTP is shown in Algorithm 2. The algorithm will
receive the text W , the original label y∗, and the targeted
attack switch is targeted, targeted attack target label y′

and the maximum number of attacks limit dynamically
calculated according to the text length, and noise ratio
are used as inputs.

4 Experiments & Analysis

4.1 Experimental Datasets

To verify the attack performance of CSMTP algorithm,
Chinese social media text datasets with different targets
and data characteristics were selected for training target

Algorithm 2 CSMTP

1: Procedure CSMTP(W , limit, y∗, is targeted, y′):
2: S ← dict()
3: y ← TargetModel(W )
4: if (y ̸= y∗ and not is targeted) or y = y′:
5: return W
6: A←W
7: for i in length of sentence W :
8: if is targeted : t← -TDS(Wi, y

′)
9: else: t← TDS(Wi, y)

10: if t > 0 : Si ← VPM(i)× t
11: SortbyKey(S)
12: for limit interations do:
13: for key in S:
14: action← PolicyNet(W ,Wkey)
15: Akey ← Transform(Wkey, action)
16: return A

models and testing adversarial examples. The details of
the datasets are shown in Table 2 and Figure 4.

4.2 Comparative Experiments

In the experiment, RandomAttack and CWordAt-
tacker [19] were selected as the baseline methods to com-
pare with CSMTP algorithm, and the attack effects of
their targeted attack and untargeted attack versions on
three target models were compared.

For untargeted attacks, the decline in the accuracy of
the models after the attack was used to evaluate the at-
tack effect of the algorithms. The greater the reduction,
the stronger the ability of the algorithm to mislead the
models. The experimental results are shown in Table 3
and Table 4, and the optimal results are marked in black
bold.

Targeted attacks are stricter in evaluating the effect.
The algorithm is successful only when the misleading
model predicts the example as the specified label. There-
fore, the algorithm uses the attack success rate as a mea-
sure, as shown in Equation (7). Specifically, the attacker
will select a label as the target label, and then the samples
belonging to this category in the dataset will be deleted.
Finally, the proportion change of the label in the predic-
tion results before and after the models are attacked will
be calculated as the results.

ASRtargeted =
1

N

N∑
i=1

I(f(Ai
adv) = y′)

− 1

N

N∑
i=1

I(f(W i
org) = y′) (7)

In the equation, y′ is the target label, and I is the indi-
cation function. The experimental results of word-level
and character-level targeted attacks are shown in Table 5
and Table 6, respectively. In the Tables, ER is the ab-
breviation for error rate, which means the proportion of
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Table 2: Information of experimental datasets

Datasets Weibo Sentiment Weibo Rumor E-commerce Review THUCNews
Tasks Sentiment Analysis Rumor Detection Sentiment Analysis Topic Classification
Categories 2 2 2 10
Label Distribution Balance Balance Balance Balance
Train Set 18000 2000 9600 50000
Validation Set 2000 200 2000 5000
Test Set 2000 1000 1200 10000

(d)

(b)

(c)

(a)

Figure 4: Text lengths distribution of the datasets. (a) Weibo sentiment. (b) Weibo Rumor. (c) E-commerce Review.
(d) THUCNews
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Table 3: Untargeted attack experiments against word-level models

(a) LSTM Model

Datasets Ori Acc
RandomAttack CWordAttacker CSMTP (ours)

Accuracy Reduction Accuracy Reduction Accuracy Reduction
Weibo sentiment 96.40 92.15 4.25 58.10 38.30 54.00 42.40
Weibo rumor 85.70 84.20 1.50 55.20 30.50 33.20 52.50
E-com. review 88.25 85.67 2.58 41.33 46.92 30.58 57.67
THUCNews 92.39 91.59 0.80 49.10 43.29 45.52 46.87

(b) TextCNN Model

Datasets Ori Acc
RandomAttack CWordAttacker CSMTP (ours)

Accuracy Reduction Accuracy Reduction Accuracy Reduction
Weibo sentiment 96.30 91.25 5.05 55.40 40.90 51.20 45.10
Weibo rumor 86.60 85.90 0.70 67.10 19.50 42.70 43.90
E-com. review 89.00 87.33 1.67 39.75 49.25 30.42 58.58
THUCNews 94.04 93.40 0.64 63.82 30.22 58.96 35.08

(c) Att-CNN Model

Datasets Ori Acc
RandomAttack CWordAttacker CSMTP (ours)

Accuracy Reduction Accuracy Reduction Accuracy Reduction
Weibo sentiment 96.05 90.75 5.30 57.60 38.45 53.75 42.30
Weibo rumor 85.80 84.60 1.20 67.70 18.10 57.40 28.40
E-com. review 90.08 88.25 1.83 51.08 39.00 42.75 47.33
THUCNews 92.48 90.95 1.53 68.07 24.41 63.02 29.46

Table 4: Untargeted attack experiments against character-level models

(a) LSTM Model

Datasets Ori Acc
RandomAttack CWordAttacker CSMTP (ours)

Accuracy Reduction Accuracy Reduction Accuracy Reduction
Weibo sentiment 95.75 90.25 5.50 55.75 40.00 51.40 44.35
Weibo rumor 84.10 80.20 3.90 41.90 42.20 24.70 59.40
E-com. review 87.42 80.50 6.92 39.92 47.50 25.83 61.59
THUCNews 87.30 66.83 20.47 13.95 73.35 11.09 76.21

(b) TextCNN Model

Datasets Ori Acc
RandomAttack CWordAttacker CSMTP (ours)

Accuracy Reduction Accuracy Reduction Accuracy Reduction
Weibo sentiment 95.65 90.75 4.90 54.15 41.50 49.75 45.90
Weibo rumor 84.70 79.10 5.60 56.50 28.20 42.10 42.60
E-com. review 89.25 82.42 6.83 40.25 49.00 30.17 59.08
THUCNews 90.71 67.62 23.09 26.92 63.79 24.39 66.32

(c) Att-CNN Model

Datasets Ori Acc
RandomAttack CWordAttacker CSMTP (ours)

Accuracy Reduction Accuracy Reduction Accuracy Reduction
Weibo sentiment 96.05 91.30 4.75 59.75 36.30 55.85 40.20
Weibo rumor 85.20 82.10 3.10 39.90 45.30 37.40 47.80
E-com. review 88.67 79.92 8.75 48.83 39.84 39.00 49.67
THUCNews 90.35 67.75 22.60 27.39 62.96 25.49 64.86
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examples with wrong predictions in the total number of
examples. To conform to the attacker’s behavior in the
real scene, in the targeted attack task of emotion analysis,
E-commerce review and rumor detection tasks, negative
emotion to positive emotion, negative reviews to positive
reviews, and rumor to non-rumor were selected as the at-
tack targets. The ”technology” category was randomly
selected as the attack target for the news classification
task.

By analyzing the above experimental results, it can be
found that CSMTP algorithm can launch effective adver-
sarial attacks against Chinese social media text classifica-
tion systems based on LSTM, TextCNN and self-attention
mechanism, and the attack performance was generally
better than the CWordAttacker and RandomAttack.

Firstly, from the analysis of the perturbation level of
adversarial examples, by comparing the attack effects of
character-level attacks and word-level attacks, it can be
found that there was an anti-intuitive phenomenon: In
general, there were more noise transformation strategies
for word-level attacks, and the search space for adversar-
ial noise was larger. Therefore, after cooperating with
the policy network, it should have a higher attack suc-
cess rate, but the experimental results showed that the
attack performance of the character-level was usually bet-
ter. One possible reason was that in the word-level mod-
els, the scale of the word embedding matrix was limited
and fewer tokens were recorded. As a result, in the model
training stage, most of the words in the normal examples
were also mapped to the UNK word vector (representing
the words not recorded by the word embedding layer). Fi-
nally, these models were robust to the adversarial noise.
The samples contained fewer UNK vectors in the training
process for the character-level models, so the models were
more vulnerable to antagonistic noise.

Secondly, from the perspective of datasets, for short
text datasets, the CSMTP algorithm can achieve good ex-
perimental results in both targeted and untargeted attack
tasks. Untargeted attacks can reduce the accuracy of the
three target models by more than 40% in most scenarios,
making the attacked model approximate random guessing
when predicting adversarial examples. For the news clas-
sification dataset with long text lengths, CSMTP still had
an advantage in the success rate of untargeted attacks.
Still, the performance of character-level targeted attacks
was slightly lower than that of the CWordAttacker, and
the performance of word-level targeted attacks was also
close to the baseline. In addition to the fact that the
length of the text was too long, the contribution of the
tokens was scattered, which limited the attack effect of
perturbation noise. Another main reason was that the
pinyin rewriting has a better attack effect on the target
models trained on the news dataset. However, the pol-
icy network of CSMTP gave a lower reward for this noise
transformation during the training process, so the proba-
bility of CSMTP choosing this noise attack was smaller,
resulting in a lower attack effect than the CWordAttacker.

Finally, from the perspective of attack type, CSMTP

Figure 5: Influence of adversarial noise ratio on untar-
geted attack performance. Above: Word-level attacks.
Below: Character-level Attacks

was more stable for targeted and untargeted attacks on
binary classification tasks, but the difference between the
two attacks on the multi-class dataset was obvious. Tak-
ing the LSTM model as an example, the accuracy of
the model before and after the character-level attack on
the subset that did not contain the target category data
dropped by about 70%, but the attack success rate for the
target label was only 2%, which proved that the pertur-
bation of the targeted attack was not enough to mislead
the model to predict the example as the target label.

4.3 Hyperparameter Analysis

The attack performance of the CSMTP algorithm was not
only affected by the features of the datasets, the target
models and the attack modes but also by the noise in-
tensity, the number of categories and other factors. Tak-
ing the TextCNN model with faster running efficiency as
an example, with the weakening of the disturbance limit,
the performance of the attack algorithm on the sentiment
analysis task is shown in Figure 5. The performance
of CSMTP, CWordAttacker, and random attacks consis-
tently improved as the proportion of noise in the text
increased, both in character-level and word-level attacks.
However, CSMTP and CWordAttacker can locate key to-
kens more accurately thanks to the score query mecha-
nism. After the noise ratio reached 30%, the attack per-
formance gradually converged to the upper bound, which
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Table 5: Targeted attack experiments against word-level models

(a) LSTM Model

Datasets Ori ER
RandomAttack CWordAttacker CSMTP (ours)
ER ASR ER ASR ER ASR

Weibo sentiment 0.10 12.20 12.10 73.00 72.90 73.00 72.90
Weibo rumor 17.20 17.80 0.60 30.00 12.80 39.60 22.40
E-com. review 6.59 7.09 0.50 21.79 15.20 31.25 24.66
THUCNews 1.06 1.13 0.07 9.46 8.40 8.83 7.77

(b) TextCNN Model

Datasets Ori ER
RandomAttack CWordAttacker CSMTP (ours)
ER ASR ER ASR ER ASR

Weibo sentiment 2.90 13.90 11.00 89.00 86.10 89.00 86.10
Weibo rumor 19.80 23.80 4.00 72.00 52.20 78.40 58.60
E-com. review 13.51 14.19 0.68 73.65 60.14 74.49 60.98
THUCNews 1.47 1.52 0.05 17.39 15.92 18.37 16.90

(c) Att-CNN Model

Datasets Ori ER
RandomAttack CWordAttacker CSMTP (ours)
ER ASR ER ASR ER ASR

Weibo sentiment 4.40 17.20 12.80 86.30 81.90 86.60 82.20
Weibo rumor 21.00 25.60 4.60 47.60 26.60 48.00 27.00
E-com. review 13.34 17.23 3.89 64.86 51.52 67.57 54.23
THUCNews 1.27 1.30 0.03 10.10 8.83 10.60 9.33

Table 6: Targeted attack experiments against character-level models

(a) LSTM Model

Datasets Ori ER
RandomAttack CWordAttacker CSMTP (ours)
ER ASR ER ASR ER ASR

Weibo sentiment 1.50 13.80 12.30 87.80 86.30 87.50 86.00
Weibo rumor 15.00 24.60 9.60 86.00 71.00 89.60 74.60
E-com. review 9.80 14.02 4.22 61.99 52.19 68.58 58.78
THUCNews 1.37 2.18 0.81 5.54 4.17 3.47 2.10

(b) TextCNN Model

Datasets Ori ER
RandomAttack CWordAttacker CSMTP (ours)
ER ASR ER ASR ER ASR

Weibo sentiment 2.50 13.20 10.70 88.90 86.40 89.40 86.90
Weibo rumor 21.20 22.20 1.00 56.40 35.20 58.20 37.00
E-com. review 10.81 25.68 14.87 76.18 65.37 77.53 66.72
THUCNews 0.70 2.62 1.92 7.04 6.34 6.87 6.17

(c) Att-CNN Model

Datasets Ori ER
RandomAttack CWordAttacker CSMTP (ours)
ER ASR ER ASR ER ASR

Weibo sentiment 1.50 13.10 11.60 75.70 74.20 75.90 74.40
Weibo rumor 13.40 18.00 4.60 60.80 47.40 62.00 48.60
E-com. review 11.32 30.91 19.59 75.68 64.36 79.73 68.41
THUCNews 0.87 6.59 5.72 29.30 28.43 26.68 25.81
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Figure 6: Influence of the number of categories on attack
performance. Above: Untargeted Attacks. Below: Tar-
geted Attacks

reduced the model classification accuracy to the bench-
mark level of random guessing. The noise added by ran-
dom attacks was lack of pertinence, so even when the
proportion of noise reached 80%, its attack effect was still
far from that of CSMTP with a small perturbation pro-
portion. Moreover, since CSMTP used a policy network
that can match adversarial noise types according to the
features of key tokens and target sentences, the attack
performance was also better than the CWordAttacker al-
gorithm based on a random transformation strategy.

We also additionally studied the effect of the number
of categories on the attack success rate. In the experi-
ment, we selected sub-datasets containing different cate-
gories from THUCNews to train TextCNN as the target
models. The details of the target models and the ex-
perimental results are shown in Tables 7 and Figure 6,
respectively.

Table 7: Original accuracy of TextCNN models

Categories 2 4 6 8 10
Accuracy 99.65 97.37 95.22 94.41 94.04

According to Figure 6, the performance of untargeted
attacks was positively correlated with the number of cate-
gories when there were few categories in the datasets and

Original Example

Pe rturbation Dire ction

Adve rsarial ExampleTarge t
Labe l

Original
Labe l

Othe r
Labe ls

Original
Labe l

Targe t
Labe l

Figure 7: Adding categories may increase the classifica-
tion gap between the original and target labels

gradually tended to a stable state after the categories in-
creased to a certain number. At the same time, it also
fluctuated due to the influence of data distribution of dif-
ferent categories. On the other hand, the success rate of
targeted attacks decreased with the increase in the num-
ber of categories. Further comparison of the difference
between the attack success rate and the decline of model
accuracy showed that the reason for this phenomenon was
that with the increase in the number of categories, the
classification interval between the original label and the
target label might increase due to the addition of other
category intervals. As a result, more samples were clas-
sified into other categories between the original label and
the target label. The principle is shown in Figure 7.

5 Conclusions

Aiming at the vulnerability of the current Chinese so-
cial media text classification models, this paper proposes
an adversarial examples generation method CSMTP
based on reinforcement learning. Experiments show that
CSMTP can launch effective targeted and untargeted at-
tacks on Chinese social media text classification models
such as LSTM and TextCNN trained on various datasets.
Furthermore, the generated adversarial examples have the
features of less noise and strong deception.

However, there are still gaps in our work. For example,
CSMTP mainly relies on the scoring mechanism to locate
key tokens, but as the sentence length increases, the TDS
is gradually dispersed. This will lead to inaccurate posi-
tioning and affect the attack effect, resulting in the limited
effectiveness of the algorithm when generating adversar-
ial examples for long texts. At the same time, the social
text classification API deployed in some practical scenar-
ios often limits the access speed and times, and the key
tokens location method based on query score may affect
the efficiency of generating adversarial examples. There-
fore, combining TDS with other positioning methods to
further improve the efficiency of searching key tokens will
be the next improvement direction of the CSMTP algo-
rithm.
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Abstract

In reality, time series such as wind speed and stock price
are always nonlinear and non-stationary and face signif-
icant forecasting challenges. To improve the prediction
accuracy of time series, the EMD and OSELM models
are updated. First, the time series is decomposed into
components by EMD; then, an OSELM model is built
on each component for forecasting, and the results are
obtained by summing. Combining empirical mode de-
composition (EMD) and online sequential extreme learn-
ing machine (OSELM), an improved method is proposed
for forecasting nonlinear and unsteady time series. The
wind speed dataset is used to test the forecasting model.
EMD algorithm is used to decompose a time series into
a finite number of intrinsic mode functions (IMFs) and a
trend term to reduce the complexity of the time series.
At the same time, OSELM is used to predict IMFs and a
trend term, respectively, and the final results are added to
each forecasting. Ultimately, the wind speed time series
are predicted and analyzed, and the proposed model is
compared with the traditional time series forecasting al-
gorithms. The final results show that the improved model
has a more vital generalization and accurate forecasting
ability.

Keywords: Empirical Mode Decomposition; Intrinsic
Mode Functions; Online Sequential Extreme Learning
Machine; Time Series Forecasting

1 Introduction

As an important source of information, time series have
attracted more attentions in many fields. Time se-
ries forecasting is widely used in water economics [11],
medicine [1, 8], environmental protection [2], energy
sources [12], and Internet [3], which are affected by many
factors, such as large volatility, high complexity, strong
nonlinearity and instability. How to effectively deal with
complex time series and make the forecasting results more
accurate has become an urgent problem. Currently, ma-

chine learning algorithm for time series forecasting has
applied maturely ANN [20], SVM [19], KNN and Naive
Bayes [16]. With the rapid development of neural net-
work, they are widely used in time series forecasting.
Chuang et al. [5] improved two moving average methods
to see if we can find a better method that more accu-
rately analyzes time series datasets to identify trends in
past problems and possible future trends.

Shen et al. [15] used LSTM to predict trade trends
and Tadjer et al. [18] proposed DeepAR to predict hydro-
carbon production. However, machine learning algorithm
and traditional neural networks still have some problems,
such as long learning time, falling into local minima and
so on [6, 9] . As the training time increases, the predic-
tion results of the model become more and more inaccu-
rate [13]. EMD has been widely used in the prediction
of time series [4, 17]. According to data smoothing, the
noise of the sequence can be effectively removed and the
prediction accuracy can be improved. Extreme learning
machine (ELM) was proposed by Huang [10] and widely
used in various scenarios [21]. Ebermam et al. [7] com-
bined EMD and ELM to predict time series. Based on the
training results of ELM, OSELM algorithm updates the
training data in real time and improves the accuracy of
prediction. In order to improve the prediction accuracy of
time series, the EMD and OSELM models are improved.
Time series are decomposed into components by EMD,
then OSELM model is built on each component for pre-
diction and the final result is obtained by summing. The
wind speed dataset is used to test the prediction model.

2 Algorithm

2.1 Empirical Mode Decomposition

The EMD algorithm can decompose a complex time series
into several Intrinsic Mode Functions (IMFs) and a trend
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term, the expression is:

x(t) =

n−1∑
i=0

ci(t) + rn(t)

where x(t) is the original series; ci(t) is the i
th IMF; rn(t)

is a trend term. The corresponding partial maximum and
minimum points are obtained from the original data x0(t),
and the upper and lower envelope lines u0(t) and l0(t) are
calculated by the cubic spline interpolation method, as
shown in Figure 1.

Figure 1: Envelope of the original signal

First, according to the upper and lower envelope lines
u0(t) and l0(t), the average value is calculated to ob-
tainthe average envelope line m0(t):

m0(t) =
u0(t) + l0(t)

2

After that, it is necessary to further calculate the dif-
ference between the average envelope line and the original
series, i.e. the residual series p0(t):

p0(t) = x(t)−m0(t).

If the obtained p0(t) satisfies that the difference be-
tween zero points and extreme points of the entire series
is at most 1, and m0(t) = 0. It is considered that an
intrinsic mode component c1(t) is obtained. If the above
conditions are not satisfied, p0(t) would be as anew x(t)
to calculate the upper and lower envelope line, and the
average envelope line and the residual series.This process
is repeated until c1(t) is generated to satisfy the condi-
tions. The residuals are found after obtaining the mode
components:

r1(t) = x(t)− c1(t).

Residual r1(t) will be used as x(t) in the next round.
The previous process is repeated until rn(t) obtained is a
monotonic function or a constant. The overall process is
shown in Figure 2.

2.2 Extreme Learning Machine

ELM is proposed to improve the back propagation (BP)
algorithm, which can improve learning efficiency and sim-
plify parameter setting. The standard ELM is a single

Figure 2: EMD decomposition flow chart

hidden layer feed forward neural networks (SLFNs) struc-
ture. The output function of SLFNs with L hidden nodes
is given as:

fL(x) =

L∑
i=1

βiG(ai, bi, x), x ∈ Rn, ai ∈ Rn

where ai and bi are the mapping parameters, and βi is
the output weights connecting the ith hidden layer and
the output layer.

G(ai, bi, x) is the sigmoid function of the ith hidden
layer neuron of the input variable x.In supervised learn-
ing, there are N random samples (xi, ti) ∈ Rn×Rm, where
xi is the input vector of n× 1 and ti is the target vector
of m× 1. There are βi, ai and bi satisfying the following
equation:

fL(x) =

L∑
i=1

βiG(ai, bi, xj) = tj , j = 1, · · · , N

which can be abbreviated as:

Hβ = T.

H is the output matrix of the hidden layer, where the ith

row is the output vector of the hidden node corresponding
to xi and the jth column is the output vector of the jth

hidden node of the input x1, · · · , xn.
The output weight matrix with the minimum error is

solved by the following equation:

min
β∈RL×m

∥Hβ − T∥2
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Similar to an improved least square estimation method,
it can be solved directly in the following way:

β̂ = HψT

Hψ is the Moore-Penrose generalized inverse. The fol-
lowing solution is obtained by orthogonal projection:

β̂(c) =

(
HTH +

1

c

)−1

HTT

Generally, ELM sets random weights and thresholds be-
tween the input layer and the hidden layer to improve
computational efficiency and increase generalization abil-
ity. Finally, the output layer performs regression using
the regular or pseudo-inverse form.

2.3 Online Sequential Extreme Learning
Machine

Sometimes the data is not always available at the begin-
ning but arrives in blocks during training. In the previous
algorithm, the output weights should be updated as the
data increases, i.e. Online Sequential ELM (OSELM).

Given an initial training set containing N0(≥ L) data,
consider minimizing ∥H0β − T0∥ using a batch ELM, the
solution tothe minimization problem is:

β(0) = K−1
0 HT

0 T0

K0 = HT
0 H0

When another block containing N1 data arrives, these two
blocks are considered, and the output weights are:

β(1) = K−1
1

[
H0

H1

]T [
T0

T1

]
(1)

K1 =

[
H0

H1

]T [
H0

H1

]
(2)

In order to update the weights, β(1) is defined as a
function of β(0),K1, H1, T1, written as:

K1 =
[
HT

0 HT
1

] [H0

H1

]
= K0 +HT

1 H1 (3)

[
H0

H1

]T [
T0

T1

]
= HT

0 T0 +HT
1 T1

= K0K
−1
0 HT

1 T0 +HT
1 T1

= K0β
(0) +HT

1 T1

= (K1 −HT
1 H1)β

(0) +HT
1 T1

= K1β
(0) −HT

1 H1β
(0) +HT

1 T1

(4)

Combined Equation (2) with Equation (5), we can ob-
tain

β(1) = K−1
1

[
H0

H1

]T [
T0

T1

]
= K−1

1 (K1β
(0) −HT

1 H1β
(0) +HT

1 T1)

= β(0) +K−1
1 HT

1 (T1 −H1β
(0))

(5)

where K1 = K0 + HT
1 H1. When new data arrives, the

recursive algorithm and corresponding parameters of the
least square solution are updated. When the k + 1 data
block is received, the parameter can be updated to

KK+1 = KK +HT
K+1HK+1

β(k+1) = β(k) +K−1
k+1H

T
k+1(Tk+1 −Hk+1β

(k))

where

Tk+1 =


tT

(∑k
j=0 Nj

)
+ 1

...
tT

∑k+1
j=0 Nj


Hk+1 =


G(a1, b1, x(

∑k
j=0Nj)+1) · · · G(aL, bL, x(

∑k
j=0Nj)+1)

... · · ·
...

G(a1, b1, x∑k
j=0Nj

) · · · G(aL, bL, x∑k
j=0Nj

)


Nk+1×L

The above formula derivation indicates that OSELM [14]
can sample the training data in the form of piece of incre-
mental learning. At any time, when the new data involves
in learning, as long as the learning process is complete, the
data can be discarded immediately and no longer used in
order to reduce the waste of space resources. In addition,
in online learning, the update calculation of the model is
completed recursively based on the results of last iteration
and the latest arrived data, and there is no need to save
and relearn the previous training samples, which greatly
reduces the storage and computation costs. Many exper-
iments and applications also show that compared with
other popular online learning algorithms,OSELM not only
has better generalization ability, but also has obvious ad-
vantages in learning speed.

2.4 EMD-OSELM Forecasting Process

The simulation forecasting of the EMD-OSELM model is
followed, and the process is shown in Figure 3.

Step 1. Decompose the time series using EMD to obtain
multiple IMFs and trend term RES.

Step 2. Use the OSELM method to predict each IMF
and trend term RES.

Step 3. Sum the prediction results of each component to
obtain the final prediction results.

Step 4. Update the time series and the corresponding
parameters.

3 Simulation Analysis

3.1 Data Preprocessing

We selected the wind speed monitoring data for a certain
period of time in a certain place in China and recorded it
at 10-second intervals. A total of 8784 data points were
obtained as shown in Figure 4.
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Figure 3: Flow chart of time series forecasting method
based on EMD and OSELM

Figure 4: Time series of wind speed

It can be seen from Figure 4 that the original sequence
of wind speed has strong nonlinearity and instability, with
large fluctuations and high complexity. Using the EMD
algorithm to process the original wind data sequence can
remove noise and reduce the complexity of the sequence.
The result after decomposition is shown in Figure 5.

After constructing the dataset, the first 20% of the
data is selected as the training set to establish the ELM
model. The rest data will be divided into five groups(each
group contains 1300 data points), and then be added into
the model in proper order to update the parameters.The
last 500 data points in the dataset are selected as the test
set to obtain the final results by predicting a trend term
and each IMF component. The division of the dataset is
shown in Figure 5.

The prediction results of each component are added to
obtain the final forecasting results,as shown in Figure 6.

Figure 5: Update data for each time series after EMD
decomposition

Figure 6: Final prediction result after addition

3.2 Algorithm Performance Analysis

Root mean squared error (RMSE), mean absolute error
(MAE) and mean relative error (MRE) are used as in-
dicators to measure the forecasting ability of the EMD-
OSELM algorithm for time series.The complete time se-
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ries sequence is divided into multiple sample blocks to
simulate the scenario where data arrives in batches under
real conditions, and the model is updated with new data
at each time it arrives. After the empirical mode of the
data is decomposed, the influence of updates on RMSE,
MAE and MRE of the model is shown in Table 1.

Table 1: Forecasting index for different update sample
times

Updates RMSE MAE MRE

0 1.540946 1.141189 0.494791
1 1.440463 1.013902 0.390861
2 1.377619 0.978138 0.371081
3 1.342217 0.934270 0.340725
4 1.331585 0.924462 0.328778
5 1.322387 0.918793 0.329281

Table 1 shows the prediction indicators calculated from
the prediction results according to the updates. The more
data is updated, the more accurate the prediction results
are, thus OSELM is better than ELM.

In order to verify the accuracy of the EMD-OSELM al-
gorithm, ELM, OSELM, LSTM, BP, EMD-ELM, EMD-
LSTM, EMD-BP are used to establish a prediction model
for the original data sequence, and RMSE, MAE and
MRE are shown in Table 2.

Table 2: Predictive indicators obtained by seven methods

Model RMSE MAE MRE

ELM 2.954801 2.187337 0.843599
OSELM 2.813081 2.016215 0.757628

EMD-OSELM 1.322387 0.918794 0.329281
LSTM 2.825711 2.161665 0.847699

EMD-LSTM 1.771473 1.230466 0.512658
BP 3.323371 2.259400 0.794925

According to the indicators in Table 2 and Figure 7,
OSELM performs better than BP and LSTM, and EMD
can effectively reduce the nonlinear and unsteady degree
of time series to improve the performance of various mod-
els.

Considering the arrival of time series samples in blocks,
the OSELM method, which can be learned online, is bet-
ter than the end-to-end LSTM and BP methods. The
experimental results also confirm this.

The EMD algorithm is used to decompose the sequence
to reduce the complexity of the original sequence and fa-
cilitate model learning. Thereby the EMD algorithm can
significantly improve the prediction accuracy.

Compared with the EMD-LSTM model and the EMD-
BP model, the EMD-OSELM model has more accurate
prediction ability and lower complexity. ELM has a great
advantage in training speed (See Table 3). After new data
is obtained, the OSELM model can be quickly updated
online, while LSTM and BP need to integrate the new
added data and retrain the model with a lot of time.

Figure 7: The prediction results of each model

Table 3: Training time of three models

Training Time (s) Time 1 Time 2 Time 3 Average

EMD-OSELM 0.168940 0.230158 0.180210 0.193103
EMD-LSTM 146.327691 151.012072 154.613179 150.650981
EMD-BP 54.716220 55.605869 54.357104 54.893064

4 Conclusion

The wind speed data set is used to test the predic-
tion model. Combined EMD with OSELM, an improved
method for nonlinear and unsteady time series prediction
is proposed. EMD algorithm is used to decompose the
time series into finite IMFs and a trend term to reduce
the complexity of time series. OSELM is used to predict
IMFs and the trend term respectively, and the final re-
sults are added to each prediction result. Then the wind
speed time series are predicted and analyzed to compare
with traditional time series forecasting algorithms. The
final results show that the model has strong generalization
ability and more accurate forecasting results.

Using the data of wind speed time series and the mea-
sure indicators containing RMSE, MAE and MRE, the
EMD-OSELM model and algorithms such as LSTM and
BP are commonly used to analyze time series. The results
of the analysis are as follows:

1) For a single prediction model, the EMD algorithm
can effectively improve the accuracy of the model;

2) For the decomposed sequence, the OSELM algorithm
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has a higher accuracy rate than the commonly used
neural network-based LSTM and BP algorithm;

3) EMD-OSELM model has a faster training speed than
the LSTM model and consumes fewer resources.

The above results show that the EMD-OSELM model
has a good performance in the forecasting of time series,
and also has potential applications in engineering prac-
tice.
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Abstract

In the era of big data, the extensive applications of elec-
tronic medical records (EMRs) improve the efficiency of
consultations and patient data management. However, it
may cause privacy leakage and data damage during inap-
propriate uses. Fortunately, the advantages of blockchain,
such as anonymity, decentralization, and immutability,
can provide a favorable platform for health data shar-
ing. This paper proposes a privacy-preserving EMRs
sharing scheme based on blockchain. In our scheme, we
offer the fine-grained access control property using an
identity-based signcryption scheme and ensure no sin-
gle point of failure through the interplanetary file system
(IPFS). Furthermore, for traceability, smart contracts and
blockchains are jointly used to record the processes of data
storage and access. In the end, we make a security anal-
ysis of our proposed scheme to illustrate that it can meet
data privacy and integrity requirements. Moreover, we
conducted several experiments by timing the consump-
tion of data encryption and decryption to indicate that
our work has a lower computation cost than other related
works.

Keywords: Blockchain; EMRs; Identity-based Signcryp-
tion; IPFS; Smart Contracts

1 Introduction

The development of information technology promotes
the applications of electronic medical records (EMRs) in
health system. In a nutshell, EMRs are digital records
that providers use to record patient health data. Com-
pared with paper-based records, they are more efficient
at managing payments, scheduling patient visits, sharing
information and recording patient health data [7]. EMRs
can accurately document a patient’s medical history so as
to reduce misdiagnoses and provide appropriate care. If
used properly, it can not only improve the cure rate, but
also stimulate the development of disease research. How-

ever, once the data center is attacked, EMRs may be used
illegally, resulting in privacy leakage. Therefore, it is cru-
cial to realize the secure storage and fine-grained access
control of EMRs.

At present, most healthcare institutions still manage
EMRs with centralized systems, which are prone to sin-
gle points of failure [13]. In addition, data between
various institutions is independent of each other, result-
ing in serious data fragmentation and difficulty in shar-
ing [10]. Furthermore, treatment records and inspection
data are not immutable, unforgeable and traceable, caus-
ing it hard to gain the trust of workers in different insti-
tutions [8]. Therefore, it directly leads to repeated exam-
inations when patients visit different medical institutions,
which not only wastes medical resources, but also brings
additional burdens to patients.

The merits of blockchain, e.g. anonymity, decentraliza-
tion and immutability, boost the rapid development of the
study on EMRs [21, 22, 29]. The works of [4, 15] propose
to use blockchain for data storage to ensure traceability.
However, when the amount of data is huge, this method
cannot satisfy both efficient storage and data retrieval.
Targeting to the problem, the works of [6, 24, 26] pro-
pose to outsource encrypted EMRs to a third-party cloud
server for management, and use blockchain for retrieval.
Although it enhances storage scalability and provides ef-
ficient data retrieval, the entire system will be paralyzed
once cloud servers fail. To solve this problem, the works
of [12, 19] propose to combine interplanetary file system
(IPFS) with blockchain. Considering IPFS is a decen-
tralized storage protocol, the single points of failure can
be avoided. However, it cannot ensure fine-grained ac-
cess control. Aiming at the problem, the works of [5, 23]
propose to use attribute-based encryption to achieve. The
medical data is encrypted according to attributes of users,
thereby determining who can decrypt it. However, the
time for key generation, data encryption and decryption
grows rapidly as the increase of users’ attributes, resulting
in low retrieval efficiency.
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Focusing on the above problems, we propose a privacy-
preserving EMRs sharing solution based on blockchain.
To summarize, our contributions are as follows:

1) In order to avoid single points of failure, we use IPFS
as a storage platform to store encrypted data. Fur-
ther more, smart contracts are used to upload re-
trieval index returned by IPFS to the blockchain.

2) We provide fine-grained access control by using an
identity-based signcryption scheme.

3) All storage and access requests initiated by patients
or users will be recorded in the blockchain through
smart contracts, enabling traceability.

2 Preliminaries

In this section, we briefly introduce some technical back-
grounds involved in our scheme.

2.1 Blockchain

Blockchain [16, 28, 30] is a technology that emerged with
the increasing popularity of cryptocurrencies such as bit-
coin [18]. It records all past transactions and histori-
cal data by establishing a database jointly maintained by
nodes on the network. The data will be stored in a dis-
tributed manner and cannot be tampered with. Any user
on the network can reach a credit consensus through con-
tracts or digital signatures without any central authority.
A blockchain is essentially a series of linked blocks (e.g.,
Blockj−1, Blockj , Blockj+1), as shown in Figure 1. Each
block consists of a block header and a block body. The
block header includes a block version indicating which set
of block verification rules to follow, a hash value pointing
to the previous block and a hash value of all transactions
(e.g., TX1, ..., TXi) in the block called Merkle Root. The
block body consists of all transactions. Block size and the
size of each transaction determine the maximum transac-
tions that a block can contain.

2.2 Smart Contract

A smart contract [2,3] is an automatically-executing con-
tract for trusted transactions and agreements among dis-
parate, anonymous parties without the need for a central
authority. The terms of the agreement between buyer
and seller are written directly into lines of code. The
code and agreements contained therein exist across a dis-
tributed, decentralized blockchain network. Codes control
the execution of transactions, which are traceable and ir-
reversible. Ethereum [25] is currently the most widely
used smart contract platform with the following features:

Distribution. Smart contracts are replicated and dis-
tributed across all nodes in the Ethereum network.

Consistency. Only pre-set operations will be executed,
and the results of any node execution are consistent.

Automaticity. Smart contracts will automatically exe-
cute when pre-set conditions are met.

Immutability. It cannot be changed once a transaction
occurs, which will be permanently recorded on the
chain.

2.3 IPFS

Interplanetary file system (IPFS) [1] is a protocol for
storing and sharing in a distributed system. Any re-
sources stored in the system will generate a retrieval in-
dex, through which the stored resources can be quickly
found. Due to the protection of the cryptographic al-
gorithm, the index is immutable and undeleteable. Once
stored in IPFS, it is permanently. In addition, IPFS has a
deduplication mechanism, which can effectively avoid du-
plication of data storage and save storage space. Consid-
ering blockchain is not suitable for storing large amounts
of data, in this paper, we utilize IPFS to store encrypted
EMRs of patients.

2.4 Intractable Problems

We briefly review two intractable problems in this part.

Elliptic Curve Discrete Logarithm (ECDL)
Problem [11]: Given a prime number p, consider
the equation Q = kP on the Abel group Ep(a, b)
formed by elliptic curves, where P,Q ∈ Ep(a, b),
k < p. It can easily get Q from k and P , but
difficult to compute k from Q and P . If there is
an algorithm A that can solve the ECDL problem
in polynomial time, the corresponding probability
AdvECDL (A) = Pr [A (P,Q) = k] is negligible.

Computational Diffie-Hellman (CDH)
Problem [9]: Let q be a large prime number,
and G be a cyclic group on an elliptic curve with
order q. P is a generator in G. Given a tuple
(P, aP, bP ) for a randomly chosen generator P and
random a, b ∈ Z∗

q , the CDH problem is to compute
abP . If there is an algorithm A that can solve the
CDH problem in polynomial time, the corresponding
probability AdvCDH (A) = Pr [A (P, aP, bP ) = abP ]
is negligible.

2.5 Identity-based Signcryption

The notion of identity-based signcryption is first pro-
posed by Malone-Lee in [14], which consists of four
polynomial-time algorithms (Setup, KeyGen, Signcrypt,
Unsigncrypt) such that

params ← Setup (λ). Take as input a security parame-
ter λ and output the system parameters params.

(skID, pkID)← KeyGen (ID, params). Take as input a
string ID represents identity and system parameters
params, and output a key pair (skID, pkID).
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Figure 1: Example of blockchain
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σ ← Signcrypt (skIDa , {pkIDi} , {IDi} ,m). Take as in-
put private key skIDa

, public key groups {pkIDi
},

identity groups {IDi} and message m to generate
the ciphertext σ as output.

m/⊥ ← Unsigncrypt (IDa, pkIDa
, skIDi

, σ). Take as in-
put IDa, public key pkIDa

, secret key skIDi
and the

ciphertext σ, and output message m or ⊥. The sym-
bol ⊥ indicates that the ciphertext was invalid.

3 System Model and Security Re-
quirements

In this section, we describe how does the participants in-
volved in our scheme work and give the security require-
ments it needs to meet.

3.1 System Model

The system model of our scheme is shown in Figure 2,
which involves the following entities.

KGC. As a fully trusted third party, responsible for gen-
erating system parameters and keys for registrants
(patient or users).

     6.Trigger 

storage contract

7.Upload chain

IPFS.Store()

1.Register

2.Issue keys

3.Encrypted data

4.Return hashipfs

5.Send storage request

8.Data stored successfully

Figure 3: Workflow of patient storage

Patient. As owner of electronic medical records
(EMRs), patient encrypts his/her EMRs to realize
access control.

Users. As demanders of patient’s EMRs, users (e.g.
doctors, nurses, medical research institutions) re-
quest to obtain encrypted EMRs.

IPFS. As the storage platform for EMRs. A patient up-
loads encrypted EMRs to IPFS, which then returns
a retrieval index.

Smart contract. Smart contracts are deployed on
blockchain. If a patient initiates a storage request
or access request, the storage contract or access con-
tract will be triggered.

Blockchain. If a smart contract on the blockchain is
triggered, the storage or access operations will be
permanently recorded on the blockchain.

Under the system model in Figure 2, our solution is di-
vided into two scenarios, patient storage and users access.

Patient storage. Patient first joins the system through
the KGC. Before sharing medical data, the patient
encrypts the data and predetermines who can ac-
cess it. Then the patient uploads encrypted data
to IPFS, which will return an index to retrieve the
data.Nextly, the patient initiates a storage request
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8.Return encrypted data

Figure 4: Workflow of users access

to the blockchain, which will trigger the storage con-
tract and store the index on the blockchain. The
whole process is shown in Figure 3.

Users access. Firstly, users join the system through
KGC. If a user tries to access data, he/she needs to
initiate an access request to the blockchain, which
will trigger the access contract and return the index
stored by patient. Through this index, encrypted
data stored in IPFS can be obtained. Authorized
users can decrypt the encrypted data to obtain the
original data. The whole process is shown in Figure 4.

3.2 Security Requirements

Considering the sensitivity and privacy of EMRs, our
scheme is supposed to meet the following four security
requirements.

Confidentiality. EMRs should be encrypted before be-
ing uploaded to IPFS, and patient’ private informa-
tion cannot be disclosed to any third party.

Integrity. The index uploaded to the blockchain cannot
be altered, and the authenticity of the data uploader
should be verifiable.

Non-repudiation. The patient cannot deny the data
they had uploaded, nor can users deny the data they
had requested.

Anonymity. No one except the predetermined users
can obtain the real identity of the patient from the
intercepted ciphertext.

4 The Proposed EMRs Sharing
Solution

In this section, we describe our scheme and security anal-
ysis in detail.

4.1 Detailed Execution of Our Scheme

The important notations used in our scheme are summa-
rized in Table 1. The detailed execution consists of six
phases.

Table 1: Notations and descriptions

Notations Descriptions
λ Security Parameter

msk Master Secret Key
mpk Master Public Key
IDpts Identity of patient

{ID1, ID2, ..., IDn} Set of n users,i = 1, ..., n
(Xi, Yi) User’s public key pair
(xi, yi) User’s private key pair
MD Patient’s medical data

H1, H2, H3, H4 Cryptographic hash functions
hashipfs Ciphertext retrieval index in IPFS

⊕ Exclusive-OR (XOR) operation

System initialization phase. Given a security pa-
rameter λ, KGC generate two prime numbers p and
q, where p, q satisfy the condition q|p − 1. G is a
cyclic group on an elliptic curve with order q, and
P is a generator of G. The KGC randomly chooses
msk as the master private key, where msk ∈ Zq

∗,
and set mpk as the master public key, where mpk =
msk · P . KGC then selects four cryptographic hash
functions, respectively H1 : {0, 1}l × G × G → Zq

∗,
H2 : {0, 1}∗ × G → Zq

∗, H3 : {0, 1}∗ → {0, 1}u,
H4 : G×G×G→ Zq

∗, where l represents the length
of identity and u represents the length of the data. In
addition, KGC defines a special function F (A, ID)
with inputsA and ID, whereA ̸= 0 and ID ∈ {0, 1}l.
When ID = ∅, F (A, ID) outputs 0, otherwise out-
puts A. KGC then publishs system parameters
params = (p, q,G, P,mpk,H1, H2, H3, H4, F ).

Key generation phase. Users or patient interacts with
KGC to generate keys. Through this phase, the reg-
istration in the system is completed. Taking a user
as an example, details are as follows:

a. A user IDi randomly selects the secret value
xi ∈ Zq

∗ as the first part of the private key, and
computes Xi = xi ·P to get the first part of the
public key.

b. The user sends the identity IDi and the Xi ob-
tained in the previous step to KGC.

c. When getting IDi andXi, KGC then randomly
selects the secret value zi ∈ Zq

∗ and computes
Yi = zi · P , which is another part of public key.
Next, computing yi = zi+msk ·H1(IDi, Xi, Yi),
yi will be used as another part of private key.

d. KGC sends yi to the user IDi through a secure
channel and stores the user’s public key (Xi, Yi)
in a public table.
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e. When the user IDi gets yi, he/she can check
the validity of yi by verifying the formula

yi · P = Yi +H1(IDi, Xi, Yi) ·mpk

If the formula holds, the private key is (xi, yi)
and the public key is (Xi, Yi).

Patient signcryption phase. Suppose a patient IDpts

be the data owner, Reveivers = {ID1, ID2, ..., IDn}
be the n users predetermined by the patient. Assum-
ing that the EMRs to be encrypted is MD ∈ {0, 1}u,
patient IDpts generate ciphertext through this phase.
Details are as follows:

a. Through registering in the system, the patient
gets his/her public key (Xpts, Ypts) and private
key (xpts, ypts).

b. The patient IDpts randomly selects a secret
value d ∈ Zq

∗, then computes D = d · P .

c. For i = 1, ..., n, the patient IDpts compute Ji =
xpts(Xi+Yi+hi ·mpk) and Ti = H4(Ji), where
hi = H1(IDi, Yi, Xi).

d. Patient IDpts randomly selects value t ∈ Zq
∗,

and constructs a polynomial f(x) with degree n
as follows:

f(x) =

n∏
i=1

(x− Ti) + t(mod q)

= a0 + a1x+ · · ·+ an−1x
n−1 + xn

where ai ∈ Zq
∗.

e. The patient IDpts then computes

V = F (
xpts + ypts

dR
, IDpts)

W = F (H3(t), IDi)

where R = H2(IDpts,MD,D).

f. The patient IDpts computes C =
W ⊕ MD and gets the ciphertext
σ = (a0, a1, ..., an−1, V, C,D).

Patient storage phase. The patient uploads the ci-
phertext obtained in the previous phase to IPFS
in advance, which then returns a retrieval index
hashipfs to the patient. Next, the patient initiates
a storage request to the blockchain network, which
triggers the storage contract to store hashipfs on the
blockchain. The storage contract is as follows (Algo-
rithm 1).

Users access phase. A user initiates an access request
to the blockchain network through the patient’s iden-
tity IDpts. After receiving the request, the access
contract will be triggered, then the retrieval index
hashipfs on the blockchain will be sent to the user.
Meanwhile, the access request will be recorded on the

Algorithm 1 Storage Contract

1: Input: IDpts, hashipfs
2: Output: transactionIDpts

3: timestamp← system.time
4: if IDpts == ∅ then
5: identity initialization fail
6: end if
7: if hashipfs == ∅ then
8: storage initialization fail
9: end if

10: transactionIDpts ← blockchain.upload(hashipfs)
11: return transactionIDpts

Algorithm 2 Access Contract

1: Input: IDpts, IDi

2: Output: transactionIDpts

3: timestamp← system.time
4: if IDi ̸= ∅ then
5: if IDpts ̸= ∅ then
6: transactionIDpts ← blockchain.search(IDpts)
7: return transactionIDpts

8: end if
9: illegal access

10: end if
11: access initialization fail

blockchain. The access contract is as follows (Algo-
rithm 2). Through the retrieval index hashipfs, the
user downloads encrypted medical data σ from IPFS.

Users unsigncryption phase. When the ciphertext
σ = (a0, a1, ..., an−1, V, C,D) is retrieved by receivers
{ID1, ID2, ..., IDn}, a user IDi can decrypt and ver-
ify. Details are as follows:

a. The user IDi reconstructs the n degree polyno-
mial f(x) according to (a0, a1, ..., an−1) to get

f(x) = a0 + a1x+ · · ·+ an−1x
n−1 + xn

b. The user IDi computes Ji
′ = (xi + yi)Xpts

through his/her private key and the patient’s
public key. Next, computes Ti

′ = H4(Ji
′) and

t′ = f(Ti
′).

c. The user IDi computes MD = C ⊕W ′, where
W ′ = F (H3(t

′), IDi). Therefore, the user can
get the patient’s medical data MD.

d. The user IDi checks the validity of the MD
and the identity of the patient by verifying the
formula

RVD = Xpts + Ypts + hpts ·msk

where hpts = H1(IDpts, Ypts, Xpts) and R =
H2(IDpts,MD,D). If the formula holds, the
MD can be decrypted, and the identity of the
patient IDpts can be authenticated.
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4.2 Security Analysis

We make a security analysis in this part. In our scheme,
a user encrypts medical data through the identity-based
signcryption scheme [20]. The attack model relies on cer-
tificateless cryptography, which defines two types of ad-
versaries as follows.

a. Type I adversary (AdvI) may request public keys and
replace public keys arbitrarily. However, he/she is not
allowed to achieve the master secret key.

b. Type II adversary (AdvII) does have access to the mas-
ter secret key but may not replace the public keys of
entities.

The signcryption scheme satisfies confidentiality un-
der adaptive chosen ciphertext attacks and unforgeabil-
ity under chosen message attacks in games between an
adversary (AdvI or AdvII) and a challenger C described
in [27, 31]. The security properties of our scheme are an-
alyzed in terms of the security requirements listed in Sec-
tion 3, details are as follows:

Confidentiality. The confidentiality of the data MD
is guaranteed by the keys generated by KGC. If the
adversary wants to get the secret random value t from
Ti, he has to compute Ti

′ = H4((xi + yi)Xpts) from
Xpts = xpts · P and Xi + Yi + hi ·mpk = (xi + yi) ·
P . Due to the intractability of CDH, the adversary
cannot compute Ti to get the keys.

Integrity. The integrity of the data MD is guaranteed
by the signcryption of IDpts. The patient IDpts out-
puts σ = (a0, a1, ..., an−1, V, C,D). Each user IDi

can decrypt C to get the pseudo-identity IDpts and
medical data MD. Next, IDi check whether the
equation RVD = Xpts+Ypts+H1(IDpts, Ypts, Xpts) ·
msk holds. If the equation holds, MD is integrated
and has not been altered. Due to the intractability
of ECDL, the σ is unforgeable.

Non-Repudiation. Only the legitimate patient can
generate σ to authenticate with a user IDi. It can-
not be forged by anyone under the intractability of
ECDL. Only predetermined users can decrypt the σ
and authenticate. Each user can check the validity
of MD. If it is valid, the patient cannot deny that
he had provided users with medical data, and the
users cannot deny that he had requested data from
the patient.

Anonymity. During the whole processes of our scheme,
the patient and users use pseudo-identities to register
and exchange data. In order to obtain someone’s
true identity, the adversary needs to solve the CDH
instance since the adversary has to compute Ti

′ =
H4((xi + yi)Xpts) and Xi + Yi + hi · mpk = (xi +
yi) ·P . Due to the intractability of CDH, our scheme
provides the anonymity for patient and users.

5 Performance Evaluation

In this section, we conduct two experiments on patient
encryption and users decryption. The experiments are
run on a laptop with a 64-bit Windows 10 operating sys-
tem equipped with an Intel(R) Core(TM) i5-10210U CPU
@ 1.60GHz and 16.0 GB of memory. They are imple-
mented through C programming language, leveraging the
Pairing-based Cryptography (PBC) library [17] to get re-
sults. Specially, only three cryptographic operations are
considered including multiplication, exponentiation, and
pairing operations since the cost of hash operations and
polynomial operations is negligible.We make a compar-
ison with other medical data sharing schemes proposed
by [4, 15,26].

In our scheme, a patient needs to compute Ji to encrypt
data, where Ji = xpts(Xi + Yi + hi ·mpk), i = 1, 2, ..., n,
n represents the number of users. Therefore, the patient
needs 2n point multiplication to encrypt the data MD,
and only one point multiplication is needed to compute
the signature V,D. Any user recovers the source data
with just one point multiplication and verifies the sig-
nature with two point multiplications. We compare the
computation cost of encryption for patient and decryption
data for users in our scheme with other schemes in Ta-
ble 2. Among them, Tm denotes the execution time of one
point multiplication operation, Te denotes the execution
time of one exponentiation operation, and Tp denotes the
execution time of one pairing operation. It is obviously
that our scheme is implemented without exponentiation
and pairing operations, while other schemes operate on
pairing, point multiplication or exponentiation.

Table 2: Computational overhead comparisons of patient
and users

Schemes Patient Users
[4] nTp + 5Tm 3Tp + Tm

[15] 4(n+ 1)Te 11Te + 5Tp

[26] nTp + 4Tm 3Tp + Tm

this work (2n+ 1)Tm 3Tm

We compute the time consumption of a patient to en-
crypt medical data, and compare it with the experiments
in [4, 15, 26]. The comparison results are shown in Fig-
ure 5. It can be seen from the figure that with the growth
of the number of users, the time for patient to encrypt
data in our scheme increases at a lower rate, which is
lower than that of other schemes. In addition, we com-
pare the time consumption of each user to decrypt medical
data in our scheme with [4,15,26]. Note that the number
of specialist physicians in practical applications will not
exceed ten generally, so we set the number of users to ten.
The comparison results are shown in Figure 6. It can be
seen from the figure that the time for a user to decrypt
data in our scheme is obviously lower than that of other
schemes.
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6 Conclusions

Targeting to the shortcomings of the current electronic
medical records (EMRs) sharing scheme, we propose
a privacy-preserving EMRs sharing solution based on
blockchain. The storage and access of EMRs are real-
ized through the mode of on-chain storage and off-chain
encryption. Among them, an identity-based signcryption
is used to implement fine-grained access control of EMRs,
so as to achieve privacy-preserving. It can be seen from
the experiments that our scheme is more efficient.
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Figure 5: Comparison of encryption time consumption
with regard to the number of users
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Figure 6: Comparison of decryption time consumption for
each user

In addition, our scheme can still make some improve-
ments in terms of identity secondary authentication. In
future work, we consider placing the secondary authenti-
cation of patients and users on the blockchain to further
improve the reliability.

Acknowledgments

This work is supported by the National Natural Science
Foundations of China (Grant No.61902303),the Scientific
Research Program Funded by Shaanxi Provincial Edu-
cation Department (Program No.21JK0651), the Young
Talent fund of University Association for Science and
Technology in Shaanxi, China (Program No.20210116),
the Shaanxi Key Laboratory of Blockchain and Secure
Computing (No.N-KY-XZ-1101-202110-7349).

References

[1] J. Benet, “Ipfs-content addressed, versioned, P2P file
system,” arXiv preprint arXiv:1407.3561, 2014.

[2] V. Buterin, “A next-generation smart contract and
decentralized application platform,” white paper,
vol. 3, no. 37, pp. 2–1, 2014.

[3] W. Chai, M. Liu, Z. Zhang, and L. Lv, “Blockchain-
based privacy-preserving electronic voting protocol,”
International Journal of Network Security, vol. 24,
no. 2, pp. 230–237, 2022.

[4] K. Fan, S. Wang, Y. Ren, H. Li, and Y. Yang, “Med-
block: Efficient and secure medical data sharing via
blockchain,” Journal of medical systems, vol. 42,
no. 8, pp. 1–11, 2018.

[5] H. Guo, W. Li, E. Meamari, C.-C. Shen, and M. Ne-
jad, “Attribute-based multi-signature and encryp-
tion for ehr management: A blockchain-based so-
lution,” in 2020 IEEE International Conference on
Blockchain and Cryptocurrency (ICBC’20), pp. 1–5,
2020.

[6] H. Huang, P. Zhu, F. Xiao, X. Sun, and Q. Huang,
“A blockchain-based scheme for privacy-preserving
and secure sharing of medical data,” Computers &
Security, vol. 99, p. 102010, 2020.

[7] T. Hulsen, “Sharing is caring data sharing initia-
tives in healthcare,” International Journal of Envi-
ronmental Research and Public Health, vol. 17, no. 9,
p. 3046, 2020.

[8] H. Jin, Y. Luo, P. Li, and J. Mathew, “A review of
secure and privacy-preserving medical data sharing,”
IEEE Access, vol. 7, pp. 61 656–61 669, 2019.

[9] A. Joux and K. Nguyen, “Separating decision diffie–
hellman from computational diffie–hellman in cryp-
tographic groups,” Journal of cryptology, vol. 16,
no. 4, pp. 239–247, 2003.

[10] D. G. Katehakis, “Electronic medical record imple-
mentation challenges for the national health sys-
tem in greece,” International Journal of Reliable and
Quality E-Healthcare, vol. 7, no. 1, pp. 16–30, 2018.

[11] N. Koblitz, A. Menezes, and S. Vanstone, “The state
of elliptic curve cryptography,” Designs, codes and
cryptography, vol. 19, no. 2, pp. 173–193, 2000.

[12] R. Kumar, N. Marchang, and R. Tripathi,
“Distributed off-chain storage of patient diag-
nostic reports in healthcare system using ipfs
and blockchain,” in International Conference on



International Journal of Network Security, Vol.25, No.1, PP.68-75, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).08) 75

COMmunication Systems & NETworkS (COM-
SNETS’20), IEEE, pp. 1–5, 2020.

[13] S. G. Langer, “Challenges for data storage in med-
ical imaging research,” Journal of digital imaging,
vol. 24, no. 2, pp. 203–207, 2011.

[14] J. M. Lee, “Identity-based signcryption.” IACR
Cryptol. ePrint Arch., vol. 2002, p. 98, 2002.

[15] X. Liu, Z. Wang, C. Jin, F. Li, and G. Li, “A
blockchain-based medical data sharing and protec-
tion scheme,” IEEE Access, vol. 7, pp. 118 943–
118 953, 2019.

[16] Y. Liu and G. Xu, “Fixed degree of decentralization
dpos consensus mechanism in blockchain based on
adjacency vote and the average fuzziness of vague
value,” Computer Networks, vol. 199, p. 108432,
2021.

[17] B. Lynn, The Pairing-Based Cryptography (PBC) li-
brary, June 4, 2013. (https://crypto.stanford.edu/
pbc/)

[18] S. Nakamoto, “Bitcoin: A peer-to-peer electronic
cash system,” Decentralized Business Review, p.
21260, 2008.

[19] A. Shahnaz, U. Qamar, and A. Khalid, “Using
blockchain for electronic health records,” IEEE Ac-
cess, vol. 7, pp. 147 782–147 795, 2019.

[20] J. Shen, Z. Gui, X. Chen, J. Zhang, and Y. Xi-
ang, “Lightweight and certificateless multi-receiver
secure data transmission protocol for wireless body
area networks,” IEEE Transactions on Dependable
and Secure Computing, 2020.

[21] S. Shi, D. He, L. Li, N. Kumar, M. K. Khan, and K.-
K. R. Choo, “Applications of blockchain in ensuring
the security and privacy of electronic health record
systems: A survey,” Computers & security, vol. 97,
p. 101966, 2020.

[22] M. Sookhak, M. R. Jabbarpour, N. S. Safa, and F. R.
Yu, “Blockchain and smart contract for access con-
trol in healthcare: a survey, issues and challenges,
and open issues,” Journal of Network and Computer
Applications, vol. 178, p. 102950, 2021.

[23] J. Sun, X. Yao, S. Wang, and Y. Wu, “Blockchain-
based secure storage and access scheme for electronic
medical records in ipfs,” IEEE Access, vol. 8, pp.
59 389–59 401, 2020.

[24] C.-J. Wang, X.-L. Xu, D.-Y. Shi, and W.-L. Lin,
“An efficient cloud-based personal health records sys-
tem using attribute-based encryption and anony-
mous multi-receiver identity-based encryption,” in
Ninth International Conference on P2P, Parallel,
Grid, Cloud and Internet Computing, IEEE, pp. 74–
81, 2014.

[25] G. Wood, “Ethereum: A secure decentralised gen-
eralised transaction ledger,” Ethereum project yellow
paper, vol. 151, no. 2014, pp. 1–32, 2014.

[26] Q. Xia, E. B. Sifah, K. O. Asamoah, J. Gao,
X. Du, and M. Guizani, “Medshare: Trust-less med-
ical data sharing among cloud service providers via
blockchain,” IEEE Access, vol. 5, pp. 14 757–14 767,
2017.

[27] G. Xu, J. Dong, C. Ma, J. Liu, and U. G. O. Cliff,
“A certificateless signcryption mechanism based on
blockchain for edge computing,” IEEE Internet of
Things Journal, 2022.

[28] G. Xu, Y. Liu, and P. W. Khan, “Improvement of
the dpos consensus mechanism in blockchain based
on vague sets,” IEEE Transactions on Industrial In-
formatics, vol. 16, no. 6, pp. 4252–4259, 2020.

[29] I. Yaqoob, K. Salah, R. Jayaraman, and Y. Al-
Hammadi, “Blockchain for healthcare data manage-
ment: opportunities, challenges, and future recom-
mendations,” Neural Computing and Applications,
pp. 1–16, 2021.

[30] Z. Zheng, S. Xie, H. Dai, X. Chen, and H. Wang,
“An overview of blockchain technology: Architec-
ture, consensus, and future trends,” in IEEE inter-
national congress on big data, pp. 557–564, 2017.

[31] C. Zhou, W. Zhou, and X. Dong, “Provable certifi-
cateless generalized signcryption scheme,” Designs,
codes and cryptography, vol. 71, no. 2, pp. 331–346,
2014.

Biography

Mingqiang Shao is a master student of the School
of Computer Science, Xi’an Polytechnic University,
China. His current research interests is designing privacy-
preserving protocols based on blockchain.

Momeng Liu is an associate professor in the School of
Computer Science, Xi’an Polytechnic University, China,
and a member of Shanxi key Laboratory of Clothing
Intelligence. In 2018, she earned her Ph.D. degree in
cryptography from Xidian University, China. Her re-
search interests mainly focus on designing protocols built
upon lattice-based cryptography and providing privacy-
preserving solutions in blockchain-based scenarios.

Zhenzhen Wang is a master student of the School
of Computer Science, Xi’an Polytechnic University,
China. His current research interests is designing privacy-
preserving protocols based on blockchain.

https://crypto.stanford.edu/pbc/
https://crypto.stanford.edu/pbc/


International Journal of Network Security, Vol.25, No.1, PP.76-88, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).09) 76

Common Knowledge Based Secure Generation
and Exchange of Symmetric Keys

Hexiong Chen1, Jiaping Wu2, Wei Guo1, Feilu Hang1, Zhenyu Luo1, and Yilin Wang2

(Corresponding author: Jiaping Wu)

Information Center of Yunnan Power Grid Co. Ltd1

Kunming, Yunnan 650000, China

Yangtze Delta Region Institute (Quzhou), University of Electronic Science and Technology of China2

Quzhou, Zhejiang 324000, China

Email: 13981671425@163.com

(Received Apr. 27, 2022; Revised and Accepted Dec. 3, 2022; First Online Dec. 13, 2022)

Abstract

Man-in-the-middle attacks bring severe security threats
to the Diffie-Hellman (DH) based symmetric key gen-
eration and exchange. This paper proposed a common
knowledge-based technique for secure key generation and
exchange to ensure the security of the key generation be-
tween the communication peers. A message matching
mechanism with low cost is designed without interfer-
ing with or changing the standard communication mecha-
nism. Therefore, the common knowledge about the com-
munication peers’ historical communication messages is
obtained using the shared knowledge generation and ver-
ification algorithm. Based on the common knowledge
and the proposed sizeable prime number generation al-
gorithm, DH symmetric key agreement with low informa-
tion exchange is implemented to improve the security in
generating the symmetric key. Theoretical analysis and
simulation results show that the proposed schemes can
considerably improve the security in the process of the
symmetric key generation with low resource cost.

Keywords: Common Knowledge; Consistency Verifica-
tion; Key Exchange; Message Matching Scheme; Sym-
metric Key

1 Introduction

In recent years, with the booming development of infor-
mation technology, the scale of information networks has
continued to expand, and the applications of informa-
tion networks have become increasingly abundant. These
applications generally have the characteristics of a large
size of transmitted data and strong real-time communi-
cation requirements. The use of a symmetric encryption
mechanism to encrypt data can better meet application
requirements.And the key generation and exchange are
crucial technologies of symmetric encryption. In 1976,

Diffie and Hellman jointly proposed the Diffie-Hellman
key exchange(DHKE) protocol to securely generate sym-
metric keys for the the communication peers [11], which
has been widely used in network security protocols such as
SSL (Security Socket Layer) and IPsec (Internet Protocol
Security). However, the DHKE protocol has always had
the problem of MITM attacks in practice [2], which leads
to the disclosure of session content and cannot guarantee
the security of the communication process.

To solve the problem of MITM attack of DHKE proto-
col, many studies have been done in academia and indus-
try. In 2010, Yoon et al. [12] proposed a secure DHKE
protocol based on Chebyshev polynomials and chaotic
mapping. Since then, some researchers have extended the
application of this protocol to achieve identity authenti-
cation in different scenarios [1,8,17,19]. But these studies
increased interactions and communication cost. In 2014,
Shen et al. [24] proposed a technique for communication
key transmission between device-to-device (D2D) based
on DHKE protocol. In 2015, Khader et al. [16] analyzed
the MITM attack problem of the DHKE protocol and
proposed a scheme using the Geffe binary number gener-
ator, to improve the key generation mechanism and resist
the MITM attacks. In 2019, Zhang et al. [26] proposed
that both parties used shared secret matrix eigenvalues
for key agreement. In 2021, Shen et al. [23] presented
a novel in-band solution for defending the MITM attack
during the key establishment process for wireless devices.
Though these studies have enhanced the security of the
DHKE mechanism, they have led to high communication
costs or long key generation time.

The research of protecting key exchange information
is as follows. In [7], Bui et.al proposed a key exchange
protocol using blockchains and other public ledger struc-
tures. In [21], Naher et al. proposed a DHKE protocol
based on a shared CRC (Cyclic Redundancy Check) poly-
nomial, which can detect MITM attacks in the process of
key information exchange, but it cannot prevent MITM
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attacks. In [25], Thwe et al. proposed to protect the
key exchange information of the DHKE protocol by hash
function, to resist the MITM attacks encountered during
the key generation process. In 2020, Chunka [9] improved
the mechanism of the DHKE protocol and prevented the
key exchange information from being tampered with by
using digital signature technology. Ali et al. [4] proposed
an approach to defend against attacks by generating a
hash of each value transmitted over the network. How-
ever, these studies have high computational complexity in
protecting key exchange information.

Meanwhile, the key generation mechanism based on
communication context has emerged. In 2020, Dar et
al. [10] proposed to calculate the level of confidentiality
of each message based on context-aware computing, and
select the optimal encryption algorithm according to the
confidentiality level. This study has reduced the resource
cost and time delay of the encryption and decryption pro-
cess. However, context-aware computing has greater com-
putational complexity. In [15, 20], the authors proposed
to perceive communication data using context-aware com-
puting in real time and combine it with attribute encryp-
tion technology to achieve access control encryption for
communication data. However, these studies only use the
key attributes in the message for contextual computing,
such as time, location, and device status. This study is
vulnerable to attacks third-party. Consequently, if the
computational complexity of the context-awareness com-
puting is great, it will increase the encryption and de-
cryption time. When the message is altered, diverted, or
leaked, it will bring threats to the security of future com-
munication by using contextual computing in historical
messages to encrypt new messages.

In order to reduce the risk of key leakage and improve
the security of communication, this paper proposes a
common knowledge-based symmetric key generation and
exchange technique (CK-SKGET). Based on an elabo-
rate message matching and consistency verification mech-
anism, CK-SKGET uses historical communication mes-
sages to generate consistent common knowledge among
communication peers. Then, CK-SKGET realizes secure
key generation and exchange with low costs based on
common knowledge. This paper designs a low-cost mes-
sage matching mechanism without interfering or changing
the normal communication mechanism. And we propose
an algorithm for generating common knowledge through
the historical communication messages of the communi-
cation peers. Furthermore, we provide a new idea for
key exchange using communication messages. Thus, CK-
SKGET has better security in key exchange and can be
applied in broader network scenarios. Our contributions
are summarized as follows.

1) A common knowledge generation and verification al-
gorithm is designed. The communication peers use
mutual communication messages to quickly establish
common knowledge based on minimizing the number
of additional information interactions and the risk of

key leakage.

2) An algorithm for generating large prime numbers is
designed which is based on the common knowledge
established by the communication peers. Then, the
communication peers use the DHKE protocol to real-
ize the generation and exchange of symmetric keys,
which improves the security in the process of sym-
metric key generation and exchange.

3) Through theoretical analysis and simulation compar-
isons, it was proved that CK-SKGET significantly
improves the security of the symmetric key genera-
tion process under reasonable resource cost, also the
feasibility and effectiveness of the scheme.

The rest of the paper is organized as follows. Sec-
tion 2 introduces the system architecture, including the
definition of common knowledge and system model. Sec-
tion 3 introduces the generative process of common knowl-
edge and the verification algorithm of common knowl-
edge. Then, we use the common knowledge to compute
large prime numbers and obtain symmetric keys with the
DHKE protocol in Section 4. The security analysis of
the proposed scheme is given in Section 5. Our proposed
scheme was compared with others in Section 6, with the
conclusion of our proposed scheme outlined in Section 7.

2 System Architecture

This section will define the common knowledge in this
paper, and specifically explain the basic ideas and system
architecture for the communication peers to build com-
mon knowledge and generate symmetric keys under the
existing communication mode.

2.1 Definition of Common Knowledge

Common knowledge: To meet the user’s application re-
quirements, the communication peers will continuously
exchange information and send encapsulated data frames
to each other. During the exchange of data frames, we
will gradually establish a shared and exclusive shared his-
torical message database for them. The communication
peers can calculate and abstract these historical messages
to obtain a consistent understanding of the communica-
tion process and content-common knowledge. Since the
common knowledge has the characteristics of mutuality,
consistency, and exclusivity of the communication peers,
we can apply it to the security protection process such as
key generation and exchange, to make the communication
process more secure.

Specifically, according to the role of each field in the
message, these fields can be divided into two categories:
control fields M c that guarantee the communication pro-
cess, and content fields Md that are exchanged in com-
munication. The format and length of the control field
are deterministic and consistent, which is convenient for
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unified processing. The format and length of the con-
tent field are affected by communication requirements,
and have variability and differences, and need to be trun-
cated or zero-filled, etc. After the communication peers
calculate the data in the control field and the content field,
they will establish common knowledge of communication
process and content.

Among the historical messages exchanged during
the communication process between the communication
peers, those historical messages Mi (i ∈ N+) shared by
the communication peers after negotiation and confirma-
tion are called effective messages. Each effective message
is represented asMe

i (i ∈ N+), and each filed inMe
i is rep-

resented as mi,j (i, j ∈ N+). These fields have two types:
control field and content field, depending on the specific
communication protocol used. For example, in the Ether-
net frame protocol, a message Mi consists of seven fields:
lead code mi,1, frame start mi,2, destination address mi,3,
source address mi,4, protocol type mi,5, data packet mi,6,
and parity code mi,7. mi,1, mi,2, mi,3, mi,4, mi,5, and
mi,2 belong to control fields, while mi,7 belongs to con-
tent fields.

Therefore, the computation of common knowledge is
primarily dependent on long-term communication be-
tween communication peers (depending on the security
level, it can be in minutes, hours, days, months, or even
years), continuous communication history, and a small
amount of negotiation. It is theoretically possible for an
attacker to eavesdrop on the entire process and steal the
common knowledge based on the complete information
overheard. However, due to the implementation cost and
difficulty, it is almost impossible to carry out long-term
continuous eavesdropping on each group of communica-
tion peers in the entire network. Besides, its eavesdrop-
ping is also less covert and easier to detect. Therefore, it
can be considered that common knowledge has the char-
acteristics of mutuality, consistency, and exclusivity. We
can apply it to the security protection process such as
key generation and exchange to make the communication
process between the communication peers more secure.

2.2 System Model

The system structure of CK-SKGET is shown in Fig-
ure 1. After the communication frequency between
communication peers reaches a certain threshold F0

(F0 > 0), H1 can decide to negotiate with H2 and
start building common knowledge of the communica-
tion process. The negotiation content is a 7-tuple <
T0, Nm, Np, c, d, RC , RD >, where T0 is the start time of
collecting messages, Nm(Nm ∈ N+) is the number of mes-
sages collected, c (c > 3, c ∈ N+) is the number of columns
of the control matrix, d (d ∈ N+) is the number of columns
of the content matrix, RC (RC ∈ N+) and RD (RD ∈ N+)
are random number. If the message matching fails for the
first time, it means that the communication message sets
collected by H1 and H2, S1 = {M1,1,M1,2, · · · ,M1,Nm

}
and S2 = {M2,1,M2,2, · · · ,M2,Nm}, are inconsistent.

Collecting

Message

Collecting

Message

DHKE protocol

H1 H2

Large prime number generation algorithm

Effective message matching mechanism

C1 C2

M M

Common 

Knowledge

Consistency verification 

mechanism

Common 

Knowledge

The symmetric keyG,   P G,   P

The algorithm of computing common knowledge

Figure 1: The Structure of CK-SKGET

Then, based on the agreed rules, the communication peers
take subsets s1i and s2i (i ∈ N+) of sets S1 and S2, respec-
tively. And they match s1i and s

2
i , which is partial message

matching. Np is the maximum number of partial message
matching.

The communication frequency F between H1 and H2

changes in real time. Suppose the time required to collect
messages is Tm, the time for generating common knowl-
edge and symmetric keys through historical messages is
Tc, and the value of Nm is decided by ψ(F, Tc). The de-
sign principle of the function ψ(F, Tc) is as follows. 1)
When F is small, Nm should be reduced to shorten the
message collecting time, which aims to ensure that the
key can be updated in time. 2) When F is large, Nm

should be increased to make Tm > Tc guaranteeing there
is sufficient time to update the key. At the same time, the
security of the key generated by CK-SKGET is related to
the number of effective messages. When F is smaller,
the minimum number of Nm is N0 = ψ(F, Tc) to ensure
the security of the generated key. In order to update the
key in time and improve the security of the key, H1 and
H2 should negotiate the 7-tuple in each round of gener-
ating common knowledge. After H1 and H2 negotiate to
generate symmetric key through CK-SKGET, they store
the communication messages in their respective caches C1

and C2 starting from T0.
When the message cached by H1 reaches the predeter-

mined numberNm, it sends an effective message matching
request to H2. They obtain an effective message set for
generating common knowledge through an effective mes-
sage matching mechanismMv. Then, the communication
peers use the common knowledge generation algorithm to
obtain the common knowledge matrix K, and verify the
consistency of K. Then, they use the eigenvalues of the
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matrix and the large prime number generation algorithm
to get the same large prime number G and primitive root
P . Finally, they execute the DHKE protocol to reach
agreement of the symmetric key. The symmetric key gen-
erated by common knowledge will be used in the subse-
quent encryption and decryption of communication data
to ensure the security of the data in the communication
process.

3 Common Knowledge Genera-
tion and Verification Algorithm

The process of generating common knowledge must com-
ply with the following basic principles: 1) H1 and H2 can-
not interfere with the normal communication process and
cannot change the mechanisms of the existing communi-
cation protocol. For example, operations such as retrans-
mission and reassembly of lost and out-of-sequence data
frames must be determined by the communication proto-
col, and no additional additions or deletions are permit-
ted. 2) The messages in S1 and S2 are inconsistent, and it
is necessary to make sure that the messages used to com-
pute common knowledge are the same. 3) The key gen-
eration is based on common knowledge, and the common
knowledge generated by the communication peers should
be exactly the same. Based on the above principles, the
establishment of common knowledge between H1 and H2

requires three steps: effective messages matching, com-
puting common knowledge based on effective messages,
and consistency verification of common knowledge.

3.1 Effective Messages Matching Mecha-
nism

The effective messages matching mechanism is shown in
Figure 2. It includes three stages: communication mode
negotiation, communication messages collection and effec-
tive messages matching. In the stage of communication
mode negotiation, H1 and H2 negotiate to start a new
round of communication cycle and related information.
H1 sends the request of communication cycle start to H2.
H2 responds to the request after receiving it. In the stage
of communication messages collection, they carry out the
normal communication interaction process. When the
number of message buffers is N1 , it will send effective
messages matching requests. H1 sends a complete mes-
sage matching request to H2, and after H2 receives the
request, they perform a complete message matching. If
the match is successful, H2 sends a response message to
H1, or they start partial message matching to obtain ef-
fective messages that can generate common knowledge.
If they still fail to match after Np times of partial mes-
sage matching, they abandon the messages in this round
of communication cycle and start a new round of commu-
nication cycle. After communication peers are success-
fully matched with effective messages, they obtain the set

Communication

mode negotiation

…Communication

message collection

…Effective message

matching

H1 H2

Figure 2: Effective message matching mechanism

Me = {Me
1 ,M

e
2 , · · · ,Me

N} of N effective messages, and
send a matching success response to the other.

When matching the complete message with the par-
tial message, H1 and H2 will hash the message arranged
in chronological order. When the hash results of the
communication peers are consistent, the effective mes-
sage is matched successfully. When performing par-
tial message matching, H1 and H2 hash the set s1i =
{M1,1,M1,2, · · · ,M1,k} and s2i = {M2,1,M2,2, · · · ,M2,k}
(k ∈ [1, Nm]), respectively. The message M1,j and M2,j

(j ∈ [1, k]) in the set s1i and s2i , respectively, need to
sample in S1 and S2 by function S(x). The design prin-
ciple of the function S(x) is to ensure that in the ex-
pected Np hashing result comparisons, there is as little
overlap between the sampled messages as possible and
the probability of a single message appearing in the two
hashing comparison is as small as possible. In this paper,
S(x) = a × i + 1 is Step function, where a = 2, 3, 4 et
al. The value of a is related to Nm and Np. In actual
applications, S(x) is adjusted or redesigned according to
the requirements of the communication scenario.

3.2 Computing Common Knowledge

To compute common knowledge, H1 andH2 firstly sample
data from M c

i and Md
i in Me

i to get the control matrix U
and the content matrix V , respectively. Then the common
knowledge matrix can be computed based on U and V .

In the construction matrix U and V , H1 and H2 ob-
tain a row vector u⃗ = [u1, u2, · · · , uc] of U and v⃗ =
[v1, v2, · · · , vd] of V by samplingM c

i andMd
i , respectively.

When they sample the data in M c
i , the bytes bi,j of M c

i

containing the fields are first sequentially concatenated
into a field having lci bytes. Then, they sample data from
c,RC , and l

c
i . The rules of sampling data are as follows.

1) If lci < c,

uy =

{
bci,j , j ≤ lci ;
0, j > lci .

(1)
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2) If lci ≥ c, H1 and H2 divide the content of bi,j to c
groups, and sample data from each group. The data

size of each group is ξi = ⌊ l
c
i

c ⌋, where ”⌊•⌋” is round-
down operation. The initial value of Rs

i is RC , and
H1 and H2 adjust Rs

i according to ξi.

Rs
i =

{
1 , ξi = 1;

⌊R
s
i

ξi
⌋ , Rs

i ≥ ξi.
(2)

So that H1 and H2 obtain uy = bci,j (1 ≤ y ≤ c), j
mod ξi = Rs

i and j ≤ c × ξi. When H1 and H2 sample
data in Md

i , they replace d,RD, l
d
i with c,RC , l

c
i , respec-

tively. Then, they obtain each data vy = bdi,j (1 ≤ y ≤ d)
of v⃗.

For the above sampling rules, the bytes in the message
field are all regarded as sampled byte data when the num-
ber of bytes in the message field is less than the number
of samples, and the rest is filled with zeros. When the
number of bytes in the message field can support random
sampling, the value of the sampling random number will
be readjusted according to the number of groups to en-
able uniform data sampling from the message field. So
that H1 and H2 construct a matrix U and a matrix V .

U =

 u1,1 · · · u1,c
...

. . .
...

uN,1 · · · uN,c

 , V =

 v1,1 · · · v1,d
...

. . .
...

vN,1 · · · vN,d


Then, on the basis of U and V , matrix W is

W = UT × V =

 w1,1 · · · w1,d

...
. . .

...
wc,1 · · · wc,d

 (3)

The meaning of the matrixW is to project the content
information into the space corresponding to the control
information, so that H1 and H2 can understand the con-
tent information field in the same way as the control in-
formation field. ButW is not a square matrix, so we can’t
find the eigenvalues directly. Multiply W with its trans-
posed matrix WT to get the common knowledge matrix
of square matrix.

K =W ×WT =

 k1,1 · · · k1,c
...

. . .
...

kc,1 · · · kc,c

 (4)

After solving the eigenvalues and eigenvectors of the
matrix K, a set λ = {λ1, λ2, · · · , λc} of eigenvalues and a
matrix γ = {γ⃗1, γ⃗2, · · · , γ⃗c} of corresponding eigenvectors
can be obtained. The computing process of H1 and H2’s
common knowledge is shown in Algorithm 1.

3.3 Consistency Verification of Common
Knowledge

The matrixK is a real symmetric matrix according to (4),
and the eigenvectors corresponding to different eigenval-
ues are orthogonal to each other. This paper uses the

Algorithm 1 Common Knowledge Generation

Input: T0, Nm, Np, c, d, RC , RD

Output: K,λ, γ
1: Effective messagesMe ← Effective message matching

mechanism(T0, Nm, Np).
2: for Message Me

i in Me do
3: u⃗i, v⃗i ← Sampling Me

i by c, d,RC , RD.
4: end for
5: W = UT × V .
6: K =W ×WT .
7: λ, γ ← Decompose the eigenvalues of the matrix K.
8: End

eigenvectors of K to verify the consistency of the matrix
calculated by H1 and H2. However, the eigenvector does
not participate in the calculation process of large prime
number, and the eigenvalue cannot be deduced from the
eigenvector. So that transferring the characteristic vector
in the communication network will not affect the security
of the key agreement process.

The consistency verification process of common knowl-
edge includes eigenvector multiplication verification and
eigenvector hash verification. Before H1 sends the consis-
tency verification information of common knowledge, it
selects n eigenvectors from γ to make up verification ma-

trix η1 = [γ⃗′1, γ⃗
′
2, · · · , γ⃗′n]T , and sorts the remaining c− n

eigenvectors according to the size of the corresponding
eigenvalues to form a matrix γ1. η1 and hashγ1

consti-
tute the consistency verification information of common
knowledge. After receiving the consistency verification
information, H2 uses γ to multiply η1 to verify it. And
the matrix ρ can be obtained by multiplying with η1 and
γ.

ρ = γ × η1 (5)

=

 γ1,1 · · · γ1,c
...

. . .
...

γc,1 · · · γc,c

×
 γ′1,1 · · · γ′n,1

...
. . .

...
γ′1,c · · · γ′n,c


Since the eigenvectors corresponding to different eigen-

values are orthogonal to each other, there are only n non-
zero values in ρ and each column has only one non-zero

value. When ρi,j ̸= 0 (i, j ∈ [1, c],N+), ρi,j = γ⃗i× γ⃗′j = 1,

and γ⃗i = γ⃗′j
T
, H2 verifies η1 by non-zero value in ρi,j

and obtain the n feature vectors making up η1. Then H2

gets a matrix γ′1 composed of c−n eigenvectors, and hash
γ′1 to obtain hashγ′

1
, after which it compares hashγ1 and

hashγ′
1
to verify whether the remaining c−n feature vec-

tors are the same. If the above conditions are met, H2 can
determine that the common knowledge generated withH1

is the same, and at the same time prevent a third party
from tampering with the verification information of the
common knowledge. Next, H2 samples n′ (n′ ∈ [1, c−n])
eigenvectors from γ1 to get verification matrix η2. And
H2 obtains matrix γ2 based on c − n′ eigenvectors in γ
to obtain the consistency verification information of com-
mon knowledge of H2 to H1. H1 verifies this verification
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information as H2. The consistency verification process
of the common knowledge using the verification message
(including γ, η and hashγx

(x ∈ 1, 2)) is shown in Algo-
rithm 2.

Algorithm 2 Consistency Verification of Common
Knowledge

Input: γ, η, hashγx

Output: True or False
1: ρ = γ × η.
2: for i = 1→ c, j = 1→ n do

3: if ρ(i, j) ̸= 0 and γ⃗i ̸= γ⃗
′
j

T
then

4: return False.
5: end if
6: end for
7: γ

′
= γ − η.

8: if Hash(γ
′
) ̸= hashγx then

9: return False.
10: end if
11: return True.
12: End

4 Key Agreement

This section mainly introduces the algorithm of using
common knowledge to compute large prime numbers and
the combination of DHKE protocol to obtain symmet-
ric keys. The large prime number generation algorithm
includes two parts: factor base update and large prime
number computation.

4.1 Factor Base Update

The Miller-Rabin prime number detection algorithm is a
widely used plasticity detection algorithm, which is based
on the Fermat theorem. The Fermat theorem is as fol-
lows: there are prime number n and integer a, which
satisfy gcd(a, n) = 1, so an−1 ≡ 1( mod n) [22]. The
Miller-Rabin prime number detection algorithm is de-
rived from Fermat theorem. Since n is a prime number,
n = 2s× r+1, where r = 2× k+1 (k ∈ N+). For integer
a, gcd(a, n) = 1, so ar ≡ 1( mod n) or a2×j×r ≡ −1(
mod n) with 0 ≤ j ≤ s − 1. The Miller-Rabin prime
number detection algorithm is a probability detection al-
gorithm, which means some strong pseudo prime numbers
may be detected incorrectly [18]. After k times of test-
ing, the probability of being wrongly judged as a com-
posite number is ( 14 )

k. The speed of this prime number
detection algorithm is much higher than that of other
detection algorithms (such as Solovay-Strassen detection
algorithm) [14].

This paper combines the rapid generation algorithm of
large prime numbers from small prime numbers in [27]
and the incremental prime number generation algorithm
in [18] to generate odd numbers. And we use the Miller-
Rabin prime number detection algorithm for primality

detection to realize symmetric key generation based on
common knowledge.

Not all elements in the set of eigenvalues λ are prime
number. When constructing the small prime number set
based on the set λ, we replace the odd number closest
to each λi (i ∈ [1, c], N+). Then we use the Miller-
Rabin algorithm to detect the primality of λi. If λi is
not the prime number, do λi = λi + 2 until λi is a prime
number. Finally, after arranging λi in the set of small
prime numbers by value, the factor base is obtained B =
{b1, b2, · · · , bc}(bi = λi).

Suppose the factor base of the i-th round update is Bi,
B0 is the initial factor base. The prime number of Bi is
bi,j (j ∈ [1, c], N+). The formula of updating bi,j is as
follows.

bi+1,j =

c∏
k=1,k ̸=c+1−j

bαi,j + 2× δ. (6)

α is the power factor, through which we can adjust
the speed of updating B, and α = 1 in this paper.
δ is the distance between bi+1,j and the odd number∏c

k=1,k ̸=c+1−j b
α
i,j obtained by multiplying multiple prime

factors, the initial value of which is 0. If the Miller-Rabin
algorithm detects that bi+1,j computed from Formula (6)
is not prime, do δ = δ + 1 to obtain new bi+1,j until
bi+1,j is a prime number. This process is called incremen-
tal prime number generation algorithm. After computing
the prime number bi+1,c, we can obtain Bi+1.

Before updating Bi, it will first compare the length
f(bi+1,j) of the largest prime bi+1,j in Bi+1 with the

length P̃ of the prime P . So that we can judge whether
the factor base Bi is the last round of factor base. The
function f(x) for estimating the number of prime numbers
bi,j is as follows.

f(x) = ⌈log2 bi,j⌉ (7)

”⌈•⌉” is round-up operation, such as f(50) = ⌈•⌉ = 6.
Suppose the product of two integers a0 and a1 is a2, so
log2 a2 = log2 a1 + log2 a0, and the length of a2 satisfies

f(a0) + f(a1)− 1 ≤ f(a2) ≤ f(a0) + f(a1). (8)

Put the above formula into Formula (6),

c∑
k=1,k ̸=c+1−j

f(bi,k)−c+1 ≤ f(bi+1,j) ≤
c∑

k=1,k ̸=c+1−j

f(bi,k).

(9)
The number of prime numbers calculated in the next
round is less than P̃ . When P̃ > f(bi+1,c), shown Bi

is not the last round factor base Bl. So we need com-
pute Bi+1 and retain bi,c to add it to the set ϕ. If not,

P̃ < f(bi,c), shown Bl = Bi, we stop updating Bi+1.
The number of length of bi+1,j depends on the prime

factors involved in the process of calculating it accord-
ing Formula (9), and the length difference between bi+1,j

and bi,j is huge. The differences in the lengths of prime
numbers in B0 will affect the prime length differences af-
ter the factor base is updated. When the difference in
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lengths between b0,1 and b0,c are little, so the difference
in lengths between b1,1 and b1,c are also little after the
factor base is updated. But the length difference be-
tween b1,j and b0,j is huge. Thus f(bi,j) ≈ f(bi,j+1) and
f(bi+1,j) ≈ (c− 1)× f(bi,j). So that the update end con-
dition of updating Bi is to determine whether f(bi+1,c)

is greater than P̃ . Meanwhile, bl,j in Bl is not fully in
involved the compute process of P , so the update speed
of the factor base can be improved by reducing the num-

ber of calculations of bl,j . Because of θl = ⌊ P̃
f(bl,c)

⌋ and
θ ∈ N+, θl is the number of participating in the com-
pute process of P̃ , we can obtain the primes numbers
{bl,c−θl−1, · · · , bl,c} in Bl.

Due to the uneven distribution of prime numbers, in
the process of computing the prime number bi+1,j , the
number of prime number determinations with Miller-
Rabin algorithm is random [18]. But the time of comput-
ing bi+1,j is increasing with the length of bi+1,j . There-
fore, it takes a certain amount of time to update Bi, and
the subsequent prime numbers cannot be calculated di-
rectly from the initial factor base B0, preventing a third
party from quickly cracking the prime numbers in the key
agreement process.

4.2 Large Prime Number Computation

After updated the factor base, the set {bl,c−θl , · · · , bl,c}
in Bl and the set ϕ = {b0,c, b1,c, · · · , bl−1,c} make up the
direct factor base Bϕ to compute P . Because of

L1 =

c∑
j=θl

f(bl,j) ≤ P̃ <

c∑
j=θl−1

f(bl,j) = L2, (10)

when bl,θl−1 is involved in the compute of prime numbers,
the length of computed odd number will be greater than
P . We only need to compute θl prime numbers.

The number of bi,c in Bϕ is θi (θi ∈ N).Firstly, due to

∆L = P̃ − L1, ∆L− θi × f(bi,c) ≤ f(bi,c), the number of
bl−1,c is θi. Then, ∆L = ∆L− θi× f(bi,c), we repeat this
process to get the set

Φ ={{bl,θl , · · · , bl,c}θl , {b0,c, · · · , b0,c}θ0 , · · · , {bl−1,c, · · · ,
bl−1,c}θl−1}.

(11)
Through

P = 2β ×
l−1∏
i=0

bθii,c ×
c∏

j=θl

bl,j + 2× δ, (12)

we can compute P . However, since the length of Pd =∏l−1
i=0 b

θi
i,c ×

∏c
j=θl

bl,j and P̃ are not necessarily equal, we

multiply it with 2β (β ∈ N+) to get an odd number whose
lengths is P̃ . Through β = P̃−f(Pd), we obtain the prime
number P by the incremental prime number generation
algorithm.

4.3 Key Information Exchange

The basic idea of the DHKE protocol is to take advantage
of the difficulty in computing the discrete logarithm. The
communication parties send only part of the data gener-
ated by the key and retain the other part of the data,
respectively, to achieve key security agreement [11]. Af-
ter H1 and H2 generate the large prime numbers P and
G using their common knowledge, they negotiate the key
using the DH key exchange protocol as follows:

1) H1 generates a random number R1 (R1 ∈ N+), then
according to the following exchange information it
can be calculated the key exchange informationX1 =
GR1 mod P which can be transmitted in the public
channel, and transmit X1 to the H2.

2) H2 generates a random number R2 (R2 ∈ N+), after
receiving the key exchange message from H1, and
transmits X2 and to H1, then the symmetric key is
calculated, where Key = XX2

1 mod P .

3) H2 calculates the symmetric key, where Key = XX1
2

mod P .

From Key1 = Key2 = GR1×R2 mod P , H1 and H2

can get the same key. Decisional Diff-Hellman (DDH) hy-
pothesis states that it is difficult to distinguish the tuples
(g, gx, gy, gxy) and (g, gx, gy, gz), among which g is a gen-
erator and {x, y, z} is a set of random numbers; when G
and P are very large, and R1 and R2 cannot be obtained
at the same time, it is difficult to calculate the shared key,
though the DHKE protocol cannot resist MITM attacks.
In the process of symmetric key negotiation, the common
knowledge matrix K cannot only generate shared large
primes against the MITM attacks, but also provide iden-
tity authentication for key information exchange which
guarantees the security of the whole key generation pro-
cess.

5 Security Analysis

This section analyzes the security of the proposed scheme
in theory and compares the security performance of the
proposed scheme with the existing mechanism in combi-
nation with typical attack modes.

5.1 Security Model

Based on the Random Oracle model proposed in [6], a
security analysis model for CK-SKGET scenario is de-
signed. Suppose the legal participants are H1 and H2,
and an probabilistic polynomial time (PPT) enemy A.
Through inquiring the session instance between H1 and
H2 (

∏n
H1
,
∏n

H2
), the enemy attempts to obtain the key.

The specific model is as follows:

1) Execute(
∏n

H1
,
∏n

H2
) query: simulating the passive

attack launched by the adversary, A make commu-
nication between H1 and H2 through the query, and
obtain all the contents in the communication process.
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2) Hash(Mi) query: H1 or H2 inquires the hash value,
Hash(Mi), which are corresponding to the message,
Mi (i ∈ N+) from A. If the hash value exists in
the list, LH , it is returned to A; otherwise, a random
number RH

i ∈ Z+
q is as the hash value ofMi returning

to A, and Mi, R
H
i ∈ Z+

q are stored in LH .

3) Send(
∏n

H1
/
∏n

H2
,Mi) query: simulating an active

enemy attack, A sends a random message Mi to H1

or H2, after receiving the message, according to the
numerical procedure H1 or H2 will calculate and re-
turn the result to A.

4) Reveal(
∏n

H1
/
∏n

H2
) query: simulating an attack

from the enemy knowing the session key, after H1

or H2 receiving the query, the key negotiated by the
scheme is returned to A.

5) Knowledge(CK) query: simulating an attack from
the enemy knowing the common knowledge, after H1

or H2 receiving the query, the large prime calculated
by the scheme is returned to A.

6) Test(
∏n

H1
/
∏n

H2
) query: A selects H1 or H2 for the

session test, if A calculates the key, then return ⊥
and stop the query; otherwise, through a coin toss to
determine the value returned to A, if it is head, the
real key is returned to A; otherwise, return a random
number as long as the real key. But A is only allowed
for one coin toss.

Definition 1 (Security define of CK-SKGET). For any
adversary A, event Succ means that the key can be ob-
tained by A through the above query processes, i.e., the
attack is successful; in CK-SKGET, the winning edge of
A is AdvA = |Pr(S)− 1/2|; if the value of AdvA is negli-
gible, the key generated from common knowledge is secure.

5.2 Security Proof

Theorem 1 (Security of CK-SKGET). If H: {0, 1}+ →
{0, 1}l is a random predictor, when the DHH hypothesis
is true, the margin of A attacking DHH hypothesis is neg-
ligible, and the biggest margin of A to attack CK-SKGET
is

AdvCK−SKGET ≤
(qe + qs)

2

2lc
+
qh

2

2lc
+

qs
2

2lg+lp
+qhAdvDDH ,

(13)
where the maximum number of times that A can initi-
ate Hash query, Execute and Send query are qh, qe and
qs respectively, and the bit lengths of consistency verifica-
tion information, large prime G and P outputted by hash
function are lc, lg and lp respectively.

Proof. the security of CK-SKGET is verified by a series
of games(G) among participants and enemy. G includes
five games from Game0 to Game4, define Succi represents
A wins Gamei, and the ability of A increases gradually
according to the query process in 5.1.

Game0: The game is a real scene, and known fromDefin-
tion 1.

AdvCK−SKGET = |Pr(S)− 1/2| (14)

Game1: based on Game0, A can steal the communication
betweenH1 andH2. H1 andH2 run Plan P, and maintain
the list LH = {M,h}, which is used to store the query
and answer to A. It is known that when A can get the
content of communication history, its margin is still equal
to the one of attacking the DHH security hypothes which
is negligible, i.e., Game0 and Game1 are indistinguishable
in the predictor,

Pr(Succ1)− Pr(Succ0) = 0 (15)

Game2: based on Game1, A can send message to H1

or H2 actively to form the content of communication
history. But A does not know the generation mecha-
nism of common knowledge, then consistency verifica-
tion information can only be formed through hash colli-
sion, which terminates when hash collision occurs. From
the birthday paradox, the probability of collision in the
predictor is max(qh/2

lc); if A cannot obtain the con-
tent of communication history, the collision probability
is max[(qe + qs)

2
/2lc ], then

Pr(Succ2)− Pr(Succ1) ≤
(qe + qs)

2

2lc
+
qh

2

2lc
(16)

Game3: based on Game2, A conjectures the large prime
number G and P through the common knowledge, then
the margin of A winning the game is

Pr(Succ3)− Pr(Succ2) ≤
qs

2

2lc+lp
(17)

Game4: during the game, A can only guess the key by
the predictor attempting to solve the problem of DHH,
where the margin is

Pr(Succ4)− Pr(Succ3) = qhAdvDHH (18)

From the five games above, after casting all attacks, the
margin of A under the security model described in Sec-
tion 5.1 is

AdvCK−SKGET ≤
(qe + qs)

2

2lc
+
qh

2

2lc
+

qs
2

2lg+lp
+qhAdvDDH

(19)

5.3 Typical Attack Analysis

5.3.1 Typical Attack Modes

On the basis of security proof, the security attributes of
CK-SKGET, such as bidirectional authentication, anti-
replay attack, anti-password guessing attack and forward
security, are further analyzed.
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1) Bidirectional authentication. Based on the com-
mon knowledge established, only when the genera-
tion method of common knowledge matrix K is mas-
tered, can H1 and H2 pass feature vector multiplica-
tion verification and feature vector hash verification
which is used to verify the identities of the two in the
consistency verification phase of shared knowledge.

2) Anti-replay attack. If A sent message to H1 and H2

and cannot pass the consistency verification of shared
knowledge since the lack of calculation method of ma-
trix K, H1and H2 are able to detect the presence of
A and stop key negotiation.

3) Anti-password guessing attack. If enemy A send ran-
domly guessed key exchange messages to H1 and H2,
as the digits and the number of large prime numbers
increase, the probability of A using the guessed large
prime number for key negotiation is extremely low.

4) Forward security. As the communication interaction
between H1 and H2 continues, the key can be contin-
uously generated for communication encryption and
decryption. Therefore, even if A can obtain the key
of the current communication process through other
methods, it is still difficult to obtain the correct large
prime number and the negotiated key without CK-
SKGET.

5.3.2 Security Comparison

This section compares several schemes related to the pro-
posed scheme from five security attributes, such as bidi-
rectional authentication and anti-replay attack, and it
shows that CK-SKGET generates symmetric keys with
better security. The results are shown in Table 1.

In [3], two-level private keys are designed to improve
the DH key exchange protocol and hash the final negoti-
ated key at the same time, but the identity of H1 and H2

cannot be bidirectional authentication. In [16], the server
sends large prime numbers to H1 and H2, uses asymmet-
ric encryption to ensure the security of data transmission,
bidirectional identity authentication of H1 and H2 and
anti-MITM attack, and Geffe binary generator can resist
password guessing attack. However,H1 andH2 cannot re-
sist the replay attack by the enemy by sharing large prime
information, nor can they guarantee the forward security
of the communication process. In [26], the authors can
carry out bidirectional authentication on H1 and H2 by
using the shared secret matrix to resist password guessing
attacks and MITM attacks, but cannot resist replay at-
tacks by using previously used eigenvalues. CK-SKGET
implements bidirectional identity authentication for H1

andH2 and resolves the MITM attacks, anti-key exchange
information replay attack, anti-password guessing attack,
and forward security in the DH key exchange protocol.

6 Simulation Results and Perfor-
mance Analysis

This section conducts simulation verification for CK-
SKGET to evaluate its performance. The simulated phys-
ical device is H1 and H2 connected through an Ethernet,
and the data transmission rate is set to 100 Mb/s. The
communication behavior per second between H1 and H2

obeys the Poisson distribution. The application layer data
length in the Ethernet frame sent obeys the uniform dis-
tribution over the interval [46, 1500]. Each byte sent in
communication data obeys the uniform distribution over
the interval [1, 255]. The language used in the simula-
tion in this paper is Python. Firstly, analyze the time to
crack CK-SKGET, the traditional DHKE protocol and
the RSA key exchange protocol. And to effectively eval-
uate the CK-SKGET, the storage resource cost and the
calculation time cost caused by the key generation process
of the three schemes are compared through the average
analysis of 100 experiments on the PyCharm platform.

6.1 Creaking Time Analysis

In CK-SKGET, the guarantee of key security is provided
by the DH key agreement mechanism and the process of
generating shared large prime numbers. The security of
the DHKE protocol is a discrete logarithm problem, which
is determined by the number of large prime numbers in
the key exchange information [11]. The security of the
shared large prime number generation process is guaran-
teed by common knowledge. If an adversary tries to ob-
tain the communication key of H1 and H2 by creaking the
shared large prime number, it is necessary to obtain the
shared knowledge matrix from the effective message when
the adversary want to pass the consensus verification pro-
cess of the common knowledge and the message verifica-
tion code process during key information exchange. Then
the key agreement process between H1 and H2 can be
successfully attacked. Therefore, the adversary mainly
cracks the common knowledge from the effective message
and then cracks the CK-SKGET.

The security of the traditional DHKE protocol and the
RSA key exchange protocol is related to the key trans-
mission mechanism and the key. The key transmission
mechanism of the two protocol guarantee the security
based on the mathematical problem principle. For the
security of the key, the DHKE protocol is determined by
the shared large prime number. However, the generation
mechanism of shared large prime numbers is the same as
the key generation mechanism of the RSA key exchange
protocol. The random number generator gives a random
number that meets the requirements of the number of key
lengths, and then obtains the prime number through the
prime number generation algorithm and the prime num-
ber judgment algorithm. Therefore, the security of the
key in the traditional key exchange protocol is mainly de-
termined by the number of prime numbers [5].

Suppose that the adversary can obtain the effective
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Table 1: Comparison of security attributes

Lterature [3] [16] [26] CK-SKGET
Two-way authentication N Y Y Y
Anti-replay attack Y N N Y
Anti-password guessing attack Y Y Y Y
Forward safety Y N Y Y
Anti-MITM attacks Y Y Y Y
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Figure 3: Comparison of time cost for creaking large
prime number. (a) The time of cracking large prime num-
ber when d = 15. (b) The time of cracking large prime
number when d = 30.

message between the sink node and the cloud, and it is
clear that the process of obtaining matrix K from matrix
U and V and computing shared large prime numbers. The
time cost required for the adversary to crack the scheme
is analyzed. When the adversary cracks the CK-SKGET,
it constantly tries to obtain the vector u⃗ of length c and
the vector v⃗ of length d from each valid message, and
then generate matrix U and V . The number of counts
the adversary crack CK-SKGET is mainly related to the
number of effective messages N and the columns d of the
content matrix. The lengths of prime number P to be
found is the abscissa and the logarithm of the cracking
time is the ordinate. When c = 5, we respectively get
CK-SKGET in the case of d = 15 and d = 30, the number
of effective messages and the key cracking time cost of the
traditional key exchange method, as shown in Figure 3.

When cracking CK-SKGET, the adversary is mainly
trying to obtain different matrix U and V , and the num-
ber of lengths of large prime numbers only affects its final
calculation of large prime numbers. For traditional meth-
ods, the number of prime numbers directly affect the time
taking for the adversary to crack the key. Therefore, in
Figure 3, when N is unchanged, the cracking time corre-
sponding to different P̃ is basically unchanged. But differ-
ent N and d will seriously affect cracking time. The num-
ber of primes is larger, the time of cracking key is longer
for traditional methods. Therefore, when H1 and H2 use

CK-SKGET for key agreement, increasing the number of
valid messages and the number of content matrix columns
can improve the security.

6.2 Storage Resource Cost Analysis

In the process of generating common knowledge, the ma-
trix U and V will take up a lot of space, it’s about
m× (c+d) bytes. In the process of prime number genera-
tion, the factor base updated in the last-round will occupy
a large space and is related to the number of digits of each
prime factor. Then the updated average number of prime
factors can be known by Formula (9), which is

(L0 − z)× (c− 1)z ≤ ¯f(bi) ≤ L0 × (c− 1)z. (20)

L0 is the average length of the initial factor base, z
is the number of update rounds of the factor base. An-
alyzing the calculation process of matrix K, we can get
L0 = ¯f(λi) ≤ ⌈log2 r × N2 × τ4⌉, where τ is the av-
erage value of each byte in the message. The number
of messages has little effect on the storage resource con-
sumption during prime number generation. We use the
length of the prime number (bits) as the abscissa and the
storage resource overhead as the ordinate. When c = 15
and d = 15, we respectively draw the matrix U and V ,
the storage resource cost of prime number generation and
the traditional method, as shown in Figure 4.

In Figure 4(a), when the number of messages and P̃
are small, the storage resources occupied by the attribute
matrix are greater than the prime number generation pro-
cess. When P̃ = 512 or P̃ = 1024, the storage resource
of the prime number generation process is larger than the
attribute matrix. In Figure 4(b), when the number of
messages is larger, the space occupied by the attribute
matrix will always be greater than the prime number
generation process. However, the storage resource cost
of CK-SKGET will always be greater than the storage
resources occupied by the prime number generation pro-
cess used in the traditional DHKE protocol and the RSA
key exchange protocol. The storage resource occupied by
CK-SKGET is maintained at 1-100 Kb, and the increased
storage overhead is still acceptable compared to the stor-
age capacity of current smart devices.
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Figure 4: Comparison of storage resource cost. (a) The
cost of storage resource when the number of messages
is m = 10. (b) The cost of storage resource when the
number of messages is m = 50.

6.3 Computing Cost Analysis

The computing cost of CK-SKGET is mainly reflected
in the process of common knowledge generation and the
key generation based on common knowledge. The main
computing cost of the latter comes from the large prime
number generation process and the key agreement pro-
cess. And the computing cost of the key agreement pro-
cess is less than that of the large prime number generation
process. Therefore, the computing cost of CK-SKGET
mainly consumes time in the process of calculating com-
mon knowledge and computing large prime numbers.

6.3.1 Cost Analysis of Computing Common
Knowledge

In the common knowledge generation stage, the main
computing cost includes matrix operations and the eigen-
value decomposition of the common knowledge matrix.
The computing cost of the former is related to effective
messages N and columns of the content matrix d, but the
computing cost of the latter is related to columns of the
control matrix c. We take d as the abscissa and the com-
puting cost of common knowledge as the ordinate. In the
case of c = 5, we draw the computing cost curves under
different situations, respectively, in Figure 5.

In Figure 5, when N is smaller, increasing d has a small
impact on the time of the common knowledge generation
process, and the computing cost of curves corresponding
to different N is larger. But the value of N is larger,
the impact on computing cost is higher. Therefore, the
computing cost of common knowledge generation can be
kept at a stable level by adjusting the number of messages
and the number of columns in the content matrix.
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Figure 5: Comparison of computing cost for generating
common knowledge

6.3.2 Cost Analysis of Generating the Prime
Number

In the prime number computing stage, the time of search-
ing large prime numbers is a random value. And the cost
of computing prime numbers increases with the length of
prime numbers. The prime numbers in the factor base are
better to compute than the large prime numbers sought.
When changing the value of c, we can obtain a new num-
ber of rounds updating B since the count of eigenval-
ues is decided by the control matrix columns. After up-
dated B, we compute the direct prime factor of the large
prime number from the method in Section 4.2. Then we
will compute Pd and find the prime number P closest to
Pd. The time consumed in this process is related to the
number of prime numbers, which is described in detail in
the [18]. The two traditional key exchange methods to
generate prime numbers are the same. So we compared
the computing cost of CK-SKGET and traditional key
exchange methods to generate prime numbers. And We
use the number of prime numbers to be sought as the
abscissa, and the time spent in computing large prime
numbers under different prime factors is the ordinate, as
shown in Figure 6.

In Figure 6, the cost of the prime number generation
process is mainly related to the number of prime num-
bers to be sought and the number of prime factors (the
number of columns c in the control matrix). From for-
mula 20, we know that the rounds of updating Bi is
related to the lengths f(bi,j) of the prime number in
Bi when seeking prime numbers with different lengths.
The f(bi,j) is larger, the rounds is more and the cost

of time is longer. For example, when P̃ = 512(bits),
f(bi,j) ≤ 199(bits)in the curve of c = 6, which is smaller

than the curves of c = 3, 4, 5. But when P̃ = 1024(bits),
f(bi,j) ≤ 996(bits)in the curve of c = 6, which is larger
than the curves of c = 3, 4, 5, its cost of time is the largest.
When the number of prime numbers is smaller, the com-
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Figure 6: Comparison of computing cost for large prime
numbers

puting cost of prime numbers is smaller. Therefore, the
count of prime numbers in Bi base has a direct impact on
the computing cost of prime number. Meanwhile, accord-
ing to the prime number theorem [13], due to the larger
interval between 512 bits and 1024 bits, the increase in
computation time is larger than that between 256 bits and
512 bits [13]. Furthermore, the lowest computing cost of
CK-SKGET is also close to that of the traditional key
exchange method.

Comparing Figure 5 and Figure 6, when the number of
prime numbers is larger, the computing cost of the com-
mon knowledge generation process is much smaller than
the cost of the prime number generation process. So the
cost of computing CK-SKGET mainly comes from the
prime number generation process, considering that the
prime number generation process also exists in the tradi-
tional key exchange method. The computing cost added
by CK-SKGET only accounts for a very small proportion
of the overall cost, which does not significantly increase
the system computational burden, compared with the tra-
ditional key exchange method.

7 Conclusions

To resist the MITM attack in the key agreement process,
this paper proposes a symmetric key generation and ex-
change technology based on common knowledge. Firstly,
the communication peers obtain the same common knowl-
edge through the common knowledge generation and ver-
ification algorithm. Then, they conduct symmetric key
generation and exchange based on the common knowl-
edge, and resist the MITM attacks in the key generation
process. Theoretical analysis and simulation results show
that CK-SKGET has theoretically provable security and
can resist some typical attacks, thereby ensuring the se-
curity of the communication. Besides, compared with the
traditional key agreement scheme, the storage cost and

computing cost of CK-SKGET are not obvious. As for
future work, the construction efficiency of common knowl-
edge can be further improved, and the common knowledge
can be extended to a wider range of application scenarios
such as enhancing privacy protection, improving commu-
nication efficiency, and enabling tacit communication.
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Abstract

The development of the Internet has greatly facilitated
the exchange of information between people, but it has
also provided a convenient channel for transmitting ma-
licious information. Malicious data transmitted on the
Internet will negatively impact normal users; thus, pre-
vention measures are needed, and a firewall is an effec-
tive protection measure. This paper introduced the tra-
ditional firewall and the distributed firewall based on a
software-defined network (SDN) structure. First, a local
area network (LAN) was built with several servers in a
laboratory. Then, simulation experiments were carried
out on the traditional firewall and the distributed firewall
to test the network’s throughput under both firewalls and
the protection against attacks from the internal and ex-
ternal networks. The results suggested that the existence
of a firewall affected the throughput of the network; the
impact of the distributed firewall on the network through-
put was smaller than that of the traditional firewall; both
the traditional firewall and the distributed firewall could
effectively intercept abnormal data from the external net-
work, but only the distributed firewall could effectively
intercept the abnormal data from the internal network.

Keywords: Distributed; Firewall; Network Defense;
Software-Defined Network

1 Introduction

The advent of computers has greatly satisfied people’s
computing needs. As computers perform increasingly bet-
ter, the tasks they can perform have become more and
more diverse [3]. The Internet is developed together with
computers. The Internet is a network in which a plural-
ity of computers exchanges data under agreed communi-
cation rules. Data from computers can be transmitted
either wired or wirelessly. As computers are difficult to
face each other, so only when the data are received can

the computer judge whether the data is malicious or not.
If there is no proper protection, then when the user finds
the malicious data, it is already too late to stop the dam-
age to the computer [15].

Firewall technology is a network security defense means
that divides the Internet into intranet and extranet like
a wall. The protected computer is on the intranet. Un-
known data will first pass through the firewall when trans-
mitted from the extranet to the intranet, and the firewall
will intercept the data that are in line with the inter-
ception rules to protect intranet data. The traditional
firewall simply divides the network into intranet and ex-
tranet. Although it can intercept risky data from the
Internet, the data from the intranet is not guarded. Once
the attack is launched from the intranet by bypassing the
firewall, even though the firewall can intercept the con-
tinuous attack from the extranet, the data that causes
damage on the intranet cannot be intercepted [1].

In order to solve the shortcomings of traditional fire-
walls, distributed firewalls were brought up. Distributed
firewalls distribute the defense function in the intranet,
which simply means that the intranet is no longer con-
sidered a trusted area. Filipek et al. [6] defined a se-
curity model for a mobile ad-hoc network using public
key infrastructure (PKI), firewalls, and intrusion preven-
tion system (IPS) and found through experiments that
the model helped mitigate and prevent the most common
attacks. Tran et al. [14] faced the problem of time-setting
delays and controller overhead in software-defined net-
work (SDN) firewalls and proposed a topology-aware se-
lective firewall distribution scheme. They conducted sim-
ulations and found that the scheme significantly reduced
the firewall setup traffic and the firewall-violated traffic
travel route and was suitable for large-scale SDN. Chang
et al. [4] proposed a robust algorithm for distributing se-
curity policies from firewalls to distributed SDN devices in
a cloud cluster environment, validated the performance of
the algorithm through experiments, and solved the mem-
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ory limitation of Ternary Content Addressable Memory
(TCAM) in SDN devices. After introducing traditional
firewalls, this paper proposed using the SDN structure to
build distributed firewalls and conducted simulation ex-
periments on traditional and distributed firewalls in the
laboratory local area network (LAN).

2 Distributed Firewall

2.1 Traditional Firewall

The implementation principle of the firewall technology
used for computer network security protection is similar
to separating the fire area from the safe area using the
firewall body in real firefighting measures, and that is
why it is called “firewall” [9]. Figure 1 shows the basic
structure of a traditional firewall. The internal network
is the protected area, and the Internet is the untrusted
area with risks. They are interconnected by a series of
components (e.g., routers, bastion hosts, etc.), which are
firewalls. The exchange of data between the Internet and
the internal network can only take place through the ports
provided by the firewall. In terms of the functions, fire-
walls can be broadly classified as packet filter firewalls,
application layer gateway firewalls, and content filter fire-
walls [8]; in terms of topology, they can be divided into
dual-host host structures, screened host structures, and
screened subnet structures [5].

Figure 1: The basic structure of a traditional firewall

2.2 SDN-Based Distributed Firewall

In order to improve the shortcomings of traditional fire-
walls that prevent the outside but not the inside, dis-
tributed firewalls are brought up. While the traditional
firewall divides the network into intranet and extranet
in terms of physical topology, the distributed firewall
changes the intranet from the physical sense to the logi-
cal sense. The overall structure of distributed firewalls is
divided into a network firewall, a host firewall, and a pol-
icy management center [13]. The network firewall is the
traditional firewall, which is used to isolate the intranet
and the extranet, but it is no longer responsible for all the
protection work. The host firewall is responsible for the
main defense work in every server or personal computer
in the intranet, which simply means that the information
transmitted between different servers in the intranet also
has to pass through the firewall. The policy management
center is responsible for formulating the security rules of
the firewall. The administrator sets the security rules in

the policy management center, and the management cen-
ter distributes the security rules to every firewall. Every
firewall performs defense work according to the assigned
rules.

In practice, if a distributed firewall works in a small
network, it is possible to set up a firewall for every server
because the structure is relatively simple and the num-
ber of servers in the intranet is small [10], but as the size
of the network increases, the structure becomes complex,
and the number of servers also increases, so the cost of
configuring a firewall for every server will also increase.
This paper proposes a distributed firewall under the SDN
architecture. Its structure diagram is shown in Figure 2.
The actual application process will require more equip-
ment; limited by space, Figure 2 has been simplified to
some extent. The basic structure of an SDN can be di-
vided into the application layer, control layer, and data
layer, where the application and control layers are usually
in the same position in the physical structure, i.e., the
SDN controller in Figure 2. The function of the appli-
cation layer is to visualize the information from the data
layer and the control layer, which is convenient for the ad-
ministrator to change the network rules. The control layer
is the core of the whole network, which parses the fire-
wall rules from the application layer, converts them into
OpenFlow rules, and sends them to the switches in the
data layer. The plural SDN switches constitute the data
layer of SDN, and the switches execute the work of data
forwarding under the rules issued by the controller [2].

In the distributed firewall with an SDN architecture,
the SDN controller, SDN switch, and the client are all
in the intranet, the intranet is connected to the Inter-
net through the filtering router, and the filtering router
and intranet are also connected to the bastion host. It is
overall similar to the screened host structure of the tra-
ditional firewall, but the difference is that the intranet is
an SDN structure and the application of the SDN con-
troller provides a firewall for the intranet. The SDN con-
troller is only responsible for formulating and issuing data
forwarding rules in the SDN architecture, and the SDN
switch is only responsible for executing the rules to for-
ward data [7].

When the SDN-based distributed firewall is working,
the administrator first designs the firewall rules in the
management interface provided by the application layer of
the SDN controller. The firewall rules can be formulated
for the firewall of a single switch or a firewall group com-
posed of multiple switches. The designed rules are first
saved to the database so that the rules do not need to be
set again after the firewall is restarted. Then, the rules are
transmitted to the control layer of the controller through
the Application Programming Interface (API) [11]. The
firewall module in the control layer parses the rules, con-
verts them into OpenFlow rules, and sends them to the
SDN switch. When the Internet wants to access the client
server on the intranet, it first passes through a filtering
router with a firewall. Since this router is the channel con-
necting the intranet and the extranet, the firewall rules
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Figure 2: Schematic diagram of SDN-based distributed firewall architecture

are generally simple. After passing through the filtering
router, the access data enter the intranet and reaches the
target server through the forwarding of the switch. Once
the access data meet the firewall rules of some switch in
this process, they will be intercepted. Data access be-
tween servers on the intranet is also like this. The ac-
cess data reaches the target port through the switch and
will be directly intercepted once they match the firewall
rules [12].

3 Simulation Experiments

3.1 Experimental Environment

The simulation experiments were conducted in a LAN
built in a lab. The server configurations were 16 G mem-
ory and a Windows 10 operating system.

3.2 Experimental Setup

Fourteen servers from 0 to 13 were used to build the SDN
structure. Server 0 served as the SDN controller, server
12 served as the bastion host, and server 13 acted as the
extranet. Servers 1 to 11 served as the SDN switches. Al-
though only one SDN controller was used to manage and
control the network in the SDN architecture, there were
plural switches used for data forwarding. Every switch
could act as a firewall, which posed some difficulties for
management; therefore, the switches were grouped, where
switches 1 and 2 constituted the core group, switches 3, 4,
and 5 constituted the aggregation group, and switches 6
∼ 11 constituted the access group. Interconnecting links
between the core group, aggregation group, and access
group are shown in Figure 2. The access group was mainly
responsible for the access of the user side in the intranet,
and every switch in the access group accessed two user
sides. The aggregation group grouped the switches of

the access group together, and every switch of the aggre-
gation group accessed two switches of the access group.
The core group was the transit core of the edges of the
intranet and extranet, and every switch in the core group
was connected to every switch in the aggregation group.
The controller sent firewall rules to the filtering routers
connected to the intranet and extranet using the Secure
Sockets Layer (SSL) protocol and to the switches in the
intranet using the OpenFlow protocol. Table 1 shows the
firewall rules issued by the controller to the switches.

In order to verify the performance of the SDN-based
distributed firewall, a traditional firewall with a screened
host structure was also built to compare with the dis-
tributed firewall. In order to ensure that only the firewall
settings were different between the two firewalls for com-
parison experiments, the SDN topology in the distributed
firewall was still used when setting up the traditional fire-
wall with the screened host structure, and the difference
was that the SDN controller only sent firewall rules to the
filtering routers and sent regular OpenFlow rules to the
switches in the intranet.

3.3 Experimental Projects

1) Throughput comparison between distributed and
traditional firewalls
Firstly, server 13 sent data to the user side in the in-
tranet at a rate of 30 mb/s. At this moment, the fire-
wall has not been turned on in both networks. After
the data transmission lasted for 20 s, both networks
turned on the firewall by issuing the corresponding
firewall rules through the SDN controller, and the
rules of the distributed firewall are shown in Table 1.
The rule issued by the traditional firewall to the fil-
tering router was that packets passing through port
22 were discarded. The throughput of the filtering
router was tested before and after the firewall was
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Table 1: Firewall rules issued by the SDN controller to different groups of switches

Group Number in the group Firewall rules

Core group 1, 2 None
Aggregation group 3, 4, 5 Packets passing through port 22 are discarded

Access group 6 ∼ 11 Packets passing through port 445 are discarded

turned on in both networks.

2) Defense of two firewalls against attacks on the in-
tranet and extranet
Firstly, the defense against attacks on the extranet
was tested. Server 13 sent 500 packets to the user
side of the intranet, of which 300 packets were normal
data and were transmitted through port 80, and the
remaining 200 packets were abnormal data and were
transmitted through port 22. Both networks sent 500
packets from server 13 before and after opening the
firewall. The packets received by the user side before
and after opening the firewall were detected.

Then, the defense against intranet attacks was tested.
The user side connected to switch 6 sent 500 packets to
other user sides in the intranet, 300 packets of which were
normal data and were transmitted through port 80, and
the remaining 200 packets were abnormal data and were
transmitted through port 445. Both networks sent 500
packets from the user side accessing switch 6 before and
after opening the firewall. The packets received by other
user sides before and after opening the firewall were de-
tected.

3.4 Experimental Results

Figure 3 shows the throughput changes of the filtering
routers of the two networks before and after the firewall is
turned on. It was noticed from Figure 3 that the through-
put of the filtering routers in the first 20 s before opening
the firewall in both networks was almost the same, slightly
less than 30 mb/s, and remained stable; while at 20 s, due
to the opening of the firewall, the throughput of the fil-
tering routers changed significantly: the throughput of
the filtering routers in the network with the traditional
firewall significantly reduced, while the throughput of the
filtering routers in the network with the distributed fire-
wall reduced less significantly. The reason is as follows.
When the firewall was not turned on, the topology of
the two networks was the same, and the transmission of
data in the extranet was not blocked, so the difference in
throughput between the two networks was not significant
and close to the transmission rate; however, when the
firewall was turned on, the firewall needed to judge the
data first and decide whether the data could pass or not,
resulting in the router not being able to transmit data
at the original rate. In particular, the traditional firewall
network set the firewall in the filtering router, i.e., the

only interface of the intranet and extranet, which directly
impacted the throughput of the entire intranet after open-
ing the firewall; the network with the distributed firewall
only added simple firewall rules to the filtering router and
did not set the firewall in the core group switch with the
largest traffic, which made the throughput of the intranet
reduce less.

Figure 3: Changes in filtering router throughput in both
networks before and after turning on the firewall

Figure 4: Packet throughput of the two networks before
and after opening the firewall under extranet attacks

Figures 4 and 5 show the packet throughput within
the two networks before and after turning on the firewall
under the attack from the extranet and intranet, respec-
tively. It was seen from Figure 4 that the attack of ab-
normal data came from the extranet, there were normal
data and abnormal data in the data transmitted from
the extranet to the user side of the intranet, and both
networks let the normal data and abnormal data pass be-
fore turning on the firewall; after turning on the firewall,
both firewall networks still let the normal data pass, while
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Figure 5: Packet throughput of the two networks before
and after opening the firewall under intranet attacks

the abnormal data could not pass because the port was
closed, which meant that both the traditional firewall and
the distributed firewall could effectively block the attacks
from the extranet.

Then, it was seen from Figure 5 that the attack of
abnormal data came from the intranet, and there were
both normal and abnormal data in the data transmitted
from the user side of the intranet to the other user side;
before turning on the firewall, both firewalls allowed nor-
mal and abnormal data to be transmitted in the intranet;
after turning on the firewall, normal and abnormal data
were still transmitted in the intranet under the traditional
firewall, while only normal data were transmitted in the
intranet under the distributed firewall. These results in-
dicated that the traditional firewall could not play the
role of normal interception in the face of an attack from
the intranet, but the distributed firewall could effectively
intercept the abnormal data.

4 Conclusion

This paper introduced the traditional firewall and the
SDN structure-based distributed firewall. A LAN was
built in the lab using several servers, and simulation ex-
periments were conducted on the traditional firewall and
the distributed firewall to test the throughput of the net-
work and the defense against attacks from the intranet
and extranet under the two firewalls. The results are
shown below. (1) The network throughput reduced when
either the traditional firewall or the distributed firewall
was turned on, and the network’ throughput decreased
more significantly when the traditional firewall was turned
on. (2) After turning on the firewall, both the traditional
firewall and the distributed firewall could effectively inter-
cept the abnormal data from the extranet; the traditional
firewall could not intercept the abnormal data from the
intranet, but the distributed firewall could.
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Abstract

Validation code systems have been widely used in web-
sites and forums as CAPTCHA. The attack on the valida-
tion code system poses a significant threat to the website.
Many validation code systems use random number gener-
ators to generate validation code sequences. The logistic
map can produce a chaotic, random sequence. However,
chaotic sequences have the problem of short periods. In
this paper, the multi-dimensional chaotic Logistic map is
used to generate the chaotic, random sequence, and the
chaotic sequence is arranged by random allocation in the
validation code graph for websites. Experiments show
that the proposed method can produce good random dis-
tribution sequences and effectively resist the attack on the
validation code system.

Keywords: Chaotic Sequence; Logistic Map; Multi-
dimensional Chaos; Short Period; Validation Code

1 Introduction

The validation code system originated from CAPTCHA
system, which is the abbreviation of ”Completely auto-
mated public Turing test to tell computers and humans
apart” [9, 14]. It is an automatic program to distinguish
whether the user is a computer or a human [3].

The validation code system can prevent malicious pass-
word cracking, ticket swiping and irrigation for forums. It
effectively prevents a hacker from constantly trying to log
in to a specific registered user by brute force cracking
with the specific program. In fact, the use of the val-
idation code is a common protection method for many
websites [20]. Using the validation code system, the
questions can be generated and judged by the computer,
but only human beings can answer them. Because the
computer cannot answer CAPTCHA questions, the user
who answers the questions can be regarded as human be-

ings [16,18].

Most validation code systems generate random se-
quences through random number generators, and then
embed them into graphs with the validation code for users
to recognize. Chaotic random number is a widely used
random number generator [8, 12, 15]. Logistic map is a
typical chaotic dynamic equation. In chaotic dynamics
theory, when the trajectory of Logistic map changes with
time in the continuous real number domain, Logistic map
shows its own complex changes, especially its aperiodic,
unpredictable and good randomness. However, in order
to avoid short period [21], improvements for Logistic map
are needed.

At present, the validation code system has not been
clearly defined. Generally speaking, the validation code is
a string of the validation information sent from the server
computer to the client end, when the internet users or the
mobile terminal need to access the online server computer
system. If the server computer system confirms that it is
manually input by users and the input the string of the
validation information is correct, this user can log in to
the online server computer system for getting service of
operation, communication, and so on.

The validation code system has been widely used [4].
Some examples are as follows. When online banking cus-
tomers log in to their own account for query or other
operations, they need to input a string of verified charac-
ters or numbers and other information on the login page
of websites. After entering correctly, the user can enter
their personal account. In addition, in some websites for
the secure email service, when the user enters the wrong
login password for the first time, the system will prompt
the user to enter a string of validation code information.
If it is correct, the user can enter the account smoothly.
Chinese railway order-ticketing system of 12306 website
needs to input the validation code online during query,
order and other operations. If the validation code is en-
tered correctly, the user can carry out next operations in
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12306 website.

The main function of validation code is to protect
the security of online server computer system and ser-
vices [19, 24]. For example, the validation code can pre-
vent hackers and illegal users from brutally cracking pass-
words by using computer programs. Hackers can use the
computer program to automatically access to the user lo-
gin page of the online server computer system and to in-
put the user password with the computer program [17]. If
there is no protection of the validation code system, hack-
ers will use the computer program to conduct continuous
password input test, so as to achieve the purpose of violent
cracking. The validation code system can prevent mali-
cious password cracking and protect the security of user
password. In addition, the validation code system can
prevent hackers and unauthorized users from malicious
damage to the website. The validation code system can
prevent hackers from using computer programs to register
maliciously.

Due to the protection of the validation code system, the
validation code system is often attacked by hackers [7].
With the development of computer technology and the
popularization of multi-core technology, the computing
and data processing ability of computer has been greatly
improved. Therefore, many validation code systems have
many problems [2, 13]. Here are some typical examples.

Many validation code systems use random numbers for
verification. Random numbers are generated by computer
programs. Can the limited random numbers meet the val-
idation code requirements of the online server computer
system? For example in one day, if the computer gener-
ates a random number per second, the computer will gen-
erate 60(second)*60(minute)*24(hour)=86400 every day.
Theoretically, the computer needs 86400 validation codes
per day. In fact, if the random number is not generated by
the parallel program or many server computers, the val-
idation code generated by the random number generator
of the single core computer program is outputted contin-
uously. In a certain period of time, validation codes that
can be intercepted are continuous. Therefore, if the time
period is very short, the number of validation codes gen-
erated is very limited. If hackers choose a specific time
period, they use computer programs to attack the valida-
tion code system, which is easy to crack.

Besides, the random number generated by the random
number generator of some validation code systems has a
short period and weak randomness, which is easy to be
cracked by computer programs, resulting in a threat to
the online server computer system and the destruction of
the website. Therefore, the selection of random source is
very important for the validation code system.

Moreover, some CAPTCHA systems focus on the
imperceptible system with cursor trajectories [22], the
emerging-image motion system [5] and the graphical pass-
word system [23]. The validation code system is added
with uncertainty to the process [10]. Besides, CAPTCHA
systems are in different languages, such as interactive
text-based handwritten Arabic system for mobile de-

vices [1].
When the traffic of some websites increases sharply in

some special periods, some validation code systems are
difficult to respond to the request response of the client
quickly, resulting in problems such as long waiting time
and service delay.

The validation code system is widely used in current
social networks and login systems. The main purpose is to
prevent hacker cracking and program automatic attacks.
The structure of this paper is as follows: the first part de-
scribes the validation code system and the main problems.
The second part includes Logistic map and periodic point
problem. The third part introduces the implementation
of the validation code system with the multi-dimensional
Logistic map. In the fourth part, the performance and
experimental analysis are carried out. Finally, the con-
clusion and prospect of this paper are given.

2 Chaotic Logistic Map

Random number generator is a method to generate
random numbers with long period and good statistics
through the independent function of random number.
Many random number generators have the problem of
short period and periodic point. Logistic map is widely
used in random number generator in computers, such as
generating random number, generating hash value and so
on.

2.1 Logistic map

Logistic map is a typical chaotic dynamic equation. In
chaotic dynamics theory, when the trajectory of Logis-
tic map changes with time in the continuous real number
field, Logistic map shows its own complex changes, espe-
cially its aperiodic, unpredictable and good randomness.
Characteristics of Logistic map in the real orbit of con-
tinuous real number field are simulated by computer. Be-
cause the discrete numerical value is used to represent the
change of orbit in the computer, the degradation charac-
teristics in the real orbit are caused.

The mathematical definition of Logistic map is differ-
ent from that in computers. In the continuous real num-
ber field, the time series of real orbit changes continuously,
and its value will not have round-off errors. In the dis-
crete computing orbit of the computer, due to the discrete
numerical representation, points of the computing orbit
already have quantization errors, and such round-off er-
rors are difficult to control and predict. Therefore, there
may be that the discrete computing orbit has actually de-
viated from the real orbit and jumped between different
orbits. In order to formalize Logistic map in computer,
which is described in Equation (1) as follows:

xn+1 = c ∗ xn ∗ (1− xn) (1)

where xn is the time sequence of Logistic map, n repre-
sents time. x0 represents the initial value of xn, and c
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represents the control parameter of Logistic map. xn is
set in the variation range of a positive real number be-
tween 0 and 1. The variation range of c is a positive real
number between 3.56 and 4, including the boundary value
of 4.

The trajectory of Logistic map numerically simulated
in the computer has two parts. The first part is the transi-
tion orbit. However, with the limitation of the calculation
accuracy in the computer the orbit of Logistic map finally
enters the cycle orbit under the discrete calculation in
computers. No computer can provide infinite accuracy to
simulate and calculate Logistic map. Therefore, the char-
acteristics of orbit calculated by numerical simulation are
difficult to really approach the real orbit. Some typical
examples have been studied in Ref. [11]. The ideal chaotic
orbit is greatly affected by the accuracy in the computer
of discrete numerical calculation.

In theoretical research and experimental tests, when
the control parameter of Logistic map is close to 4, the
change of Logistic map is the most complex, and the
chaotic characteristics are close to the real orbit.

The control parameter of Logistic map enters the
chaotic state after 3.56. When the control parameter of
Logistic map is close to 4, the bifurcation points of Lo-
gistic map are all over the whole space, and the complex
characteristics of chaos are close to the real orbit. When
the calculation accuracy of Logistic map is higher, the
characteristics of its orbit are closer to the ideal chaos.
Therefore, the accuracy has a great impact on the chaotic
orbit.

2.2 Fixed Point of Logistic Map

There are also fixed points and the short period problem
in chaotic sequences [6]. Since the fixed point and short
period have important influence on random number gen-
erator, the research on the fixed point and short period is
not only an important research problem in the theoretical
research of chaos, but also the key problem in the applica-
tion of the chaotic random sequence. Effectively avoiding
the fixed point and short period of the orbit in the dis-
crete field is very important to produce a good random
chaotic sequence. Analysis from the perspective of theory
and experiment is also an effective means to judge the ad-
vantages and disadvantages of random number generator.

This section mainly studies the fixed point in the orbit
of Logistic map and the phenomenon of the short period
near the fixed point. The analysis of the short period
phenomenon near the fixed point is not only an effective
way to reveal the relationship between the short period
and the fixed point, but also an effective experimental
method to study the characteristics of chaotic equations in
the computational orbit of discrete numerical simulation.

Fixed point refers to the phenomenon that the orbital
sequence of chaos remains unchanged at one point or some
points with the change of time in the iterative process.
Such points are called fixed points. From the definition
of Logistic map, it can be deduced that when c = 4, the

chaotic orbit of Logistic map is close to real orbit. How-
ever, Logistic map has fixed points under certain condi-
tions.

The control parameter setting value of Logistic map is
c = 4, the initial value of xn is set to 0.75 in Equation (1).
In addition, the given accuracy in computing Logistic map
is 2. The iterative process of Logistic map is as follows:

At x1, the calculation process is x1 = c∗x0 ∗(1−x0) =
4 ∗ 0.75 ∗ (1 − 0.75) = 4 ∗ 0.75 ∗ 0.25 = 0.75. At x2, it is
still 0.75, that is x2 = 0.75. With the change of time, xn

is still 0.75, that is xn = 0.75.
No matter how large the value of xn is, the time series

will not change. It can be seen that as long as the given
accuracy is greater than or equal to 2, Logistic map has a
fixed point xn = 0.75 in the orbit with the condition that
the control parameter is c = 4 and the initial value of x0

is 0.75. The trajectory of Logistic map does not change
at this point.

Even in the continuous real number field, the fixed
point with xn = 0.75 exists. In addition, when the con-
trol parameters of Logistic map are c = 4 and x0 = 0.25
in Equation (1), Logistic map will also enter the fixed
point xn = 0.75. Obviously, at the fixed point xn = 0.75,
1 − x0 = 0.75 and x0 = 0.25, it finally enters the fixed
point. xn ∗ (1−xn) has the same value in the initial value
of x0 = 0.75 and x0 = 0.25 in Equation (1). Therefore,
the following section uses x0 = 0.75 as the initial setting
for exploring the short period of the orbit in Logistic map.

2.3 Short Period

The short period in the initial value of x0 = 0.75 is studied
for Logistic map in this section. The chaotic orbit of Lo-
gistic map can be divided into transition period part and
cycle period part. Assume that the point of the chaotic
orbit of Logistic map is as follows:

X1, X2, X3, · · · , Xi−1, Xi, Xi+1, Xi+2, · · · , Xm, · · · ,
Xi+k−1, · · · , Xi, Xi+1, · · · , Xm, · · ·

Among points, the sequenceX1, X2, X3, · · · , Xi−1 with
a length of (i−1) is the transition period part. The point
of sequences Xi, Xi+1, Xi+2, · · · , Xm has a cycle in the
chaotic sequence. The length is (m+ 1), which is defined
as the cycle period part. In the finite precision with the
change of time Logistic map finally enters the cycle.

Logistic map are set to c = 3.8 and x0 = 0.75 in
Equation (1). The computing accuracy is set to 2. With
changes of time the sequence of Logistic map obtains as
follows:

x1 = 0.71, x2 = 0.78, x3 = 0.65, x4 = 0.86,
x5 = 0.45, x6 = 0.94, x7 = 0.21, x8 = 0.63,
x9 = 0.88, x10 = 0.4, x11 = 0.91, x12 = 0.31,
x13 = 0.81, x14 = 0.58, x15 = 0.92, x16 = 0.27,
x17 = 0.74, x18 = 0.73,
x19 = 0.74, x20 = 0.73,
x21 = 0.74, x22 = 0.73,
x23 = 0.74, x24 = 0.73.
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It can be seen that from x1 to x16 the sequence is
the transition period part, and the period length is 16.
From x17 to x24 the sequence has cycles, and the value of
0.74 and 0.73 has cycles. Therefore, this part is the cycle
period part with the length of 2.

Furthermore, the parameter of Logistic map is set to
c = 3.7 and x0 = 0.75, and the computing accuracy is set
to 2. The sequence obtains as follows:

x1 = 0.69, x2 = 0.79, x3 = 0.61,

x4 = 0.88, x5 = 0.39,

x6 = 0.88, x7 = 0.39.

The sequence from x1 to x3 is the transition period
part, and the period length is 3. There are cycles from x4

to x7, and the cycle length is 2 in the value of 0.88 and
0.39.

Although the transition period length of Logistic map
is longer when the control parameter is 3.8 than c = 3.7, it
is obvious that the cycle period is particularly short, and
the length is only 2. It poses a great threat to the chaotic
sequence. As mentioned above, at x0 = 0.75 Logistic map
has the problem of the short period.

3 Proposed Method

Generally, the function of the random number can be in-
dependent or combined. For example, the random num-
ber sequence generated by one function is used as the
basis, and then another generator is used to rearrange
the random number sequence.

Pseudo random number is a sequence of random num-
bers calculated by deterministic algorithm, which seems
to come from the uniform distribution. It is not really
random, but it has statistical characteristics similar to
random numbers, such as uniformity, independence and
so on. When calculating pseudo-random number, if the
initial value as seed used is unchanged, the sequence of
pseudo-random number is also unchanged. Generally, the
pseudo-random number with extremely long cycle period
and passing the random number test is used in the sim-
ulation to ensure the randomness of the sequence. Fig-
ure 1 shows the structure of chaotic sequence with multi-
dimensional Logistic map.

Figure 1: The structure of chaotic sequence with multi-
dimensional Logistic map

The set of initial parameters includes as follows: three
Logistic maps, the initial iteration number of Logistic
map, the given computing precision, and so on.

IPSet =

 x1
0, x2

0, x3
0, c1, c2, c3,

iniIter1, iniIter2, iniIter3,
OutNum,ModNum,OptPosition,


where x1

0, c1 and iniIter1 are set to the first Logistic map
which is named as Logistic 1. x1

0 means the initial value
of x0 for Logistic 1. c1 means the control parameter c of
Logistic 1. The iniIter1 is the initial iteration number
of Logistic 1. x2

0, x
3
0, c2, c3, iniIter2, iniIter3 are given to

Logistic 2 and Logistic 3, respectively. OptPosition means
the given computing precision in computers.

Each Logistic map is iterated with the initial value of
x0 and the control parameter of c in Equation (1). After
Logistic map iterates with the number of the initial iter-
ation under the computing precision of OptPosition, every
iteration step of Logistic map will output xn which is be-
long to (0, 1). xn is converted to an integer number. D1
means the converting number of xn for Logistic 1. D2
and D3 are referred to as the converting number of xn

for Logistic 2 and Logistic 3, respectively. Each Logistic
map is computed with different parameters which include
the initial value of x0, the control parameter c and the
number of the initial iteration. Notice that x1

0 ̸= x2
0 ̸= x3

0

c1 ̸= c2 ̸= c3
iniIter1 ̸= iniIter2 ̸= iniIter3

 .

Different parameters of three Logistic maps make the or-
bit change more complex, so the influence of stable point
orbit can be avoided.

A new integer number D consists of D1, D2 and D3.
The ModNum means the number of modular operation.
An output number is named as OutNum which is con-
verted by the number of D in Equation (2) as follows:

OutNum = ASCIICode( D mod ModNum) (2)

where ASCIICodemeans the function which is converted
from the number of D to the digit, uppercase or lowercase
letter in ASCII. Figure 2 plots the picture with validation
code and interference image.

In Figure 2, the function of random assignment per-
forms randomly to assign a number in the graph. The
random assignment of {N1, N2, N3, N4} makes the com-
bination of numbers in the graph with more and larger
period, and avoids the short period problem of Logistic
map. The position of {N1, N2, N3, N4} can be arranged
as following: 

1 : N1 N2 N3 N4
2 : N2 N1 N3 N4
3 : N3 N1 N2 N4

. . . . . . . . . . . .
i : . . . . . . . . . . . .

. . . . . . . . . . . .
n : N4 N1 N2 N3
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Figure 2: The graph with the validation code and inter-
ference image

Obviously, the method of the multi-dimensional Logis-
tic map and the random assignment can be further op-
timized in comparison with one-dimension Logistic map.
The arrangement and combination of the output number
also can enhance sequence period.

After the number of N1, N2, N3 and N4 is mapped to
the corresponding positions of the graph, the interference
image will be added to the graph with the validation code.

The interference pattern is mainly used to realize in-
terference in the validation code picture. If the machine
is used to identify or attack, the interference image can
increase the difficulty of identifying numbers or letters.
Figure 3 shows the real validation code picture.

Figure 3: The real validation code graph in the real web-
site

It is a rendering of the output with the validation code
system used in the real website. It is clear that those
points do not affect the user’s recognition of letters and
numbers in the validation code graphics.

4 Analysis

In this section we analyze the performance of the proposed
method.

4.1 Key Space Analysis

The key space of Logistic map is determined by the ac-
curacy of computers. In C language, single precision
floating-point numbers occupy 4 bytes and 32 bits of the
memory space. Double precision takes up 8 bytes of 64
bit of the memory space. The floating-point type of Dou-
ble and Float can be converted to other types of integers.

Figure 4 plots the chaotic sequence with the floating-point
type of Double and Float.
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Figure 4: The chaotic sequence with the floating-point
type values of Double and Float

Under the same initial value of parameters, we com-
pare the two types of sequence key spaces of Double and
Float. In Figure 4, the initial value of x0 and the control
parameter are set to 0.117 and 3.9, respectively. When
the floating-point type of Float is used, the sequence of xn

happens cycle after 500 iteration steps. Clearly, in case of
the floating-point type of Double the sequence does not
happen cycle in spite of 2000 iteration steps. As men-
tioned above, when the random number space is large,
the key space of Logistic map is large.

4.2 Sensitivity Test

The initial value of x0 is set to 0.1 and 0.100001 for Lo-
gistic map. The control parameter is set to 3.9. Figure 5
plots the orbit of Logistic map with {x0 = 0.1, c = 3.9}
and {x0 = 0.100001, c = 3.9}.
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Figure 5: The orbit of Logistic map with
{x0 = 0.1, c = 3.9} and {x0 = 0.100001, c = 3.9}

The sequence of xn means the sequence of Logistic map
with x0 = 0.1 and c = 3.9. The sequence of |x1

n − x2
n|
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means the absolute value of the difference for the sequence
of {x0 = 0.1, c = 3.9} and {x0 = 0.100001, c = 3.9}.

From Figure 5, we can see that in the first 30 iteration
steps the absolute difference values are very close. In
order to overcome this weakness of Logistic map the initial
iteration number is given. Figure 6 plots the orbit of
Logistic map with the initial iteration step of 100.

Figure 6: The orbit of Logistic map with initial iteration
steps of 100

From Figure 6, after the first 100 iteration steps the
absolute difference values are very different.

4.3 Statistics

We count the validation code in the form of numbers,
uppercase letters and lowercase letters in three sample
spaces with the value of 500, 2000 and 5000. We give a
test as follows.

The output number of OutNum in Equation (2) ranges
from 0 to 84, which is converted to a digit. OutNum in
Equation (2) ranges from 85 to 170, which is converted to
uppercase letter. OutNum in Equation (2) ranges from
171 to 255, which is converted to lowercase letter. Fig-
ure 7, 8, and 9 shows the distribution of the digit, up-
percase and lowercase letter with the proposed method.
Figure 7 shows the distribution for the sample space of
500.

When the sample space is 500, the proportion of low-
ercase letters is the largest, about 41%. Figure 8 and 9
show the distribution for the sample space of 2000 and
5000, respectively.

With the increasing of sample space the proportion of
lowercase letters is gradually decreasing and close to the
average probability.

The proportion of uppercase letters is the smallest for
the sample space of 500, about 28%. However, when the
sample space enhances, the proportion of uppercase let-
ters is gradually increasing and close to the average proba-
bility. In addition, the proportion of numbers is gradually
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Figure 7: The distribution for the sample space of 500
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Figure 9: The distribution for the sample space of 5000
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increasing and close to the average probability with the
increasing of sample space.

5 Conclusions

In this paper, we generate the validation code through
multi-dimensional Logistic map, effectively avoid the
problem of the short period and the fixed point of the
chaotic map. In addition, the period of the validation
code obtains optimal when using the initial iteration num-
ber and the random mapping position of the graph. Ran-
dom assignment can effectively increase the period of the
output chaotic sequence and avoid the stable point, mak-
ing the random sequence distribution more uniform. It
can effectively resist the attacks of hackers on the valida-
tion code system and avoid the threat of websites.
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[6] M. Garcia-Bosque, A. Pérez-Resa, and C. Sánchez-
Azqueta et al., “Chaos-based bitwise dynamical
pseudorandom number generator on fpga,” IEEE
Transactions on Instrumentation and Measurement,
vol. 68, no. 1, pp. 291–293, 2019.

[7] D. Hitaj, B. Hitaj, and S. Jajodia et al., “Capture the
bot: Using adversarial examples to improve captcha

robustness to bot attacks,” IEEE Intelligent Sys-
tems, vol. 36, no. 5, pp. 104–112, 2021.

[8] L. C. Huang, M. S. Hwang, and L. Y. Tseng, “Re-
versible data hiding for medical images in cloud com-
puting environments based on chaotic Henon map,”
Journal of Electronic Science and Technology, vol.
11, no. 2, pp. 230–236, 2013.

[9] A. Kolupaev and J. Ogijenko, “Captchas: Humans
vs. bots,” IEEE Security and Privacy, vol. 6, no. 1,
pp. 68–70, 2008.

[10] S. Kwon and S. Cha, “A paradigm shift for the
captcha race: Adding uncertainty to the process,”
IEEE Software, vol. 33, no. 6, pp. 80–85, 2016.

[11] C. Li, Y. Chen, and T. Chang et al., “Period ex-
tension and randomness enhancement using high-
throughput reseeding-mixing prng,” IEEE Trans-
actions on Very Large Scale Integration Systems,
vol. 20, no. 2, pp. 385–389, 2012.

[12] C. Li, K. Tan, and B. Feng et al., “The graph struc-
ture of the generalized discrete arnold’s cat map,”
IEEE Transactions on Computers, vol. 71, no. 2,
pp. 364–377, 2022.

[13] T. V. Nguyen, Z. Huang, and S. Bethini et al., “Se-
cure captchas via object segment collages,” IEEE Ac-
cess, vol. 8, pp. 84230–84238, 2020.

[14] C. Pope and K. Kaur, “Is it human or computer? de-
fending e-commerce with captchas,” IT Professional,
vol. 7, no. 2, pp. 43–49, 2005.

[15] C. E. C. Souza, D. P. B. Chaves, and C. Pimentel,
“Digital communication systems based on three-
dimensional chaotic attractors,” IEEE Access, vol. 7,
pp. 10523–10532, 2019.

[16] M. Tang, H. Gao, and Y. Zhang et al., “Research
on deep learning techniques in breaking text-based
captchas and designing image-based captcha,” IEEE
Transactions on Information Forensics and Security,
vol. 13, no. 10, pp. 2522–2537, 2018.

[17] P. Wang, H. Gao, and Q. Rao et al., “A security
analysis of captchas with large character sets,” IEEE
Transactions on Dependable and Secure Computing,
vol. 18, no. 6, pp. 2953–2968, 2021.

[18] H. Weng, B. Zhao, and S. Ji et al., “Towards un-
derstanding the security of modern image captchas
and underground captcha-solving services,” Big Data
Mining and Analytics, vol. 2, no. 2, pp. 118–144,
2019.

[19] Y. Xu, G. Reynaga, and S. Chiasson et al., “Secu-
rity analysis and related usability of motion-based
captchas: Decoding codewords in motion,” IEEE
Transactions on Dependable and Secure Computing,
vol. 11, no. 5, pp. 480–493, 2014.

[20] J. Yan and A. S. ElAhmad, “Captcha security: A
case study,” IEEE Security and Privacy, vol. 7, no. 4,
pp. 22–28, 2009.

[21] A. Ynnerman, S. C. Chapman, and P. Ljung et al.,
“Bifurcation to chaos in charged particle orbits in a
magnetic reversal with shear field,” IEEE Transac-
tions on Plasma Science, vol. 30, no. 1, pp. 18–19,
2002.



International Journal of Network Security, Vol.25, No.1, PP.95-102, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).11) 102

[22] H. Yu, S. Xiao, and Z. Yu et al., “Imcaptcha: Im-
perceptible captcha based on cursor trajectories,”
IEEE Consumer Electronics Magazine, vol. 9, no. 1,
pp. 74–82, 2020.

[23] B. B. Zhu, J. Yan, and G. Bao et al., “Captcha as
graphical passwords - a new security primitive based
on hard ai problems,” IEEE Transactions on Infor-
mation Forensics and Security, vol. 9, no. 6, pp. 891–
904, 2014.

[24] Y. Zi, H. Gao, and Z. Cheng et al., “An end-to-end
attack on text captchas,” IEEE Transactions on In-
formation Forensics and Security, vol. 15, pp. 753–
766, 2020.

Biography

Dahua Song is an associate professor at the computer
science from Mudanjiang Medical University, China. Her
main research interests include information security and
chaos theory.

Chang Liu is an associate professor at the computer sci-
ence from Mudanjiang Medical University, China. Her
main research interests include information security.

Jiahui Liu is a professor at the computer science from
Harbin University of Science and Technology, China. His
main research interests include information security, com-
puter software and network security.



International Journal of Network Security, Vol.25, No.1, PP.103-112, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).12) 103

Secure Search over Encrypted Enterprise Data in
the Cloud

Kaishi Wang1,2 and Jiaqi Guo3

(Corresponding author: Jiaqi Guo)

School of Economics and Management, Northwest University, Xi’an 710069, China1

Helios Power Corporation, Xi’an 710075, China2

School of Computer Science and Technology, Xidian University, Xi’an 710071, China3

Email: jqguo echo@stu.xidian.edu.com

(Received July 10, 2022; Revised and Accepted Dec. 3, 2022; First Online Dec. 13, 2022)

Abstract

With the rise of cloud computing, more and more enter-
prise data are stored in cloud servers to save local re-
sources and facilitate access. To protect sensitive data,
enterprises can encrypt the data before outsourcing. How-
ever, encrypted data is complex for others to query and
access. This paper proposes a Secure enterprise Data
Search (SEDS) scheme to search encrypted data. The
SEDS scheme considers a use case that the data be-
longing to multiple sub-enterprises in a group enterprise.
The scheme is based on symmetric searchable encryp-
tion and can efficiently search the data from multiple
sub-enterprises by generating a trapdoor through a com-
bined key. Meanwhile, the cloud server can search and
return several most relevant data to save transmission
bandwidth. The SEDS scheme can be securely and effec-
tively applied to search enterprise data through security
analysis and performance tests on real data sets.

Keywords: Cloud Storage; Enterprise Data; Multi-
Keyword; Ranked Search; Secure Search

1 Introduction

The past decade witnessed the rapid development of cloud
computing [7], accelerating the business data continue to
migrate to the cloud. Due to the high performance, vast
storage, low maintenance costs, and other advantages, it
has been widely concerned by the industry. Increasing
numbers of enterprises choose to store the data in the
cloud server, which can reduce the cost of local storage
and maintenance, access the data anytime and anywhere,
or share data for teamwork. However, data stored in the
cloud server is not directly controlled by the enterprise,
so it faces the risk of leaking to more adversaries on the
Internet [4, 15, 22]. If some sensitive enterprise data is
leaked, such as equipment quotations, transaction orders,
or technology patents, it will cause huge losses to the en-
terprise. Although the cloud service providers build many

security measures to protect the data stored on them, they
are also curious about the data may be for greater com-
mercial interests or other reasons [12,13]. Therefore, when
storing sensitive data, enterprises encrypt it locally before
uploading it [8]. However, ciphertext makes it difficult to
use data, such as data search. The intuitive approach is
downloading all the data locally and decrypting it before
searching, but this is obviously unreasonable. Therefore,
the secure search of encrypted data is the main obstacle
for enterprises to employ cloud computing, which also has
become the focus of academia and industry [9].

To solve the problem of secure search on encrypted
data, a new cryptography primitive, Searchable Encryp-
tion (SE), is proposed. It can perform searches on en-
crypted data without revealing the search content. The
content of the file is divided into blocks and encrypted
directly, and the full text should be scanned and matched
during the search, which caused a large computational
overhead and is not suitable for searching massive data.
To improve the search efficiency, Goh et al. [5] propose
an index-based scheme, which employs an index called
Z-IDX using the Bloom Filter. It simply searches the in-
dex to retrieve the desired data directly. However, the
probability of false positives of Bloom Filter may return
the wrong search results. Besides the above symmetric
searchable encryption schemes, the public key encryp-
tion with keyword search (PEKS) [?, 2] schemes are pro-
posed, but they contain a large number of bilinear pair-
ing or modular exponentiation operations, which brings
huge overhead so that it is not in reality. The above
schemes are all searched by a single keyword, but in ac-
tual application, it is often searched by multiple keywords
or even a text paragraph. In addition, returning all the
search results usually contains a large amount of data,
which consumes the transmission bandwidth. A useful
feature of plaintext search, multi-keyword ranked search,
is also concerned in ciphertext search. The first secure
search scheme to support both multi-keyword and results
ranking is proposed by Cao et al. In this scheme, the
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files and queries are both represented as binary vectors,
and calculates the similarity by inner product similarity,
and protect the privacy of vectors by the technique of se-
cure k-Nearest Neighbor (kNN). However, it does not con-
sider the weight of keywords. For higher search precision,
Sun et al. [18] propose a scheme based on the TF×IDF
model, which introduces the vector space model in plain-
text search into ciphertext search. To improve the search
efficiency, a KBB-tree-based index is employed in [21].
In recent years, a large number of searchable encryption
schemes have been proposed to achieve rich features, such
as access control [16, 23], result verification [11, 14], dy-
namic update [1, 6, 17] and so on.

However, it is difficult to directly apply the above
schemes to search actual enterprise data. For example, in
a enterprise group composed of multiple sub-enterprises,
each sub-enterprise encrypts the data with its own key
and generates a secure index. They store the data and
the secure indexes in the cloud server but would like to
share some data with other authorized sub-enterprises.
It becomes a problem that searches the data from mul-
tiple sub-enterprises through a trapdoor and ranks the
search results encrypted with different keys by the cloud
server. Therefore, aiming at the problem, this paper pro-
poses a Secure Enterprise Data Search (SEDS) scheme.
In the SEDS scheme, each sub-enterprise chooses a se-
cret key to encrypt the index, and the index is encrypted
by the secure kNN technique. When searching, the user
generates a trapdoor with a combined key to search the
data from multiple sub-enterprises. In addition, the cloud
server searches on indexes of each sub-enterprise through
the indication matrices and sorts all the results. At the
same time, considering the strategic deployment of the
group enterprise, such as the establishment, bankruptcy,
or merger of subsidiaries, the dynamic update approach
is presented. Through security analysis and performance
tests on real data, the SEDS scheme can securely and ef-
ficiently search the data from the enterprise group. The
main contributions are summarized as follows.

� We study the problem of data security search in large
group enterprises and propose a SEDS scheme, which
can perform a multi-keyword ranked search for data
encrypted with different keys.

� For the dynamic deployment of group enterprises, a
dynamic update approach is presented.

� We analyze the security of SEDS and conduct ex-
periments on a real-world data set to confirm the
efficiency of the scheme.

The structure of this paper is arranged as follows. The
system model, the threat model, the design goals, the no-
tations, and preliminaries are all given in Section 2. The
details of the SEDS scheme are presented in Section 3.
Then, Sections 4 and 5 analyze the security and perfor-
mance of the scheme, respectively. Finally, the conclusion
and prospects are discussed in Section 6.

2 Problem Formulation

2.1 Notations

First, the basic notations used in this paper is given in
Table 1.

Table 1: Notations

Notations Descriptions
o A sub-enterprise that acts as a data owner
u A sub-enterprise that acts as a data user
n The number of keywords in the dictionary

n′ represents the number of redundant key-
words.

m The number of sub-enterprises in the con-
glomerate. m′ represents the number of
redundant sub-enterprises

F The plaintext file set
C The ciphertext file set
I An n+ n′-dimension index vector
Is The encrypted form of I
T The plaintext index tree
Ts The index tree with the encrypted index

vector
Q The query vector build from keywords of

interest
TD The encrypted form of Q
Mcom The combined matrix
Mind The indicator matrix

2.2 System Model

There are three parties in the system, namely the data
owner, data user, and cloud server. We assume that
there are multiple sub-enterprises in a group, each sub-
enterprise encrypts files with its own key and uploads
them to a cloud server for storage, and other authorized
sub-enterprises can search for files of interest in the sys-
tem. The system model of our secure search scheme is
illustrated in Figure 1.

� Sub-enterprises(data owners): The sub-enterprises
acted as data owners outsource the data to the cloud
server. They encrypt their sensitive files and gener-
ate secure indexes. All the sensitive files and indexes
are outsourced to the cloud server in encrypted form.

� Sub-enterprises(data users): The sub-enterprises act
as data users query data from the cloud server. A
sub-enterprise can be either a data owner or a data
user. It encrypts the query vector containing several
keywords of interest to generate a trapdoor. The
key for encrypting the query is generated by the keys
from data owners who authorize the data user. The
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Sub-enterprises(Data owners) Sub-enterprises(Data users)

Cloud server

Access control

Search control

Figure 1: System model

Data user sends the trapdoor and a constant k to the
cloud server for the top-k related files.

� Cloud server: When receiving the trapdoor from a
data user, the cloud server searches over the file col-
lections of each data owner, and returns the top-k
related files to the data user.

2.3 Threat Model

Enterprise data contain much sensitive information. The
cloud server has some security measures to protect against
external attackers, but it may also gather and analyze the
information for higher interests. Therefore, we assume
that the cloud server in our scheme is ”honest but cu-
rious” [3, 21], that is, the cloud server honestly executes
our proposed scheme, but it is curious about the poten-
tial information of all the data stored on it. We choose
a known ciphertext model, the cloud server can learn the
encrypted files and secure index tree of each data owner,
and the trapdoor of each data user.

2.4 Design Goals

In order to securely and efficiently search the encrypted
data of multiple sub-enterprises stored on the cloud
server, the design goals of this solution are as follows:

� Search efficiency: The scheme can efficiently search
the encrypted data of multiple sub-enterprises by one
trapdoor, and neither the trapdoor generation time
nor the search time will change with the number of
queried keywords.

� Ranked search: Although the files are from multiple
sub-enterprises and each sub-enterprise generates the

secure index using a different secret key, the cloud
server can search and return the top-k related docu-
ments.

� Privacy goals: The scheme protects the privacy of
each sub-enterprise, so that the cloud server cannot
obtain information about files, indexes, and queries.
Specifically, this involves the follows:

– Data confidentiality: The cloud server cannot
obtain the plaintext information in the files.

– Index confidentiality: The cloud server cannot
obtain the plaintext keyword in the index and
the plaintext TF value in the index vector.

– Query confidentiality and unlinkability: The
cloud server cannot obtain the plaintext key-
words in the query and the plaintext IDF
value in the query vector, nor can it determine
whether the two trapdoors are generated by the
same query keyword.

2.5 Preliminaries

2.5.1 Vector Space Model

Vector space model [19] is one of the significant mathe-
matics tools in secure multi-keyword search schemes [3,
18, 21]. Specifically, each document can be represented
as an index vector whose length equals to the size of the
dictionary, each element in an index vector represents a
normalized TF value of the keyword in this document.
Also, the query can be expressed as a vector called trap-
door whose dimension is equal to the index vector’s, where
the elements in the location of query keywords represent
their normalized IDF values. When calculating the inner
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product of an index vector and a trapdoor, we can learn
the relevance score of the document and the query, and
obtain the query results by sorting all the relevance score
finally.

we can calculate the relevance score as:

Score(I,Q) = I ·Q =
∑

w∈Wq∩W

TFw × IDFw

where w is a keyword, TFw is the normalized TF value
of w in I, IDFw is the normalized IDF value of w in the
document collection. When v is a index vector of the
document, TFw = (1 + lnNf,w)/

√∑
w∈W (1 + lnNf,w)2,

where Nf,w is the number of occurrences of key-
word w in document f . The IDFw is calculated as

ln(1 +N/Nw)/
√∑

w∈Wq
(ln(1 +N/Nw))2, where N is

the total number of documents and Nw is the number of
documents containing w.

2.5.2 Keyword Balanced Binary (KBB) Tree

KBB-tree [21] is a dynamic data structure for multi-
keyword ranked search. Each node v of the KBB-tree
stores a tuple shown as follows:

v = ⟨ID, I, PTl, PTr, F ID⟩

ID is the node identity, and FID is the file identity. PTl

and PTr are two pointers to the left child and right child
of v. When constructing a KBB-tree, I in a leaf node is
a vector with normalized TF values, while I in internal
nodes are generated by its left and right child nodes as
follows:

I[i] = max{i.PTl → I[i], j.PTr → I[i]}, i = [1, 2, ..., n].

For example, in Figure 2, there are 4 files presented
as {f1, f2, f3, f4} with different TF values and n = 3
keywords in the dictionary. The query vector is set to
Q = (0.7, 0, 0.9), and the process for searching top − 2
files is shown in Figure 2. In our scheme, sub-enterprises
build up and encrypt KBB-trees separately.

0.2 0.6 0.8 0.7 0 0.5 1 0 0 0 0.9 0.1

1 0.9 0.8

0.7 0.6 0.8 1 0.9 0.1
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Figure 2: An example of searching by the KBB-tree based
index

3 Secure Enterprise Data Search
Scheme

In this scheme, a enterprise group model composed of sev-
eral sub-enterprises is considered, in which secure multi-
keyword ranked search can be realized. In this section,
we first present the framework of the scheme and then
describe each algorithm in detail.

3.1 The Framework of SEDS

� Setup(1λ)→ V : It takes in the security number λ to
generate a random binary vector.

� KeyGen(1λ)→ {SKo, sko}: Each sub-enterprise gen-
erates its secret key SKo for encrypting indexes and
sko for encrypting files.

� IndexGen(I, SKo)→ Is: The sub-enterprise o takes
in the plaintext index vector I and the secret key
SKo to generate the secure index vector Is.

� FileEnc(Fo, sko)→ Co: The ciphertext set of the
sub-enterprise o is encrypted by the secret key sko.

� TrapGen(Q,SKu)→ TD: The sub-enterprise u en-
crypts its query vector Q by the SK to generate a
trapdoor TD for search.

� Search(Ts, k, TD)→ SList: The cloud server takes
in each Ts and the trapdoor to search the top-k re-
lated files.

� FileDec(Cr, sko)→ Fr: The results in encrypted
form can be decrypted by the secret key sko of each
sub-enterprises.

The specific file encryption algorithm is not considered,
because the existing symmetric key cryptography such
as AES can be easily employed. However, to describe
the scheme completely, FileEnc and FileDec is still pre-
sented in the framework.

3.2 SEDS Scheme

The algorithm is described in detail as follows.

� Setup.

The system vector is generated as Setup(1λ) rightrowV .
V is a random binary vector of n+n′-bit, where n is equal
to the size of the dictionary and n′ is some redundant bits.
The system vector is available to each sub-enterprise in
the system.

� KeyGen.

Any sub-enterprise o that needs to outsource data needs
to generate a query key SKo and file key sko.

Each sub-enterprise generates two (n + n′) × (n + n′)
invertible matrices {M1,M2} as its query key. Then, each
sub-enterprise chooses a random number r and computes
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SK ′
o = {rM1, rM2} and sends SK ′

o to other authorized
sub-enterprises through a secure channel. In addition,
each child enterprise also generates an indicator matrix
Mind = [O| · · · |(1/r)E| · · · |O], where E is a unit matrix
and O is a zero matrix both with size (n+ n′)× (n+ n′).
There are only one unit matrix and m− 1 zero matrices,
and m is the number of enterprises in the group.

When receiving the SKo of other sub-
enterprises, as a data user, the sub-enterprise
u combines the query keys to generate SKu =
{Mcom1 = [rM−1

1 |rM−1
1 | · · · |rM−1

1 ],Mcom22 =
[rM−1

2 |rM−1
2 | · · · |rM−1

2 ]}. Mcom1 and Mcom2 are
two combined matrices of m matrices of each sub-
enterprise, each rM1 or rM2 is different and chosen
by different sub-enterprise. If u is not authorized by a
sub-enterprise, then u disposes of the matrix that of that
sub-enterprise as a zero matrix. For example, there are
5 sub-enterprises in the group, u with number 3 obtains
three keys from the sub-enterprises with number {1, 2, 5},
SKu is shown as follows:

SKu =

{
Mcom1 = [rM−1

1 |rM−1
1 |rM−1

1 |O|rM−1
1 ],

Mcom2 = [rM−1
2 |rM−1

2 |rM−1
2 |O|rM−1

2 ]

}
Besides the query key, the sub-enterprise generates a

file key sko for encrypting its files. For details, refer to
the symmetric encryption algorithm used, such as AES.
For other sub-enterprises, o authenticates its identity and
sends the file key to the authenticated sub-enterprises
through a secure channel.

Finally, each o keeps {SKo, sko} as secret to encrypt
the index and files, while u keeps SKu for trapdoor gen-
eration.

� IndexEnc.

Each sub-enterprises constructs an index tree and en-
crypts it by the query key SKo. First, each sub-enterprise
builds an index tree from its file set. Each leaf node is a
n+n′-dimensional vector, the first n elements of which are
the normalized TF value of the keyword, and the last n′

are set to 0. According to the leaf nodes, the index tree is
constructed from bottom to top. Then, the sub-enterprise
o encrypts the index vector of each node, including leaf
nodes, intermediate nodes, and root nodes in the index
tree. Each node stores a vector I, which is split into two
random vectors I ′, I ′′ according to the system vector S,
the splitting process is as follows.{

I ′[i] = I ′′[i] = I[i] if V [i] = 0,
I ′[i] + I ′′[i] = I[i] if V [i] = 1.

Note that i ∈ {1, · · · , n+n′} and V [i] represents the i-th
elements in V . Specifically, if V [i] is 0, I ′[i] and I ′′[i] are
set as the same value as I[i]; if V [i] is 1, I ′[i] and I ′′[i] can
be set as random values while the sum of them should be
equal to I.

Then the sub-enterprise o encodes the two split vectors
of each node by SKo as Is = {MT

1 I ′,MT
2 I ′′}. The secure

index tree Ts is constructed.

� FileEnc.

Before outsourcing, each sub-enterprise encrypts its file
set by a file key sko. Then, each sub-enterprise outsources
the encrypted file set with the secure index tree Ts to the
cloud server.

� TrapGen.

When a sub-enterprise u being interested to some content,
u generates a trapdoor with several interested keywords.

First, u generates a query vector Q, which is an n+n′-
dimensional vector. If the keyword is of interest, the cor-
responding element in Q is set to the normalized IDF
value; otherwise, the element is set to 0. Then, simi-
lar to index splitting, Q is split into two random vectors
{Q′, Q′′}. The difference is that if V [i] is 0, Q′[i] and Q′′[i]
is set to two random numbers whose sum equals Q[i]; if
V [i] is 1, Q′[i] and Q′[i] are set to Q[i].

{
Q′[i] +Q′′[i] = Q[i] if V [i] = 0,
Q′[i] = Q′′[i] = Q[i] if V [i] = 1.

Then, the trapdoor is generated by multiplying the com-
bined matrices in SKu, i.e. TD = {Mcom1Q

′, Xcom2Q
′′}.

Finally, the sub-enterprise u sends the trapdoor TDu to
the cloud with a parameter k to obtain the top-k related
files.

� Search.

When receiving a trapdoor from a sub-enterprises u,
the cloud server searches each secure index tree for the
results.

In the search process, greedy depth-first search
(GDFS) is used to search iterated on the secure index
tree Ts of each sub-enterprise. We present the search pro-
cess as Algorithm 1. The cloud server does not need to
consider whether the sub-enterprise is authorized or unau-
thorized, and only searches the secure index tree of each
sub-enterprise in turn. When searching, a k-element list
is always maintained. Each element in the list is a tu-
ple containing a file ID and the relevance score of the file
and TD, represented as ⟨FID, Score(Isv, TD)⟩. v repre-
sents the node in the secure index tree. In the beginning,
the score is set to a number slightly greater than 0 to
prevent unauthorized data from being included in the re-
sults. The elements in the SList are in descending order
of score, so the score in the k − th element is the small-
est. v.hchild and v.lchild are the two children of v, where
v.hchild has a higher score and v.lchild has a lower score.
The relevance score of a node in Ts and a trapdoor TD is
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Algorithm 1 Search

1: Input: the secure index trees Ts(the number of Ts is
m), k, the indicator matrices Mind, the trapdoor TD

2: Output: the list of search results SList
3: for (i = 1→m) do
4: Search(Ts, TD, Mind, k)
5: end for
6: Search(IndexTreeNode v, Trapdoor TD, int k)
7: if the node v is not a leaf node then
8: if Score (Iv, TD) >k-thScore then
9: Search(v.hchild, TD, k);

10: Search(v.lchild, TD, k);
11: else
12: return
13: end if
14: else
15: if Score (Iv, TD) >k-thScore then
16: Delete the last element in SList and insert the

new one;
17: Sort all the elements of SList;
18: else
19: return
20: end if
21: end if

calculated as follows.

Score(Isv, TD) = Isv · (MindTD)

= (MT
1 I ′v) · (MindM

T
com1Q

′) + (MT
2 I ′′v ) · (MindM

T
com2Q

′′)

= (MT
1 I ′v) · (M−1

1 Q′) + (MT
2 I ′′v ) · (M−1

2 Q′′)

= I ′v
T
M1M

−1
1 Q′ + I ′′v

T
M2M

−1
2 Q′′

= I ′v
T
Q′ + I ′′v

T
Q′

= Iv ·Q
= Score(Iv, Q)

From the above equation, we can see that the score of the
node in the secure index tree and the trapdoor of u is equal
to the score of the plaintext index vector and the plaintext
query vector, so the query correctness is guaranteed.

In a secure index tree, each element of the vector
stored by the root node is the largest in the tree. This is
very efficient when searching index trees of multiple sub-
enterprises because if the relevance score of the root node
and trapdoor in an index tree is less than the k-th score of
the current result list, the other nodes of the tree are not
traversed. If u is not authorized by the sub-enterprise,
when searching the index tree of the sub-enterprise,
{MindTD = MindM

T
com1Q

′,MindM
T
com2Q

′′} = 0⃗, which
means that the query vector is zero vector. Therefore, the
relevance score of the files belonging to the sub-enterprise
and the trapdoor are all equal to 0. The search results
returned by the cloud server do not contain any data of
the sub-enterprise. After searching the index tree of all

the sub-enterprises, the cloud server gets a final list of no
more than K files. Eventually, the cloud server returns
the files on the list to the sub-enterprise u in encrypted
form.

� FileEnc.

When receiving the search results Cr in encrypted form,
the sub-enterprise u decrypts them by the corresponding
secret key sko.

3.3 Dynamic Update

A conglomerate may dynamically adjust enterprise-scale
or architecture, such as the merger of sub-enterprises or
the establishment of new sub-enterprises. Due to dy-
namic adjustment, the secret keys of some sub-enterprises
will change. If the sub-enterprise goes bankrupt, its files
stored on the cloud are deleted, and its serial number is no
longer valid which can be given to a new sub-enterprise.
If two sub-enterprises merge, one performs the same op-
eration as bankruptcy and re-encrypts its files with the
secret key of the other sub-enterprise and uploads them.
If a new sub-enterprise is established, it can get a se-
rial number and generate its secret key (both query key
and file key) based on the system parameters. In the
initial stage of system setup, the conglomerate size can
be estimated, and the number of sub-enterprises can be
set to m+m′ which is larger than the conglomerate size
m. When a new sub-enterprise is established in the fu-
ture, the idle serial number can be chosen by it. Since
the number of sub-enterprises remains unchanged, the in-
dicator matrices of other sub-enterprises and the size of
SKu also remain unchanged.

As presented in Section 3.2, several redundant bits are
set n + n′ for dictionary updating. When a new file is
added, if it contains a keyword that is not in the dic-
tionary, the keyword can be added to the redundant bits.
Files are deleted in lazy mode, which means the dictionary
remains unchanged when a file deleting. After a long time
of update, the whole system needs to be updated, includ-
ing updating system parameters, system dictionary, and
TF and IDF values of each keyword. The sub-enterprises
generate the secret keys based on the new system param-
eters and re-encrypt the files to ensure security.

4 Security Analysis

In Section 2.4, we define the privacy goals in the SEDS
scheme. Now we demonstrate the security of the SEDS
scheme by analyzing it according to these goals. Note that
SEDS is presented in the known ciphertext model, which
is not secure enough in the known background model.
However, some approaches [3, 18, 21] can be directly ap-
plied to the SEDS to meet the known model under the
background of security.

� Data confidentiality
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The symmetric encryption algorithm such as AES is used
in SEDS to encrypt files. As long as the secret key sko
is not leaked to the cloud server, the ciphertext will not
be decrypted, and the data confidentiality is effectively
protected in SEDS.

� Index confidentiality

In SEDS, the index vector of each file is split and obfus-
cated into two vectors for generating the secure indexes.
Each sub-enterprise holds a different secret key SKo, and
only the authorized users can obtain the keys. As long
as the secret key SKo is kept confidentially, the cloud
server cannot learn the original information of the index.
In the known ciphertext model in [20], it is proved that
the attacker cannot learn the keywords or the TF and
IDF values in the indexes or queries from the search re-
sults. Therefore, index confidentiality is well guaranteed
in SEDS.

� Query unlinkability and query confidentiality

Like generating secure indexes, generating a trapdoor is
also a split and obfuscating of the query vector. In SEDS,
the sub-enterprise that needs to search has a secret key
SKu, as long as the SKu is not revealed, the cloud server
cannot know the specific keywords in the query. The
query confidentiality is well protected.

When generating a trapdoor, the query vector is first
randomly divided into two vectors, so different trapdoors
will be generated even if the same keyword is queried.
Therefore, query unlinkability can be realized. How-
ever, it is also possible for the cloud server to link to
the same query with the same search path and relevance
score. For accuracy in actual searches, SEDS does not
consider defending against such attacks. But there are
approaches [3,18,21] to resist, and SEDS can be enhanced
by introducing these approaches if needed.

5 Performance Analysis

The performance of the scheme is theoretically analyzed,
and experiments and analyses are carried out on real data
sets.

5.1 Theoretical Analysis

� IndexEnc

Each sub-enterprise constructs an index tree according
to the files to be outsourced and encrypts it to generate
a secure index tree. We assume that each sub-enterprise
has f files, so there are O(f) nodes to be encrypted. Each
node of the tree stores an index vector of length n+n′. So,
for each node, it takes O(n+ n′) time to split the vector
and O((n+ n′)2) time to multiply the (n+ n′)× (n+ n′)
matrix. As a whole, the time complexity of encrypting
the index tree of a sub-enterprise is O(f(n+ n′)2). Since
n′ is much less than n, we can also denote it as O(fn2).

� TrapGen

When generating the trapdoor, similar to index encryp-
tion, it takes O(n + n′) time to split the query vector.
The size of the combined matrices in secret key SKu used
to encrypting the query is ((m+m′)(n+ n′)× (n+ n′)),
so the time complexity of trapdoor generation is O((m+
m′)(n+ n′)2), which can be denoted as O(mn2).

� Search

When searching, we assume that there are m sub-
enterprise in the system, and the number of index trees
to search is also m. The number of leaf nodes that need
to be traversed of a sub-enterprise is represented as nv.
When calculating the relevance score, the time complex-
ity is O(m2(n + n′)). According to the structure of the
KBB-tree, the height of the tree is logf . Therefore, the
whole time complexity is O(m2(n + n′)nvlogf), and we
also denote it as O(m2nnvlogf).

5.2 Experimental Analysis

To test the efficiency of SEDS, we implement it using
the Python language on a real data set: the abstracts
of articles in arXiv. arXiv is a free distribution service
and an open-access archive for numerous scholarly arti-
cles. We choose 10000 articles from physics, mathematics,
computer science, and other fields. First, we consider a
special case that each sub-enterprise holds the same files.
Without losing generality, we also consider that each sub-
enterprise holds files from different fields and compare the
time cost of the two cases. The experimental results of
TndexEnc and TrapGen are obtained with an Intel Core
i5-4200M CPU (2.50GHz) and 4GB memory, while the
results of Search are obtained with an Intel Core i7-7700
CPU (3.6GHz) with 64GB memory to simulate a cloud
server.

� IndexGen

Figure 3 shows the time cost of a sub-enterprise encrypt-
ing the index tree. In Figure 3(a), the number of files is
fixed to 600, and the number of keywords in the dictio-
nary is set from 200 to 1000. The redundant bits n′ is set
to 10%n, that is, if the dictionary size n=600, the index
length is n + n′ = 660. From Figure 3(a), it can be ob-
served that the time cost for a sub-enterprise to generate
the secure index tree is approximately proportional to the
number of keywords in the dictionary.

In Figure 3(b), the number of keywords in the dictio-
nary is fixed to 600, while the number of files varies from
200 to 1000. The time cost of encrypting the index tree is
nearly linear with the number of files. Therefore, the time
to run IndexEnc depends on the number of keywords in
the dictionary and the number of files.

� TrapGen

The time cost of generating a trapdoor by a sub-enterprise
in the system is presented in Figure 4. The number of sub-
enterprises in the group is set to 1, 10, 100, which can be
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Figure 3: Time cost for IndexEnc

applied to small enterprises without sub-enterprises, small
group enterprises, and large-scale group enterprises. In
Figure 4(a), the number of keywords in the dictionary is
fixed to 600, and it can be observed that the number of
keywords in the query has little influence on the time cost
of generating a trapdoor, so that plenty of keywords can
be searched.

In Figure 4(b), the number of keywords in the query
is fixed to 30, the dictionary size is set to 200 to 1000. It
indicates that the time of TrapGen grows with the number
of keywords in the dictionary.

Both Figure 4(a) and 4(b) demonstrate that the more
sub-enterprises in the group, the more time taken to gen-
erate the trapdoor. Because the size of the secret key
SKu used to generate the trapdoor is proportional to the
number of sub-enterprises.

� Search

Figure 5 illustrates that the time to run Search varies
with the number of keywords in the query, the number of
keywords in the dictionary, and the number of files per
sub-enterprise.

In Figure 5(a), the number of keywords in the dic-
tionary is fixed to 600 and the number of files per sub-
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Figure 4: Time cost for TrapGen

enterprise is fixed to 600. When the number of keywords
varies from 10 to 50, the time of searching remains con-
stant.

In Figure 5(b), the number k of files retrieved is fixed
to 60 and the number of files per sub-enterprise is fixed
to 600. It can be indicated that the time cost of Search
grows with the dictionary size. The reason is that the
length of the secure index vector and trapdoor both are
proportional to the number of keywords in the dictionary.

In Figure 5(c), the number k of files retrieved is fixed
to 60 and the dictionary size is fixed to 600. It can be
observed that the time cost of searching is nearly linearly
with the number of files per sub-enterprise, because more
files mean more operations of calculating the inner prod-
uct will be performed. The files of each sub-enterprise
are set to be the same, and the sub-enterprise acts as the
data user has the secret key of all the sub-enterprises, so
the index tree of each sub-enterprise is traversed in the
search process. In practice, the main business of each
sub-enterprise is different, and the sub-enterprise as data
user may has secret keys of several sub-enterprises, so the
search time is much lower.

From both sub-figures of Figure 5, it can be observed
that the time for searching grows with the number of sub-
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Figure 5: Time cost for search

enterprises in the group. Because more sub-enterprises
own more files, which means more operations to com-
pute the inner product, and the length of the trapdoor
is also related to the number of sub-enterprises. However,
Search is implemented by the cloud server with huge com-
puting power. So, it will take less time in practice and
not be a burden on each sub-enterprise.

� Comparison on different data sets

We test the time cost of the three algorithms in this part.
The number of sub-enterprises in the system is set to 10,
and the articles are classified into 10 fields and each field
belongs to a sub-enterprise. The number of keywords in
the dictionary is set to 600, the number of files per sub-
enterprise is set to 600, and the comparison is shown in
Table 2. It can be observed that the time cost of Search
is much lower if each sub-enterprise holds articles from
different fields, which is closer to the practical. The time
cost of IndexEnc is relatively long, but it is a one-time
operation, so it can be accepted by the sub-enterprises.
The time cost of TrapGen and Search is in milliseconds,
which is very efficient.

Table 2: Time cost comparison

DataSet IndexGen TrapGen Search

Unclassified 4.19s 5.04ms 20.43ms
classified 4.19s 5.04ms 6.01ms

6 Conclusions

This paper proposes a secure enterprise data search
scheme named SEDS to solve the problem of secure data
storage and search in the cloud for group enterprise. In
this scheme, each sub-enterprise generates a secure index
and stores it on the cloud server. The authorized sub-
enterprise can generate a trapdoor to search the top-k
related files. Through security and performance analy-
sis, SEDS scheme can be applied to search the enterprise
group data on the cloud securely and effectively. In this

paper, text search is mainly considered, but enterprise
data also contains a large number of images such as design
drawings. Therefore, we will focus on the secure search
on other forms of data such as images in the future.
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Abstract

Security situational analysis element extraction is the
bottom layer of the Industrial Internet security situa-
tional visualization and early warning model. It is also
the basis of Industrial Internet security situational aware-
ness. However, the limitations of traditional situational
analysis element extraction methods for multi-featured,
high-dimensional nonlinear data processing capabilities
lead to imprecise and inefficient situational analysis
element extraction. In response to the above problems,
this paper establishes an Industrial Internet security pos-
ture element extraction model based on the traditional
network security posture element extraction model. It
proposes an Industrial Internet security posture analysis
element extraction method based on SDAE-IRF. SDAE
is used to extract features from the original input data
by a series of nonlinear transformations, IRF filters the
base classifier, the original random forest algorithm is
improved by using weighted majority voting, and the
final classification results are obtained by training the
reduced-dimensional data for classification. On this
basis, experimental validation of the effectiveness of the
proposed method is carried out in this paper using a
natural gas pipeline dataset. The experimental results
show that compared with the traditional security situa-
tional analysis element extraction method, the method
achieves dimensionality reduction processing and feature
extraction of Industrial Internet security data, which
effectively improves the efficiency and accuracy of the
industrial Internet security situational analysis element
extraction method.

Keywords: Denoising Autoencoder; Element Extraction
Method; Improving Random Forests; Industrial Internet;
Security Situation Analysis

1 Introduction

The Industrial Internet is a concept that combines indus-
trial systems and Internet technologies, a new product
that highly integrates global industrial technologies with
advanced computer technologies, analytics, sensor tech-
nologies, and networking technologies [18].

The Industrial Internet breaks through the relatively
occludable environment of the traditional industrial sys-
tem and connects all systems and production units to the
external network, with the consequent exposure of defects
in the production system to the Internet [9]. Since pro-
duction equipment systems are usually continuous and
used for a long time, the resulting defects cannot be reg-
ularly repaired and updated, making them vulnerable to
network attacks and thus posing an increasing threat to
the security of the enterprise. If a safety accident occurs,
it will not only cause huge economic losses but also en-
danger public security.

The core computer network of the Guri hydroelectric
power plant in Venezuela was maliciously attacked in
March 2019, and approximately 30 million people were
affected by the power outage [22]. In January 2020, Iran
created ransomware called Snake, which is a malicious
attack that specifically targets network systems in the in-
dustrial sector and not only deletes the volume of shadow
copies of computers but also kills industrial control pro-
cesses such as SCADA, causing serious damage to indus-
trial systems [19].

With security incidents of different scales occurring
from time to time, it is evident that industrial Internet
security is as urgent as a star, and there is a growing
demand for new technologies to achieve real-time moni-
toring and early warning of network security conditions.
Industrial Internet security situational awareness technol-
ogy is a new security technology that can quantitatively
and qualitatively assess the current and future network se-
curity situation and monitor and alert it in real time [16].
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The accuracy of the situational analysis element ex-
traction will have an important impact on the overall per-
formance of the entire industrial network security assur-
ance system. The main purpose of situational analysis ele-
ment extraction is to remove redundant data and extract
potentially valuable situational elements [20], This pro-
vides a data basis for the next step of situational analysis
and situational visualization and warning. Zhang Xin [23]
addressed the sample imbalance problem by using a con-
volutional neural network as the base classifier, extracting
deep features in the network, and using GAN to generate
adversarial network extensions to overcome the sample
imbalance problem and effectively improve the classifica-
tion accuracy of cyber security posture elements. A new
way of thinking is proposed for the problems of incom-
plete data features and implied relationships between data
packets in the current network security posture element
extraction.

Lu-zhe Cao [2] proposed a method combining CNN
and BiLSTM for situational element extraction, which
extracts the temporal and spatial features of the data in
both time and space while mining the hidden relation-
ships between the data, which extracts the features of
the data more comprehensively and improves the effect of
situational element extraction.

Gyoung S. Na [15] proposed a feature extraction
method based on an unsupervised subspace extractor,
which does not require any rigorous assumptions on the
data from any auxiliary information and, in addition,
uses subspaces that can be found generated from non-
linear combinations of input features and automatically
determines the optimal dimensionality of the subspace
given the nonlinear combinations. Although researchers
at home and abroad have conducted a lot of researches on
network security situational element extraction methods,
when faced with multi-featured, high-dimensional nonlin-
ear data their limitations lead to certain limitations in
their processing capabilities, resulting in imprecise and
inefficient extraction of situational analysis elements [7].

To address the above issues, this paper analyzes the
status of situational extraction in the industrial Internet
environment by studying and analyzing the feature ex-
traction and classification methods in situational analysis
element extraction methods [24].

Using the effectiveness of feature extraction and the
strengths and weaknesses of classification algorithms as
evaluation metrics for situational analysis element extrac-
tion methods. Using a noise-reducing self-encoder algo-
rithm to select redundant data in the dataset for rejec-
tion. Secondly, by improving both the selection of clas-
sifiers and the voting method of the traditional random
forest classification algorithm, the extracted features can
be accurately classified, thus providing a more accurate
method for the extraction of situational analysis elements
to a certain extent.

2 Industrial Internet Security
Posture Analysis Element Ex-
traction Model

In this section, we introduce an element extraction model
and specific extraction method design for industrial In-
ternet security situation analysis.

2.1 Extraction Model

According to the working principle of industrial Internet
security situational analysis element extraction, the ex-
traction model of industrial Internet security situational
analysis elements established in this paper is shown in
Figure 1. The model starts by obtaining the raw data
from the industrial Internet and performing preprocess-
ing operations on it [10], where the data are digitally
transformed and normalized. Because this dataset con-
tains three non-numeric types of data, and there is usu-
ally a large amount of extreme difference between the in-
dividual feature quantities in the dataset, direct experi-
ments on the original data would lead to a decrease in
the speed of solving the optimal solution of the algorithm
and a decrease in the classification accuracy [3]. Finally,
the SDAE-IRF factor extraction method proposed in this
paper is used to extract and classify the features of the
pre-processed data to obtain the set of analysis factors
required for situational analysis.

Figure 1: Industrial Internet security posture analysis el-
ement extraction model

2.2 Extraction Method Design

Since the stacked noise reduction self-encoder algorithm
(SDAE) has good complex function approximation capa-
bility, it has good feature learning capability for a large
amount of data, and can effectively select important at-
tributes and remove redundant attributes. Moreover, the
Improved Random Forest algorithm (IRF) can improve
the overall classification accuracy and generalization abil-
ity by filtering the base classifiers from both the classi-
fication accuracy and diversity of the base classifiers for
the random forest against the drawback that the tradi-
tional random forest has direct majority voting for the
base classifiers and ignores the impact of redundant clas-
sifiers on the overall classification accuracy. And because
its model training time is short and the matching abil-
ity is extremely strong, especially for big data, this paper
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Figure 2: Block diagram of SDAE-IRF extraction method

combines the two algorithms for industrial Internet se-
curity situational analysis element extraction, and finally
obtains the extraction results of situational analysis ele-
ments. The overall framework of the extraction method
is shown in Figure 2.

As can be seen from Figure 2, the processed data are
fed into the noise-reducing self-encoder algorithm for di-
mensionality reduction and feature extraction to obtain
attributes with higher importance and remove redundant
attributes with poor complementarity. These features are
then fed into the improved random forest algorithm to
generate a certain number of base classifiers, and then
the base classifiers with higher classification accuracy are
filtered out, and then the final classification results are
obtained by doing weighted voting on the base classifiers.

3 SDAE-IRF Based Element Ex-
traction Method for Situational
Analysis

3.1 Noise-cancelling Self-encoder SDAE

Autoencoder (AE) is an unsupervised neural network
structure, which has a three-layer structure, bounded by
the hidden layer, the lower input layer is the encoder (en-
coder), and the upper output layer is the decoder (de-
coder). Its structure is shown in Figure 3. In the hidden
layer, the input information is first encoded and then the
input data is reconstructed [21]. The reconstruction error
between the output information and the input informa-
tion is made close to the minimum value, to obtain an
abstract representation of the data.

Figure 3: The architecture of AE for feature extraction

Suppose the number of neurons in the input layer
and hidden layer of the encoder are Di and Dh re-
spectively. Given a set of unlabeled datasets X =
{x1, x2, ..., xn} , xi ∈ Rn.The training process consists of
two parts: an encoder and a decoder. During the encod-
ing process, the encoder uses the mapping function fθ to
transform the input vector xi into the hidden layer vector
through a series of nonlinear mapping changes As shown
in Formula (1).

h(xi) = fθ(xi) = f(W1xi + b1). (1)

Among them, the parameter set θ = {W, b}, W1 ∈
RDi×Dh which represents the encoding weight matrix,
b1 ∈ RDh is the offset vector.

In the decoding process, the mapping function gθ is
also used to linearly map the hidden layer vector h to
reconstruct the input vector xi, and obtain the output
vector z as shown in Formula (2).

Zi = gθ(h(xi)) = W2h(xi) + b2 (2)

Among them, the parameter set θ = {W2, b2} The de-
coding weight matrix is represented by W2 ∈ RDh×Di ,
b2 ∈ RDi represents the offset vector.

From the above training model, the main task of the
autoencoder is to minimize the reconstruction error of the
input vector x and the output vector z by adjusting the
relevant parameters of the encoder and decoder. That is,
the cost function of input and output is minimized [17].
The cost function is defined as Formula (3).

J(W, b) =

[
1

n

n∑
i=1

(
1

2
∥zi − xi∥2

)]
+

λ

2

mi−1∑
l=1

mi∑
i=1

mi+1∑
j=1

(
W

(l)
ij

)2
(3)

The first part of the above formula is the mean square
error term, and the second part is the regularization term,
which aims to reduce the size of the weights to prevent
overfitting. λ the regularization coefficient [11].By mini-
mizing the cost function J(W, b), the relevant weight ma-
trix W and the offset vector b can be obtained.

The essence of traditional autoencoders is to make the
original input data and reconstructed output data equal
by learning a nonlinear mapping. The biggest problem
with this mapping directly obtained by encoding and de-
coding is that when the features of the test samples and
training samples are not completely in the same feature
space, especially the main features are not in the same
feature space, the training effect is relatively poor, and
the generalization ability is not good [8]. Compared with
the traditional auto-encoder, since the sample space of
the noise reduction auto-encoder (SDAE) is destroyed, it
obtains a better feature expression during the training
process of learning to remove the noise data and recon-
struct the original sample space, and the generalization
ability is also better outstanding. In terms of parameter
adjustment, this paper studies the selection of the number
of hidden layer nodes in the SDAE module determines the
optimal parameters, and improves the efficiency of feature
extraction.
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Figure 4: Structure diagram of denoising autoencoder

As shown in Figure 4, SDAE realizes the abstract fea-
ture representation of the original data by stacking multi-
ple denoising autoencoders and reconstructing the input.
This means that it trains the first hidden layer with input
data and then takes the input of the first hidden layer as
the first input of the second hidden layer until the desired
data representation is completed [12].

Add noise to the original input data via random
mapping:x̃ → q(x̃ | x), and map it to a hidden layer
representation as shown in Formula (4).

h = fθ(x̃) = f (W1x̃i + b1) . (4)

The input data is reconstructed using the same recon-
struction method as the autoencoder as shown in For-
mula (5).

Zi = gθ(h) = W2h+ b2 (5)

Likewise, the denoising autoencoder parameters {θ, θ′}
are obtained by minimizing the cost function as shown in
Formula (6). Considering that SDAE is a stack of multi-
layer denoising encoders, Wall represents the weight ma-
trix of the stacked denoising autoencoder network, and
ball represents the offset vector matrix [1].

Wall, ball = argmin
θi,θ′

J(W, b) (6)

l ∈ {1, . . . , L} represents the number of hidden layers
of SDAE, hl represents the output vector of layer l, Wl is
the weight of the layer l, and bl Indicates the offset of the l
layer, Using SDAE pre-training, the final output features
can be obtained as shown in Formula (7).

hl+1 = f (Wl+1 + bl+1) . (7)

where f(x) is the activation function, hl+1 representing
the final output feature.

The above is the training process of a single-layer de-
noising autoencoder. The feature extraction module in
this paper is trained by stacking multiple denoising au-
toencoders, and the training process is similar to a single-
layer denoising autoencoder: After reconstructing the fea-
tures of the first layer, they are input to the next layer
as a hidden layer for information training, and this pro-
cess is repeated until the end of the training. After the

multi-layer training is completed, the model obtains fea-
tures that are good enough to represent the original in-
put data, but the denoising autoencoder cannot yet deal
with classification problems. Generally speaking, a spe-
cific classifier needs to be added to the bottom layer for
classification.

3.2 Improved Random Forest Algorithm
IRF

The SDAE algorithm completes the first step of factor ex-
traction for industrial Internet security situation analysis
and feature extraction. However, feature extraction ul-
timately deals with classification problems, so the model
needs to design a classifier at the bottom of SDAE. In
this paper, IRF is used as the underlying classifier, mainly
based on the following points: the traditional classifica-
tion algorithm with high accuracy is not high in process-
ing ability of large-scale data; the algorithm with better
processing time often has higher requirements for data
preprocessing. The IRF algorithm decomposes the classi-
fication problem of large-scale data into small-scale prob-
lems processed by each sub-classified, thereby achieving
fast and accurate classification. And the algorithm im-
proves the original random forest algorithm from the se-
lection of the base classifier and the voting method. Com-
pared with the original random forest algorithm, the se-
lected base classifier has higher classification accuracy, the
voting method for the base classifier is more scientific, the
implementation is relatively simple, and the application
field is wide. The basic steps of the original random forest
to achieve classification are shown in Figure 5.

Figure 5: Original random forest classification diagram

Summarize the overall classification steps of the ran-
dom forest algorithm from Figure 5:

1) The randomness of the sample: The original
dataset is divided into two parts according to
a certain principle [4], one part is used for
training and the other part is used for testing.
D = {(x1, y1) , (x2, y2) , · · · , (xn, yn)} is the training
dataset, The bootstrap algorithm is used to randomly
select the same number of samples as the original
data from the sample set, and implement random
sampling with replacement to obtain a training sub-
set;
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2) Randomness of features: from all the attribute fea-
tures of each set of training subsets, randomly select
K features, and select the best segmentation tree as
a node to build M decision trees. There is no corre-
lation between ;

3) Repeat the operation of Step (2) for each generated
decision tree so that a single decision tree with a bet-
ter effect can be generated;

4) The M decision trees form a random forest, and the
classification of data is determined in the form of
voting. The voting mechanism includes a one-vote
veto system, a majority voting method, a weighted
majority voting method, etc. The majority voting
method is shown in Formula (8):

H(X) = argmax

k∑
i=1

I (hi(X) = Y ) (8)

where H(X) represents the final output element in
the random forest algorithm, hi represents the voting
result of a single decision tree, and I(.) represents an
indicative function.

For the improved random forest algorithm, the com-
plementarity and independence between each group of
base classifiers affect its classification effect and efficiency.
Therefore, the first problem to be solved in the selection
of base classifiers is how to remove classifiers with sim-
ilar classification results [5]. This paper adopts a pair-
wise diversity measurement method that only focuses on
the proportion of samples with different classifications be-
tween the two groups of classifiers. First, introduce the
following symbols: Assuming that k base classifiers are
established, where Ci and Cj(i, j = 1, 2, 3 . . .K, i ̸= j) are
any two different base classifiers in the base classifier, As
shown in Table 1. N11 (N00) is the number of elements of
industrial Internet security situation analysis that both
classifiers classify right (wrong), N10 (N01) is the num-
ber of situation analysis elements with one right and one
wrong in classification.

Table 1: Classification results of the two classifiers

Ci
Cj

1 0
1 N11 N10

0 N01 N00

From Table 2, the total amount of the situation anal-
ysis elements of the two base classifiers can be calculated
as shown in Formula (9).

K = N11 +N00 +N10 +N01 (9)

The inconsistency measure of classifier classification re-
sults is concerned with the samples of different classifica-
tion results produced by the two classifiers Ci and Cj for

the same feature classification, The inconsistent formu-
lation between these two classifiers is shown in the For-
mula (10).

Cij = (N10 +N01) /K (10)

It can be seen from the above formula that the more
data points with different classification results between
the two classifiers, the greater the mutual dissimilarity be-
tween the two classifiers, and the value range is between
[0, 1].where Cij is a classifier with similar classification re-
sults. After selecting the random forest classifier inconsis-
tency index, the base classifier with the best performance
can be obtained, thereby improving the classification ac-
curacy of the random forest algorithm as a whole.

The voting method adopted by the original random
forest is to perform a majority vote on all base classifiers
with equal weights to obtain the extraction results of the
final situation analysis elements [14]. In this way, the
differences between different base classifiers are ignored,
and there will always be a wrong voting phenomenon of
the base classifiers with poor performance, which will fi-
nally affect the final classification result of the random
forest algorithm. The weighted majority voting method
is the most intuitive and commonly used comprehensive
method. Through the weighted voting method, a larger
voice can be assigned to a classifier with better perfor-
mance. The relationship between the weight of each base
classifier and the classification accuracy of the correspond-
ing base classifier is shown in the Formula (11).

W = ln
pi

1− pi
, (i = 1 . . .K) (11)

where pi is the classification accuracy of the ith base clas-
sifier, W is the weight corresponding to the pi accuracy,
In this paper, the above formula is used to calculate the
weight of each base classifier after selection, and the cor-
responding formula between the final classification result
and the weight is shown in Formula (12).

final (x) = argmax

 ∑
m∈K,ftree m(x)=i,i=1,2,...,n

Wm

 (12)

where final is the final classification result, i is the
number of categories, and m is the base classifier, Im-
prove the overall classification effect by changing the vot-
ing method of the base classifier.

4 Experiments and Analysis of
Results

4.1 Experimental Environment and
Dataset

The experimental programming environment in this pa-
per is Python 3.6 under Windows 10, and PyCharm Com-
munity 2017 is selected as the programming platform. In-
tel Core i7-6500U CPU 2.50GHz, 16GB RAM, The re-
lated algorithms are implemented with the help of the
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Table 2: The corresponding relationship between data types and labels

Types of attacks A detailed description The label
Normal Normal data 0
NMRI Simple malicious response injection attack 1
CMRI Complex malicious response injection attacks 2
MSCI Malicious status command injection attack 3
MPCI Malicious parameter command injection attack 4
MFCI Malicious function command injection attacks 5
DoS Denial of service attack 6
Recon Reconnaissance attacks 7

machine learning library sci-kit-learn. The data set is
selected from the public natural gas pipeline SCADA sys-
tem data set. The data set contains a total of 274,628
instances, 26 dimension features, and a label column, and
the category label contains seven different types of at-
tacks.

Because the number of data samples in the data set
is huge, it is difficult to conduct experimental research,
so this paper randomly selects 5000 data from the origi-
nal data set as experimental data for experiments. Select
4/5 of the experimental data as the training set and 1/5
of the data set as the test set [6]. Among them, 3137
normal data are extracted, 158 simple malicious response
injection attack data, 783 complex malicious response in-
jection attack data, 42 malicious status command attack
data, 406 malicious parameter command injection attack
data, and malicious function command injection attack
data 19, 87 denial of service attack data, and 368 recon-
naissance attack data.

4.2 Analysis of Experimental Results

To verify the effectiveness of this paper’s industrial In-
ternet security situation analysis factor extraction algo-
rithm, this paper selects the accuracy rate and the false
alarm rate as the performance indicators. The classifica-
tion accuracy refers to the ratio between the number of
correctly divided samples and the number of all samples.
The higher the classification accuracy, the better the per-
formance of the method; The false alarm rate refers to the
ratio of the number of wrong samples in the number of
detected positive samples to the total number of samples.
The lower the value of the false alarm rate, the better
the performance of the method. The calculation of the
correct rate and false alarm rate is shown in Formula (13)
and (14).

Accuracy =
TP + TN

TP + TN + FP + FN
(13)

Error =
FN

TP + FN
(14)

Among them, TP is positive, indicating that the clas-
sification result is a positive sample, which is a positive

sample; FP is a false positive, indicating that the clas-
sification result is a positive sample, but it is a negative
sample; TN is a true negative, indicating that the clas-
sification result is a negative sample, which is a negative
sample; FN is a false negative, indicating that the clas-
sification result is a negative sample, which is a positive
sample. In this paper, anomalous attacks in the dataset
are set as positive samples.

Reference [13] discussed the training strategy of the
deep neural network and pointed out that the increase in
the number of network layers can enhance the represen-
tation learning ability of the denoising autoencoder, but
too many layers will also lead to the reduction of the gen-
eralization of the network. Therefore, it is very important
to choose the appropriate number of layers to construct
the SDAE network structure.
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Figure 6: Comparison of SDAE feature extraction algo-
rithms at different levels

In this paper, the SDAE method with coding layers 2,
3, and 4 layers is used to extract the situation analysis el-
ements from the original data set. The performance com-
parison of the SDAE structure algorithm and BP feature
extraction algorithm of different layers is shown in Fig-
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ure 6. 2-SDAE-BP represents the BP algorithm with two
hidden layers, 3-SDAE-BP represents the BP algorithm
with three hidden layers, and 4-SDAE-BP represents the
BP algorithm with four hidden layers.

As shown in Figure 6, when the number of hidden lay-
ers is 2, the advantage of the algorithm is not obvious
compared with the BP algorithm. This is because when
the number of hidden layers is small, the learning data
reconstruction ability of the algorithm is not high, result-
ing in the feature information of the situation analysis
elements cannot being sufficiently extracted. Due to the
increase in the number of hidden layers, it is obvious that
the feature learning ability of the algorithm is enhanced,
and the extraction accuracy is also significantly improved.
However, the extraction accuracy of the 4-SDAE-BP al-
gorithm in the figure is slightly lower than that of the
3-SDAE-BP algorithm. This is because when the num-
ber of hidden layers increases, there are a large number
of nonlinear transformations between layers, resulting in
the existence of feature information of situation analy-
sis elements. A certain loss is inevitable, and this loss
is unavoidable, thereby reducing the accuracy of feature
extraction. Therefore, this paper uses the 3-SDAE-BP al-
gorithm with three hidden layers to extract the situation
analysis elements from the original data set.

To verify the effectiveness of the IRF classification algo-
rithm in this paper, Table 3 and Table 4 compare the two
evaluation indicators of classification accuracy and false
alarm rate obtained by different classification methods.

Table 3: Classification accuracy data of different methods

Attribute
Classification accuracy(%)

Literature [22] Literature [5] This paper
5 91.39 95.83 98.80
11 93.08 92.94 98.64
13 92.62 94.46 96.02
17 91.87 93.20 97.51

It can be seen from the data in Table 3 that when
the number of attributes is 17, the average classification
accuracy of the literature [22] method is 82.46%, The av-
erage classification accuracy of the literature [5] method
is 85.78%, while the average classification accuracy of
the IRF classification method in this paper is as high as
94.52%. The main reason is that the generated base clas-
sifiers are screened based on the original random forest,
and the base classifiers with similar classification results
are removed, thereby improving the classification accu-
racy of the classification algorithm as a whole.

From the data in Table 4, it can be seen that the false
alarm rate of the classification algorithm IRF in this paper
for different categories of attacks in the data set is lower
than that of the literature [22] method and the literature
[5] method. The voting of the controller has also been
improved from the original majority vote to the weighted
vote, thereby effectively reducing the false positive rate.

Figure 7 below represents the comparison graph of the
correct rate of attack extraction for seven different types

Table 4: False positive rate data for different methods

Category
False alarm rate(%)

Literature [22] Literature [5] This paper
Normal 12.6 13.2 2.1
NMRI 0.9 0.7 0.4
CMRI 0.8 0.6 0.5
MSCI 1.4 1.2 1.1
MPCI 2.8 4.7 1.6
MFCI 4.7 3.5 2.3
DoS 16.0 18.0 17.8
Recon 7.6 5.3 4.1
Weight 9.5 8.2 6.7

of attacks, including no-attack traffic, NMRI, CMRI,
MSCI, MPCI, MFCI, DOS, Recon, for the three posture
analysis element extraction methods of literature [22], lit-
erature [5] and the method in this paper, The different
shaped bars in the figure represent different methods, the
horizontal coordinates indicate the different types of at-
tacks, and the vertical coordinates indicate the correct
rate of situational analysis element extraction.

Figure 7: Extraction accuracy of different attack types

As shown in Figure 7, five different bar graphs rep-
resent the situation analysis element extraction method
SDAE-IRF, convolutional neural network CNN and
LSTM original situation element extraction method, in-
formation gains Random forest (IG-RF) situation element
extraction method, KNN situation element extraction
method, and SVM situation element extraction method
respectively. It can be seen from the figure that the sit-
uation analysis element extraction algorithm SDAE-IRF
in this paper is effective against normal data (Normal),
complex malicious response injection attack (CMRI), ma-
licious state command injection attack (MSCI), malicious
parameter command injection attack (MPCI), The ex-
traction of malicious function command injection attack
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(MFCI), denial of service attack (DoS), and reconnais-
sance attack (Recon) is good, but the extraction of simple
malicious response injection attack (NMRI) is not ideal,
because This type of attack is sensitive to the sample data
values used, resulting in poor extraction results. From the
overall trend, the SDAE-IRF proposed in this paper has
a better extraction effect among the above 5 algorithms,
and its performance is relatively stable. Compared with
other traditional machine learning algorithms, the accu-
racy has been significantly improved.

5 Conclusions

This paper first conducts systematic modeling for the ex-
traction of industrial Internet security situation analysis
elements. From the extraction model diagram in this pa-
per, it can be seen that the performance of the situation
analysis element extraction method will directly affect
the dimension of the situation analysis element set, and
it will also affect the security of the industrial Internet.
Situational analysis results play a key role. Therefore,
this paper designs a situation analysis element extrac-
tion method based on SDAE-IRF. Finally, through exper-
iments, the performance of different levels of the SDAE
structure feature extraction algorithm, the classification
performance of different situation analysis element extrac-
tion methods, and different extraction algorithms are used
to evaluate the attack type extraction efficiency. Com-
parative analysis. The experimental results show that
the method used in this paper is an effective method for
extracting the elements of situation analysis, which over-
comes the limitations of the traditional method of extract-
ing situation elements in the processing of multi-feature,
high-dimensional and nonlinear data and the elements of
situation analysis. It is difficult to extract inaccurate and
low efficiency. It is more conducive to the development
of the extraction of industrial Internet security situation
analysis elements and provides data support for the sub-
sequent industrial Internet security situation analysis and
situational early warning work, but there are still short-
comings. Improving the efficiency of the algorithm and
reducing the demand for storage space is the focus of the
next phase of research work.
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Abstract

Adversarial training can effectively defend against the im-
pact of adversarial attacks on deep neural networks but
suffers from poor generalization ability and low defense
efficiency. To address this problem, this paper proposes a
method combining meta-learning with adversarial train-
ing to enhance the robustness of deep neural networks.
Firstly, a training dataset containing adversarial exam-
ples and clean examples is constructed, and conduct ad-
versarial training on the deep neural network. Secondly,
the features extracted from the adversarial training are
learned using the meta-learning method, and the prob-
lem of the need to continuously input a large number of
adversarial examples for training in adversarial training is
solved by using the feature that meta-learning has strong
adaptability in the face of new tasks. Experimental re-
sults show that this method can improve the robustness
of deep neural networks and effectively resist standard
classes of adversarial attacks.

Keywords: Adversarial Training; Adversarial Attack De-
fense; Meta-learning; Neural Networks; Robustness Stud-
ies

1 Introduction

Deep neural networks play an increasingly important role
as deep learning is applied to an increasingly wide range of
scenarios. For example, it has shown good performance in
autonomous driving [22,26], medical image analysis [1,27]
and image recognition [31]. However, research and practi-
cal applications have shown that deep neural networks are
vulnerable to adversarial attacks [6,10], and are deceived
by adversarial examples to produce wrong results. During
the training phase of a deep neural networks, the attacker
attacks by modifying the training dataset, changing the
characteristics of the input data or the data labels. In the
testing phase of deep neural networks, white-box attacks
and black-box attacks can be used, where white-box at-
tacks are performed by obtaining the structure of deep

neural networks to generate adversarial examples, and
black-box attacks are performed by querying the struc-
ture of network models and exploiting the transferability
between adversarial examples.

In response to the vulnerability of deep neural networks
to adversarial example attacks, researchers have succes-
sively proposed a variety of defense methods, which are
mainly divided into three categories. The first category
is data preprocessing, such as adversarial example denois-
ing [29] and data compression [14], which are computa-
tionally fast and do not require modification of the net-
work structure of the model. The disadvantage is that
when modifying the input examples, the high-frequency
information of the examples will be lost, making the net-
work model unable to extract the correct feature regions
and leading to the wrong classification of the neural net-
work. The second category is to enhance the robustness
of deep neural networks, such as adversarial training [8]
defensive distillation methods [17] and deep compression
network [7]. Such methods improve the stochasticity of
the network model and the cognitive performance of the
network to a certain extent. but their defensive efficiency
decreases significantly if specific attacks are performed on
a particular network. The third category of methods is
the detection of adversarial examples before they are fed
into the deep neural network, such as based on Generative
Adversarial Network (GAN) [23], based on MagNet [16]
and Defense Perturbation [21]. These methods have good
generalization ability and good defense against black and
gray box attacks in particular, however, their performance
decreases substantially in the case of white box attacks.

For the second category of defense methods in the ad-
versarial training defense mechanism, which serves as one
of the most promising defense methods to improve the
robustness of deep neural networks [13], it is necessary to
add newly emerged adversarial examples to the training
set for adversarial training in the face of never-appeared
adversarial examples, and this method to improve the ro-
bustness of deep neural networks through violent training
has the problems of long training time and poor gen-
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eralization ability. To tackle this problem, this paper
proposes an adversarial training defense method that in-
troduces meta-learning technology, combining adversarial
training with meta-learning method, and using the char-
acteristics of meta-learning with strong generalization and
high recognition accuracy to solve the problem of poor
generalization of adversarial training.

A brief overview of our contributions is as follows:

1) Application of meta-learning methods to the adver-
sarial training process of deep neural networks to en-
hance the robustness of deep neural networks;

2) The method is not only effective in defending against
adversarial samples, but also has no impact on the
accuracy of clean samples, which are the original data
set, not generated by the adversarial attack algo-
rithm;

3) The method can still maintain high accuracy with
strong generalization in the face of unprecedented ad-
versarial examples;

4) The method is not only applicable to white-box at-
tacks, but also has strong defense capability in the
face of black-box attacks.

This paper is organized as follows: The seco section re-
views related work. The third section describes the Meta-
adversarial training (Meta-adv training) defense method.
The fourth section conducts the experimental design as
well as the analysis of the results. Finally, the full paper
is summarized in section fifth.

2 Related Work

2.1 Adversarial Attacks

Kurakin et al. [10] proposed the Basic Iterative Method
(BIM) method, where the generated perturbations are
added to the input image multiple times incrementally
through multiple iterations along the direction of the
gradient and the gradient direction is recalculated af-
ter each iteration. Carlini and Wagner [2] proposed
the Carlini and Wagner (C&W) method to generate
adversarial examples using the Adam-Optimizer opti-
mizer. Moosavi-Dezfooli et al. [19] proposed the Deep-
Fool method, which is based on a binary classifica-
tion problem where the minimum perturbation vector
added is the vertical distance vector between x0 and the
straight line. Xie et al. [30] proposed Diverse-Input-
Iterative FGSM(DI2FGSM) and Momentum-Diverse-
Input-Iterative FGSM(MDI2FGSM), where DI2FGSM
performs a random transformation of the image with
probability p during the generation of the adversarial ex-
ample, MDI2FGSM method improves the efficiency of the
attack by adding momentum to the DI2FGSM method to
avoid local maximums.

Figure 1 illustrates the different adversarial examples
and observes the differences between them from a visual

perspective and finds that the effect of the added adver-
sarial perturbations is not significant. However, their
pixel values are displayed in three-dimensional coordi-
nates for comparison, as shown in Figure 2, where yellow
indicates the pixel value is higher and blue indicates the
pixel value is lower, and it can be seen that the adver-
sarial examples after adding the perturbation differ from
the normal examples in terms of pixel intensity, and the
pixel values of the clean examples are smoother compared
to the adversarial examples. For example, the pixel val-
ues of the adversarial examples generated by the BIM
method are continuous and constant in some areas, while
the pixel values of the adversarial examples generated by
the MDI2FGSM attack method fluctuate more. The vari-
ation of pixel values causes the deep neural network to
extract the wrong feature regions and eventually output
the wrong results.

2.2 Adversarial Training and Meta-
Learning

In response to the influence brought by adversarial at-
tacks, adversarial training and its optimization meth-
ods have been successively proposed as the most effec-
tive defense methods at present. Zhang et al. [32] pro-
posed a feature scattering-based adversarial training de-
fense method to generate adversarial examples for train-
ing by feature scattering in the potential space. Zhang
et al. [33] proposed Friendly Adversarial Training (FAT)
defense method, they believed that in using PGD attack
method to generate adversarial examples for adversarial
training, it will affect the accuracy of clean examples and
even cause the neural network not to converge, so the pro-
posed method will stop in time during the process of gen-
erating adversarial examples using PGD iterations and
return to the adversarial examples vicinity the decision
boundary for training, gradually enhancing the robust-
ness of the deep neural network and ensuring the accuracy
of clean examples. The existing adversarial training uses
the adversarial examples generated by one attack method
to train the deep neural networks, which cannot effec-
tively cover other types of adversarial examples, Kwon
et al. [11] proposed a diverse adversarial training method
using a combined training set of FGSM, I-FGSM, Deep-
Fool and C&W for adversarial training to enhance the
robustness against unknown adversarial attacks.

The defense method based on adversarial training en-
hances the robustness of the network model by improving
the randomness and cognitive properties of the deep neu-
ral network, but this method needs to retrain the network
model when facing unknown types of adversarial exam-
ples, which has the problems of poor generalization ability
and large computational resource consumption. For this
reason, this paper introduces the meta-learning method
in the process of adversarial training.

Meta-learning is a learning approach that imitates bi-
ological use of prior knowledge to quickly learn new and
unseen things, and it can be a good solution to the prob-
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Figure 1: Comparison between different adversarial ex-
amples
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Figure 2: Three-dimensional visualization of different ad-
versarial example pixels

lems of deep neural networks such as low robustness, poor
generalization, difficulty in learning and adapting to un-
observed tasks, and dependence on large-scale data. Re-
search on meta-learning can improve the robustness and
generalization of network models.

Meta-learning has now been applied to many fields,
and good experimental results have been achieved by in-
tegrating meta-learning with other network models. Finn
et al. [5] proposed the Model-Agnostic Meta-Learning
(MAML) for Fast Adaptation of Deep Networks method,
which is a model-independent meta-learning method for
different learning problems. Firstly, The parameters of
the network model are optimized using gradient descent,
and then in a new task, the parameters are fine-tuned
by training a small amount of data to make the net-
work model with good generalization performance. Later,
Zhang et al. [34] proposed the MetaGAN meta-learning
method, which combined meta-learning with the Gen-
erative Adversarial Network(GAN) model to help clas-
sifiers learn clearer decision boundaries in small exam-
ple data and improve the generalization performance of
the network model by introducing an adversarial gen-
erative model. Li et al. [12] proposed Adversarial Fea-
ture Hallucination Networks (AFHN) to ensure the dis-
tinguishability and diversity of few shot data. Mandal et
al. [15] combined Graph Neural Networks (GNNs) with
meta-learning to improve the generalization performance
of GNNs in the face of few shot data.

3 Meta-Adversarial Training
Methods

This paper proposes to enhance the robustness of deep
neural networks using meta-adversarial training, which
is divided into three main phases: firstly, clean exam-
ples are combined with generated adversarial examples
into a training set for feature extraction using adversar-
ial training; secondly, the extracted features are quickly
adapted to a few shot learning task in the meta-learning
training phase; and finally, the defense method is tested
against the adversarial examples in the meta-learning
testing phase, and the robustness of the deep neural net-
work is evaluated at the same time.

Adversarial training: adversarial training is trained
by fusing adversarial examples with clean examples,
which can regularize the deep neural network to certain
extent and adapt the network model to this change and
enhance the generalization ability. Huang et al. [9] de-
fined the Min-Max problem for the first time, where: Min
refers to minimizing the classification error of the network
model during training process. Max refers to finding the
adversarial perturbation of the input example that max-
imizes the classification error of the network model and
states that the key to solving the Min-Max problem is to
find the adversarial example with stronger attack perfor-
mance. Later, Shaham et al. [24] considered the Min-Max
problem from the perspective of robust optimization and
proposed a framework for adversarial training, as shown
in Equation (1):

min
θ

E(Z,y)∼D

[
max
∥δ∥⩽ε

L (fθ(X + δ), y)

]
(1)

where the inner layer denotes maximization, X denotes
the input example, δ denotes the perturbation added
to the input example,fθ () denotes the deep neural net-
work, and y denotes the true label of the clean example.
L (fθ(X + δ), y) denotes the loss between the output label
of the adversarial example X+δ passing through the deep
neural network and the true label. max (L) denotes the
optimization objective, which aims to find the perturba-
tion that maximizes the loss function so that the added
perturbation should disturb the deep neural network as
much as possible.

The outer layer represents the minimization formula-
tion of the optimized deep neural network, which trains
the deep neural network to minimize its loss on the train-
ing data when the adversarial perturbation has been de-
termined, adversarial perturbation has been determined,
allowing the network model to have some robustness to
adapt to the perturbation. Equation (1) describes the
idea of adversarial training, but it does not describe how
to design a perturbation δ with strong attack perfor-
mance. therefore, the researchers proposed a variety of
attack methods to find the perturbation δ. In fact, during
adversarial training, the stronger the attack performance
of the perturbation δ can make the deep neural network
more robust.
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In the meta-adversarial training defense method, fea-
ture extraction is first performed on the data in the train-
ing set using the convolution operation, then in the meta-
learning phase, the parameters of the feature extractor are
learned by scaling and shifting transformations to make
the deep neural network quickly adapt to few shot tasks;
finally, the accuracy of the test data is output in the meta-
testing phase. The specific process is as follows:

Feature extraction: The parameters of the feature ex-
tractor Θ and classifier θ are first initialized, and then
some of the clean examples in the mini-ImageNet
training set are replaced with the generated adversar-
ial examples, and the parameters of feature extrac-
tor Θ and classifier θ are learned by gradient descent
method using the ResNet network model, as shown
in Equation (2):

[Θ; θ] = [Θ; θ]− α∇ lim
x→∞

LD([Θ; θ]) (2)

where α denotes the learning rate and LD denotes the
cross-entropy loss function, as shown in Equation (3):

LD([Θ; θ]) =
1

D
∑

(x,y)∈D

l
(
f[Θ;θ](x), y

)
. (3)

Meta-learning stage: The feature extractor parame-
ters Θ learned in the feature extraction phase re-
main fixed during the few shot learning process, and
they are scaled and shifted transformed in the meta-
learning phase to quickly adapt to unseen data exam-
ples; however, the classifier parameters θ need to be
reinitialized and updated due to the inconsistency in
the number of categories between the feature extrac-
tion phase and the meta-learning phase. as shown in
Equation (4):

θ′ ← θ − β∇θLT (tr)

(
[Θ; θ],ΦS{1,2}

)
(4)

where ΦS1
denotes the scaling transformation, which

is initialized to 1, ΦS2
denotes the shifting transfor-

mation, initialized to 0, ΦS{1,2} denotes the scaling

and shifting transformation, T (tr) denotes the train-
ing data, and β denotes the learning rate. Different
from θ in Equation (2), θ in Equation (4) focuses on
a small number of classes in the meta-learning train-
ing task to classify in a few shot of data, θ

′
denoting

the parameters of the current classification task.

During the test process, the parameters of the scaling
and shifting are optimized by calculating the loss values
using the test data T (te), while updating the parameters
θ, as shown in Equations (5) and (6):

ΦSi
= ΦSi

− γ∇ΦSi
LT te

(
[Θ; θ′] ,ΦS{1,2}

)
(5)

θ = θ − γ∇θLT te

(
[Θ; θ′] ,ΦS{1,2}

)
(6)

For a given Θ, the i-th layer of the feature extractor
Θ contains K neurons, that is, it contains K parameter

pairs and {(Wi,k,bi,k)} denotes the weights and bias re-
spectively, and if the input is X, the formula for applying
ΦS{1,2} to (W, b) is shown in Equation (7):

SS
(
X;W, b; ΦS{1,2}

)
= (W ⊙ ΦS1)X + (b+ΦS2) (7)

The weights trained on large-scale datasets are migrated
to the meta-learning task using the already optimized
scaling and shifting. which ensure fast convergence of
the deep neural network in the face of few shot data and
effectively reduce overfitting.

4 Experimental Design and Anal-
ysis of Results

4.1 Experimental Platform

The experimental platform for this study is based on
ubuntu 18.04, with 128G of experimental running mem-
ory. Hardware equipment using a graphics card NVIDIA
Tesla V100 GPU with 32G of video memory. The ex-
perimental environment uses the PyTorch deep learning
framework that supports GPU accelerated computing,
and the cuda environment is configured with NVIDIA
CUDA 11.3 and cuDNN V8.2.1 deep learning accelera-
tion library.

4.2 Dataset Setup

This experiment uses the miniImageNet [28] dataset to
verify the effectiveness of the model. mini-ImageNet con-
tains a total of 100 categories, with 64 categories in the
training set, 16 categories in the validation set, and 20
categories in the test set, each containing 600 images, for
a total of 60,000 data samples of size 84 Ö 84. During
the experiments, the data are first preprocessed and the
samples are upsampling to 299 Ö 299 pixel size, and then
the adversarial examples are generated using the white-
box adversarial attack methods BIM, C&W, DeepFool,
DI2FGSM, MDI2FGSM, and the black-box adversarial
attack methods P-RGF, RGF [4] and Parsimonious [18].

4.3 Parameter Setting

In the pre-training phase, the parameters of the model
were optimized using the SGD optimizer, setting the
learning rate α=0.1, the momentum set to 0.9, and the
weight decay value to 0.0005; the parameters were up-
dated using the cross-entropy loss function, specifying
that the loss value decays 0.2 in the learning rate when
the model does not decline in 30 rounds. The parameter
settings are shown in Table 1.

Meta-learning training phase using the Adam opti-
mizer for optimization of parameters, setting the learning
rate β = 0.01. The cross-entropy loss function is also used
for parameter updating, and the learning rate is specified
to decay by 0.5 when the loss value does not decline in
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Table 1: Pre-training phase parameter setting

Parameters Setting
Learning rate 0.1

Epoch 100
Weight decay 0.0005
Batch size 128

Learning rate decay 0.2
Momentum 0.9
Step size 30

Table 2: Meta-learning training phase parameter setting

Parameters Setting
Learning rate 0.01

Epoch 100
Train query 15
Val query 15

Learning rate decay 0.5
Step size 10

Num batch 100

10 consecutive rounds. The training process uses 100 dif-
ferent tasks, with 15 examples per category in each task
selected for training and 15 examples selected for valida-
tion. The parameters are set as shown in Table 2.

4.4 Analysis of Experimental Results

4.4.1 Effect of the Proportion of Adversarial Ex-
amples

During the experiments, the effects of different propor-
tions of adversarial examples on the robustness of the
deep neural network ResNet-12 are compared. Firstly,
clean examples in the training set are replaced with ad-
versarial examples in different proportions of 10%, 30%,
50%, 70% and 90% for adversarial training. The test set
uses the generated adversarial examples. The experimen-
tal results of meta-adversarial training are shown in Ta-
ble 3 and Table 4.

Table 3 and Table 4 show the experimental results for

Table 3: Accuracy of 1shot-5way on the adversarial ex-
ample (%)

10% 30% 50% 70% 90%
BIM 0.6588 0.6743 0.6694 0.6729 0.6720
C&W 0.6096 0.6090 0.6112 0.6030 0.6001

DeepFool 0.6068 0.5845 0.5577 0.5905 0.5661
DI2FGSM 0.4528 0.4691 0.5285 0.5342 0.5932
MDI2FGSM 0.4375 0.4579 0.4983 0.5264 0.5811

Table 4: Accuracy of 5shot-5way on the adversarial ex-
ample (%)

10% 30% 50% 70% 90%
BIM 0.8243 0.8086 0.8099 0.8281 0.8269
C&W 0.7695 0.7697 0.7494 0.7644 0.7604

DeepFool 0.7673 0.7496 0.7223 0.7536 0.7276
DI2FGSM 0.6221 0.6282 0.7024 0.7047 0.7525
MDI2FGSM 0.5888 0.6224 0.6742 0.6992 0.7407

Table 5: Accuracy of 1shot-5way on clean examples (%)

Clean 10% 30% 50% 70% 90%
BIM

0.6045

0.6109 0.6043 0.6030 0.5956 0.5800
C&W 0.6029 0.5997 0.6122 0.6092 0.6082

DeepFool 0.6096 0.5969 0.5905 0.5922 0.5826
DI2FGSM 0.6060 0.5832 0.5505 0.4297 0.4180
MDI2FGSM 0.5970 0.5656 0.5359 0.3932 0.3819

1shot-5way and 5shot-5way during the meta-adversarial
training, respectively. It can be seen that with the in-
creasing proportion of adversarial examples, the accuracy
of the experimental results shows an overall increasing
trend, the reason being that the deep neural network
treats the adversarial examples as clean examples, fitting
the distribution of the data, and the loss generated by
the adversarial examples as part of the loss of the deep
neural network, increasing the loss of the model without
modifying the structure of the network model, producing
a regularization effect.

The adversarial training has achieved good results
against adversarial examples, and the next step will test
the effect of adversarial training in the face of clean exam-
ples. and the experimental results are shown in Table 5
and Table 6.

Clean in Table 5 and Table 6 indicates that both the
training and test sets are clean examples, and can achieve
60.45% and 76.25% accuracy in the 1shot-5way and 5shot-
5way cases, respectively. However, when the adversar-
ial examples are continuously added to the training set
for adversarial training, the accuracy of clean examples
shows an overall decreasing trend, such as when 90% of
MDI2FGSM adversarial examples are added for adversar-
ial training, the accuracy of clean examples in the 1shot-
5way and 5shot-5way cases is only 38.19% and 55.94%,
respectively, which is different from the accuracy of clean
examples. Therefore, after trade-off between the accuracy
of the deep neural network against adversarial examples
and clean examples, we add 20% of the adversarial exam-
ples randomly to the training set for adversarial training
to ensure both the accuracy of clean examples and the
robustness of the deep neural network against adversarial
examples. Next, we will use 20% of the adversarial ex-
amples for adversarial training to validate the defensive
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Table 6: Accuracy of 5shot-5way on clean examples (%)
Clean 10% 30% 50% 70% 90%

BIM

0.7625

0.7674 0.7628 0.7656 0.7602 0.7368
C&W 0.7612 0.7604 0.7696 0.7693 0.7673

DeepFool 0.7697 0.7603 0.7514 0.7546 0.7474
DI2FGSM 0.7673 0.7502 0.7271 0.6280 0.6126
MDI2FGSM 0.7589 0.7305 0.7098 0.5707 0.5594

capability against migration between attack methods.

4.4.2 Migratory Defense Against Attacks

The proposed meta-adversarial training defense method
allows the deep neural network to still show good robust-
ness against unprecedented adversarial examples, and for
this reason, this section verifies the migration between
the meta-adversarial training method defense against dif-
ferent adversarial attacks. The experimental results are
shown in Table 7 and Table 8. Training indicates that
20% of the adversarial examples are added to the clean
examples for training, and Test verifies the adversarial
training defense against different adversarial attack algo-
rithms.

It can be seen from Table 7 and Table 8 that the
meta-adversarial training method can effectively defend
against different adversarial examples and enhance the
robustness of the deep neural network. For example,
meta-adversarial training using 20% of BIM adversar-
ial examples can achieve recognition accuracy of 59.59%,
60.68%, 60.30%, and 57.28% for 1shot-5way in the face
of C&W, DeepFool, DI2FGSM, and MDI2FGSM attack
methods, and this result is slightly lower than that of us-
ing C&W adversarial examples for meta-adversarial train-
ing of 61.74%, but all are higher than the results of
meta-adversarial training using DeepFool, DI2FGSM and
MDI2FGSM adversarial examples.

In the 5shot5way case, the recognition accuracy has
been improved substantially in all cases. When using
C&W adversarial examples for meta-adversarial training,
the recognition accuracy of BIM, DeepFool, DI2FGSM,
and MDI2FGSM remains stable, and it is able to reach
74.22% even when facing the MDI2FGSM attack algo-
rithm, which has a strong attack capability. The reason
for the good results is that the meta-learning method can
fine-tune the parameters so that the deep neural network
can quickly adapt to new tasks and has good generaliza-
tion performance when facing unseen adversarial exam-
ples.

After the above-mentioned comparison experiments,
the following experiments will verify the effectiveness of
the proposed method in defending against white-box at-
tacks and black-box attacks.

4.4.3 Defending Against White-box Attacks and
Black-box Attacks

(1) Defending Against White-Box Attacks

For BIM, C&W, DeepFool, DI2FGSM and MDI2FGSM
white-box attack algorithms, the proposed meta-
adversarial training defense method is compared with
CompareNets [25], Self-Supervised Learning (SSL) [3],
and Neural Representation Purifier (NRP) [20] de-
fense methods for performance comparison, where Com-
pareNets and SSL are meta-learning methods that use
the dataset consistent with the proposed meta-adversarial
training method. The experimental results are shown in
Table 9.

From Table 9, it can be concluded that meta-
adversarial training achieves better accuracy on BIM,
C&W, DeepFool, and DI2FGSM white-box attack al-
gorithms compared to CompareNets, but slightly lower
accuracy in the face of the stronger MDI2FGSM attack
algorithm. Meta-adversarial training achieves better ac-
curacy on BIM, C&W, DeepFool white-box attack algo-
rithms compared to SSL, and slightly lower performance
than SSL defense methods in the face of DI2FGSM and
MDI2FGSM attack algorithms. Compared with NRP,
meta-adversarial training was lower in accuracy than
NRP in the 1shot5way case, but higher in accuracy than
the NRP defense method in the 5shot5way case.

(2) Defense Against Black-Box Attacks

For the defense against RGF, P-RGF and Parsimonious
black box attacks, the same three defense methods of
CompareNets, SSL and NRP are used for comparison
with meta-adversarial training. The experimental results
are shown in Table 10.

It can be seen from Table 10 that meta-adversarial
training outperforms CompareNets across the board in
terms of defense effectiveness. Compared to SSL, meta-
adversarial training is 0.36% and 0.6% less accurate in
the 5shot-5way case when facing RGF and P-RGF adver-
sarial attacks, however, all other metrics are higher than
SSL. Compared with NPR, it can be seen that NRP can-
not effectively defend against black box attacks and its
accuracy is lower than meta-adversarial training in both
1shot-5way and 5shot-5way cases.

Compared with CompareNets, SSL, and NRP defense
methods, the proposed meta-adversarial training shows
better overall defense performance for both white-box and
black-box attacks. The reason is that CompareNets sim-
ply superimposes the feature maps directly during fea-
ture extraction, and the extracted feature information is
destroyed, resulting in its poor adaptability and low ac-
curacy. SSL adopts a self-supervised learning method for
few shot learning. Self-supervision can effectively prevent
the overfitting phenomenon and enhance the generaliza-
tion ability and robustness of deep neural networks, so it
can maintain stable robustness in the face of white-box
attacks and black-box attacks. NRP effectively uses the
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Table 7: Migrability of 1shot-5way defense against attacks (%)

Training
Test

BIM C&W DeepFool DI2FGSM MDI2FGSM
BIM 0.6601 0.5959 0.6068 0.6030 0.5728
C&W 0.6079 0.6174 0.6006 0.6048 0.5800

DeepFool 0.5844 0.5887 0.5825 0.5881 0.5512
DI2FGSM 0.5937 0.5921 0.5918 0.4761 0.3893
MDI2FGSM 0.5856 0.5841 0.5820 0.5556 0.4604

Table 8: Migrability of 5shot-5way defense against attacks (%)

Training
Test

BIM C&W DeepFool DI2FGSM MDI2FGSM
BIM 0.8241 0.7541 0.7661 0.7617 0.7351
C&W 0.7748 0.7735 0.7649 0.7660 0.7422

DeepFool 0.7554 0.7510 0.7453 0.7511 0.7166
DI2FGSM 0.7604 0.7585 0.7577 0.6507 0.5141
MDI2FGSM 0.7560 0.7512 0.7487 0.7293 0.6213

Table 9: Comparison of performance against white-box attacks (%)
Meta adv-training CompareNets SSL

NRP
1shot5way 5shot5way 1shot5way 5shot5way 1shot5way 5shot5way

BIM 0.6601 0.8241 0.5894 0.7327 0.6416 0.8080 0.6631
C&W 0.6174 0.7735 0.4935 0.6510 0.5736 0.7677 0.6802

DeepFool 0.5825 0.7453 0.4887 0.6548 0.5553 0.7522 0.6813
DI2FGSM 0.4761 0.6507 0.4953 0.6397 0.5722 0.6634 0.6152
MDI2FGSM 0.4604 0.6213 0.4757 0.6361 0.4633 0.6529 0.5936

Table 10: Comparison of performance against white-box attacks (%)

Meta adv-training CompareNets SSL
NRP

1shot5way 5shot5way 1shot5way 5shot5way 1shot5way 5shot5way
RGF 0.6031 0.7632 0.4772 0.6243 0.5818 0.7668 0.5359

P-RGF 0.5960 0.7583 0.4780 0.6420 0.5772 0.7643 0.3648
Parsimonious 0.5672 0.7259 0.4925 0.6471 0.5534 0.7039 0.4089
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information contained in the feature space of deep neu-
ral networks for self-supervised learning, and the method
can effectively defend against white box attacks, but is
less effective in defending against black box attacks.

5 Conclusions

In this paper, we propose a deep neural network de-
fense method based on meta-adversarial training to de-
fend against the ever emerging adversarial attack meth-
ods, which combines meta-learning with adversarial train-
ing. First of all, adversarial training as an effective defense
method against attacks, it can effectively defend against
most of the adversarial attack methods, but its gener-
alization ability in the face of emerging adversarial ex-
amples is poor and its robustness is low. To tackle this
problem, the meta-learning method is used in the process
of adversarial training to improve the robustness of deep
neural networks using its better adaptability and general-
ization ability in few shot tasks. The experimental results
show that the overall defense performance of the proposed
defense method is stronger compared with other defense
methods.
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“Learning with a strong adversary,” arXiv preprint
arXiv:1511.03034, 2015.

[10] A. Kurakin, I. J. Goodfellow, and S. Bengio, “Adver-
sarial examples in the physical world,” in Artificial
intelligence safety and security, pp. 99–112, Chap-
man and Hall/CRC, 2018.

[11] H. Kwon and J. Lee, “Diversity adversarial training
against adversarial attack on deep neural networks,”
Symmetry, vol. 13, no. 3, p. 428, 2021.

[12] K. Li, Y. Zhang, K. Li, and Y. Fu, “Adversarial fea-
ture hallucination networks for few-shot learning,” in
Proceedings of the IEEE/CVF Conference on Com-
puter Vision and Pattern Recognition, pp. 13470–
13479, 2020.

[13] A. Madry, A. Makelov, L. Schmidt, D. Tsipras,
and A. Vladu, “Towards deep learning models
resistant to adversarial attacks,” arXiv preprint
arXiv:1706.06083, 2017.

[14] R. Mahfuz, R. Sahay, and A. ElGamal, “Mitigat-
ing gradient-based adversarial attacks via denoising
and compression,” arXiv preprint arXiv:2104.01494,
2021.

[15] D. Mandal, S. Medya, B. Uzzi, and C. Aggarwal,
“Metalearning with graph neural networks: Meth-
ods and applications,” ACM SIGKDD Explorations
Newsletter, vol. 23, no. 2, pp. 13–22, 2022.

[16] D. Meng and H. Chen, “Magnet: a two-pronged de-
fense against adversarial examples,” in Proceedings
of the 2017 ACM SIGSAC conference on computer
and communications security, pp. 135–147, 2017.

[17] A. Mirzaeian, J. Kosecka, H. Homayoun, T. Mohs-
enin, and A. Sasan, “Diverse knowledge distillation
(dkd): A solution for improving the robustness of en-
semble models against adversarial attacks,” in 2021
22nd International Symposium on Quality Electronic
Design (ISQED), pp. 319–324. IEEE, 2021.

[18] S. Moon, G. An, and H. O. Song, “Parsimonious
black-box adversarial attacks via efficient combina-
torial optimization,” in International Conference on
Machine Learning, pp. 4636–4645. PMLR, 2019.

[19] S.-M. Moosavi-Dezfooli, A. Fawzi, and P. Frossard,
“Deepfool: A simple and accurate method to fool
deep neural networks,” in Proceedings of the IEEE
conference on computer vision and pattern recogni-
tion, pp. 2574–2582, 2016.

[20] M. Naseer, S. Khan, M. Hayat, F. S. Khan, and
F. Porikli, “A self-supervised approach for adver-
sarial robustness,” in Proceedings of the IEEE/CVF



International Journal of Network Security, Vol.25, No.1, PP.122-130, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).14) 130

Conference on Computer Vision and Pattern Recog-
nition, pp. 262–271, 2020.

[21] F. Nesti, A. Biondi, and G. Buttazzo, “Detecting ad-
versarial examples by input transformations, defense
perturbations, and voting,” IEEE Transactions on
Neural Networks and Learning Systems, 2021.

[22] F. Nezhadalinaei, L. Zhang, M. Mahdizadeh, and
F. Jamshidi, “Motion object detection and tracking
optimization in autonomous vehicles in specific range
with optimized deep neural network,” in 2021 7th
International Conference on Web Research (ICWR),
pp. 53–63, IEEE, 2021.

[23] P. Samangouei, M. Kabkab, and R. Chellappa,
“Defense-gan: Protecting classifiers against ad-
versarial attacks using generative models,” arXiv
preprint arXiv:1805.06605, 2018.

[24] U. Shaham, Y. Yamada, and S. Negahban, “Under-
standing adversarial training: Increasing local sta-
bility of supervised models through robust optimiza-
tion,” Neurocomputing, vol. 307, pp. 195–204, 2018.

[25] F. Sung, Y. Yang, L. Zhang, T. Xiang, P. H. Torr,
and T. M. Hospedales, “Learning to compare: Rela-
tion network for few-shot learning,” in Proceedings of
the IEEE conference on computer vision and pattern
recognition, pp. 1199–1208, 2018.

[26] C. Tian, L. Wang, E. Zhou, K. Liu, S. Du, and
J. Liu, “Integration and experimental study of au-
tomatic driving system for bus,” in 2021 7th Inter-
national Symposium on Mechatronics and Industrial
Informatics (ISMII), pp. 96–103. IEEE, 2021.

[27] H. Veeraraghavan and J. Jiang, “Deep learning from
small labeled datasets applied to medical image anal-
ysis,”. in State of the Art in Neural Networks and
their Applications, pp. 279–291, Elsevier, 2021.

[28] O. Vinyals, C. Blundell, T. Lillicrap, D. Wierstra
et al., “Matching networks for one shot learning,”
Advances in neural information processing systems,
vol. 29, 2016.

[29] C. Xie, Y. Wu, L. v. d. Maaten, A. L. Yuille, and
K. He, “Feature denoising for improving adversarial
robustness,” in Proceedings of the IEEE/CVF con-
ference on computer vision and pattern recognition,
pp. 501–509, 2019.

[30] C. Xie, Z. Zhang, Y. Zhou, S. Bai, J. Wang, Z. Ren,
and A. L. Yuille, “Improving transferability of adver-
sarial examples with input diversity,” in Proceedings
of the IEEE/CVF Conference on Computer Vision
and Pattern Recognition, pp. 2730–2739, 2019.

[31] J. Xiong, D. Yu, S. Liu, L. Shu, X. Wang, and
Z. Liu, “A review of plant phenotypic image recogni-
tion technology based on deep learning,” Electronics,
vol. 10, no. 1, p. 81, 2021.

[32] H. Zhang and J. Wang, “Defense against adversar-
ial attacks using feature scattering-based adversarial
training,” Advances in Neural Information Process-
ing Systems, vol. 32, 2019.

[33] J. Zhang, X. Xu, B. Han, G. Niu, L. Cui,
M. Sugiyama, and M. Kankanhalli, “Attacks which
do not kill training make adversarial learning
stronger,” in International conference on machine
learning, pp. 11278–11287. PMLR, 2020.

[34] R. Zhang, T. Che, Z. Ghahramani, Y. Bengio, and
Y. Song, “Metagan: An adversarial approach to few-
shot learning,” Advances in neural information pro-
cessing systems, vol. 31, 2018.

Biography

You-kang Chang was born in 1994. He is a doctor
student at Lanzhou University of Technology. His
major research field is adversarial attacks and defense
adversarial attacks. E-mail: 2507576651@qq.com.

Hong Zhao was born in 1971. He is a professor and a
supervisor of doctor student at Lanzhou University of
Technology. His major research field is System modeling
and simulation, deep learning, natural language process-
ing. E-mail: zhaoh@lut.edu.cn.

Wei-jie Wang was born in 1994. She is a doctor student
at Lanzhou University of Technology.Her major research
field is speaker recognition. E-mail: 1132744259@qq.com



International Journal of Network Security, Vol.25, No.1, PP.131-139, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).15) 131

A Hybrid-based Feature Selection Method for
Intrusion Detection System

Xibin Sun1, Heping Ye1, and Xiaolin Liu1,
(Corresponding author: Xibin Sun)

Guangdong Polytechnic of Science and Technology, Zhuhai, China1

Zhuhai 519090,China

Email: jacky5555@qq.com

(Received Aug. 11, 2022; Revised and Accepted Dec. 5, 2022; First Online Dec. 13, 2022)

Abstract

As we know, feature selection can improve the perfor-
mance of machine learning algorithms for intrusion de-
tection. This paper proposes a hybrid feature selec-
tion method, which ranks features according to two fac-
tors: relevancy and redundancy, and then adopts the for-
ward search strategy to select the optimal feature sub-
set from the ranked features. Experiments on the KD-
DCup’99 dataset showed that our proposed feature se-
lection method could get better performance on the ac-
curacy rate and false positive rate in intrusion detection
compared with other feature selection approaches.

Keywords: Feature Selection; Hybrid; Intrusion Detec-
tion; Performance

1 Introduction

The intrusion detection system (IDS) as a part of network
security infrastructure, can detect network attacks or ab-
normal behaviors. Traditional IDS can be categorized
into two types: Signature-based IDS and Anomaly-based
IDS. Signature-based IDS is good at detecting known net-
work attacks and suffers from unknown or novel attacks.
Anomaly-based IDS can detect novel attacks, yet it usu-
ally owns a high false positive rate. Therefore, there ex-
ist challenges in the traditional IDS when they are de-
ployed into the real-world network environment. At the
same time, as machine learning (ML) methods are ap-
plied to different fields successfully, many researchers in-
troduce them into the intrusion detection domain for de-
tecting network attacks. The authors [19] introduced ML
algorithms to build classification models from the net-
work datasets to predict the network attacks, such as the
support vector machine (SVM) algorithms, the decision
tree (DT) algorithms, the random forest (RF) algorithms,
deep learning algorithms, and so on.

Though these built IDS by using ML methods can ob-
tain better results in detecting network attacks, they of-
ten suffer from the high dimensional and massive net-

work traffic data. Furthermore, the features of large-scale
network traffic often contain redundancy, incompleteness,
and irrelevance, which not only declines the performance
of ML algorithms but also adds the time and complexity
of building classification models. Therefore, it is signifi-
cant to select the optimal feature subset from the initial
network datasets before using ML algorithms to build
classification models. In this paper, we have designed
a hybrid-based feature selection method that consists of
two phases. In the first phase, the filter method is used
to sort the features from the original feature space of the
network datasets according to their relevancy and redun-
dancy. In the second phase, the wrapper feature selection
approach is used to select the final feature subset from the
sorted features of the first phase. To be specific, we start
with the first feature of the sorted features and incremen-
tally add a feature to the wrapper method one by one,
and the feature subset that can make the classification
model obtain the highest accuracy rate in detecting net-
work attacks will retain the final selected features. The
contributions of this paper are listed as follows:

1) We proposed a hybrid feature method that inte-
grates the high efficiency of the filter feature selection
method and the ability to extract optimal features of
the wrapper feature selection method. The exper-
imental results on the KDDCup’99 dataset showed
our proposed method could get better performance
than other relevant feature selection methods.

2) For other feature selection methods, such as
MIFS [8], MIFS-U [16], MMIFS [7], and LCC-RF-
RFEX [24], when they are used to select a feature
subset from the initial feature space, the specific
threshold or the number of final selected features
need to be provided in advance. However, these val-
ues are often set based on the human experience,
which is hard to set the optimal values when fac-
ing different network datasets. Our approach dif-
fers from the above feature selection methods, which
don’t provide a specific threshold or the selected fea-
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ture number.

3) As we know, the traditional wrapper feature selec-
tion methods usually adopt a greedy search approach
by evaluating all the possible combinations of fea-
tures against the specific machine learning algorithm.
Therefore, it is a time-consuming process when di-
rectly applying the wrapper methods to the initial
features for feature selection. In the final phase of
our approach, we use the wrapper method to select
the final features from the sorted features rather than
the initial features, which avoids the computational
disaster of feature selection in the wrapper method
and improves the efficiency of wrapper methods.

The rest of this paper is structured as follows. Sec-
tion 2 presents the related works on feature selection ap-
proaches. Section 3 introduces our proposed feature se-
lection method in detail. The analysis of experimental
results shows in Section 4. Finally, Section 5 summarizes
the works in this paper and points out the future works.

2 Related Works

The feature selection methods can reduce the time to
build classification models or improve the accuracy of clas-
sification models. So far, we can divide the feature selec-
tion approaches into three categories: filter, wrapper, and
hybrid. Filter methods mainly select feature subsets us-
ing the specific heuristic evaluation function to measure
the relevance of features. Wrapper methods often adopt
a classification algorithm to train a model to estimate
the optimal feature subset. Therefore, filter methods are
much faster than wrapper methods as they do not involve
training models. However, the final selected features us-
ing the wrapper methods can often make the classification
models obtain better performance than those using the
filter methods. Hybrid methods often have the best per-
formance by integrating the advantages of filter methods
and wrapper methods.

The authors [5, 7, 8, 11, 14, 16, 20, 23, 24, 29] introduced
the filter feature selection methods, such as [5,7,8,16,20,
24, 29] mainly presented the correlation-based feature se-
lection (CFS) method for feature selection. At present,
Linear Correlation Coefficient (LCC) and Mutual Infor-
mation are the two main heuristic evaluation functions to
evaluate the correlation between two random variables.
For example, The authors [11] used the LCC function
to measure the relevance between two features, then,
ranked the features according to the calculated correla-
tion values, and finally, selected the final feature sub-
set by removing the features of which correlation val-
ues are below the specified thresholds. Similarly, The
authors [5, 7, 8, 16, 20, 24, 29] introduced how to use Mu-
tual Information (MI) methods to select features. The
authors [8] first provided the mutual information method
feature selection (MIFS) which maximizes the relevance
between feature and class label and minimizes the redun-

dancy of the selected features. MIFS-U [16], MMIFS [7],
FMIFS [5], mRMR [20], and RPFMI [29] were all based
on the improvement of MIFS. In MIFS-U [16], MMIFS [7],
and mRMR [20], their feature selection algorithms need to
provide the specific threshold as the input parameter be-
fore using them to select features. Though FMIFS [5] and
RPFMI [29] overcome the above limitation, they belong to
the filter method which mainly uses statistical techniques
to evaluate the intrinsic relationship of features (i.e., the
relevance and redundancy), and the final selected features
are independent of the learning algorithm, which leads to
the built IDS owning a lower detection accuracy.

The authors [1–4,9,10,13,21,22,25] introduced wrapper
methods to select features. Such as, the authors [25] pre-
sented the wrapper method to select features, and SVM
algorithm is used to build IDS based on the final selected
features. Experimental results showed that the build IDS
achieved 82.34% accuracy rate. The authors [22] used
C4.5 tree and BN algorithms to select features, and got
the higher accuracy rate and the lower false positive rate
for the four types of attacks (Dos, Probe, R2L, and U2R)
respectively by comparing the full 41 features. The au-
thors [2] provided a new feature selection algorithm based
on pigeon inspired optimizer(PIO) for IDS, and the ex-
perimental results showed that the PIO feature selection
algorithm not only reduced the number of features of
KDDCup’99, NSL-KDD, and UNSW-NB15 datasets re-
spectively, but also maintained a high accuracy rate and
reduced the required time for training the classification
models significantly.

The authors [6,17,18,27] demonstrated the hybrid fea-
ture selection methods to select features. Such as, the
authors [6] used the filter method to eliminate the ir-
relevant and redundant features from the initial feature
space and then, the remained features were fed to the
wrapper method LS-SVM to select the final feature sub-
set. Experiments showed that the proposed method could
get the 98.9% accuracy rate classification accuracy. The
authors [17] designed the hybrid method: FGLCC-CFA,
which combined the filter FGLCC method and the wrap-
per method CFA. It first used the FGLCC to rank the
initial features and select the opimal feature subset, and
then, the feature subset was input to the CFA method
to select the final features. Experimental results showed
the FGLCC-CFA method got a higher accuracy rate and
detection rate equal to 95.03% and 95.23%, respectively,
and a lower false positive rate of 1.65% compared with
the filter FGLCC method and the wrapper CFA method.

3 Proposed Feature Selection
Method

Through the analysis of the above-related literate, we find
the current feature methods may exist the following de-
fects:

1) Many feature selection methods exist a limit that
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needs to specify the threshold or the number of final
selected features before using them to select the final
feature subset. Such as, the authors [7,8,16,24] needs
to set a specific value for the redundancy parameter
in their feature selection algorithms. Yet, there is no
empirical value for the parameter, and how to set an
appropriate value for the parameter is still a vexing
question to answer, especially when facing tasks in
different domains and different datasets.

2) For the wrapper methods, evaluating all the possible
combinations of features by using the machine learn-
ing algorithms from the initial feature space is often
a time-consuming process, which is called an NP-
complete problem [15], especially for high-dimension
feature space.

To overcome the aforementioned problems, we proposed a
hybrid feature selection method that contains two phases.
In the first phase, we use mutual information to rank the
features by comprehensively considering their relevance
and redundancy. In the second phase, we adopt the for-
ward search strategy (FSS) to incrementally select fea-
tures from the sorted feature set and then feed them to
the specific classification algorithm to count the accuracy
rate (AR). The feature subset which gets the maximum
AR will be retained as the final selected features. Differ-
ent from other filter approaches, our approach only ranks
the initial features rather than selects features, so there
is no need for setting the specific threshold beforehand.
Furthermore, in the second phase of our approach, we use
a forward search strategy (FSS) to select a feature sub-
set from the ranked feature space rather than the initial
feature space, which effectively avoids the NP-complete
problem of the feature combination in the wrapper meth-
ods. The workflow of our approach is shown in Figure 1.

3.1 Mutual Information

We use mutual information [8] as a heuristic evaluation
function to rank the features in our proposed approach.
As we know, mutual information is widely used to mea-
sure the relevance between random variables. If two ran-
dom variables U={u1,u2,...,un } and V={v1,v2,...,vn } be-
long to the discrete variables, where n is the total number
of samples, the mutual information (MI) of the two vari-
ables is defined as shown in Equation (1) [8]:

I(U ;V ) =
∑
u∈U

∑
v∈V

p(u, v) log
p(u, v)

p(u)p(v)
. (1)

Where p(u) and p(v) are the probability distribution of
U and V separately. p(u,v) is a joint probability distribu-
tion. For continuous variables, the MI is defined as shown
in Equation (2) [8]:

I(U ;V ) =

∫
u

∫
v

log
p(u, v)

p(u)p(v)
dudv. (2)

Figure 1: The workflow of our feature selection approach

The MI value is larger, which presents that the two vari-
ables are closely related, and A zero value of MI indicates
that the two variables are independent.

3.2 Proposed Feature Selection Algo-
rithm

Our proposed feature selection method mainly contains
two main phases: the first phase in which the filter
method is used for feature ranking. Different from other
filter methods aiming at feature selection, our approach
mainly uses mutual information to rank the features ac-
cording to the redundancy of features and the relevance
of the feature and the class label. Inspired by [5], we use
Equation (3) to decide the position of a feature in the
final sorted feature subset.

GMI = argmaxfi∈F

I (C; fi)−
1

|S|
∑
fs∈S

MR

 (3)

Where F is the original feature set of datasets, fi is the
candidate feature, S is the sorted feature set from the
original feature set F, fs is the sorted feature in S, |S|
is the number of the final sorted features in S and C is
the class label, MR in Equation (3) is the relative redun-
dancy of feature fi against feature fs. MR is defined by
Equation (4) [5]:

MR =
I (fi; fs)

I (C; fi)
(4)

Where I(C; fi) is the mutual information value between
the candidate feature fi and the class C, and I(fi; fs) is
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the mutual information value between the candidate fea-
ture fi and the sorted feature fs. Equation (3) is intended
to select a feature fi from the F that maximizes I(C; fi)
and minimizes the average of redundancy MR simultane-
ously.

In the second phase, we use the wrapper method to
select the feature subset from the ordered feature set S
which is coming from the first phase of our proposed ap-
proach. In the second phase, we adopt the forward search
strategy (FSS) to incrementally select features from the
sorted feature set S, and then feed them to the specific
classification algorithm to count the accuracy rate. The
final feature subset which can get the maximum accuracy
rate will be retained. The pseudo-code of our proposed
feature selection method is shown in Algorithm 1.

Algorithm 1 The Proposed Feature Selection Algorithm

Input:
F : Feature set F = {fi|i = 1, .., n}
A: The Specific Classification Algorithm(e.g. Deci-
sion Tree, Naive Bayes, Support Vector Machine, etc)

Output:
maxS: The Final Selected Feature Subset

1: Begin
2: S ← ∅
3: Calculate I(C; fi), for each feature fi, i=1,..,n, C notes

the class label.
4: if I(C;fi)==0 then
5: F ← F \ {fi}
6: end if
7: Select the feature fi: fi ∈ F that maximizes I(C; fi).

8: S ← S ∪ {fi}
9: F ← F \ {fi}

10: while F ̸= ∅ do
11: select the feature fi using Equation (3)
12: S ← S ∪ {fi}
13: F ← F \ {fi}
14: end while
15: maxAR← 0
16: maxS ← ∅
17: length← the length of S
18: for i = 1; i ≤ length; i++ do
19: Ssub ← select the top i features from S
20: Count Accurate Rate (AR) of the classification al-

gorithm A by using Ssub

21: if AR>maxAR then
22: maxAR← AR
23: maxS ← Ssub

24: end if
25: end for
26: return maxS
27: End

4 Experiments and Results

4.1 Datasets for Evaluation

KDDCup’99 dataset [26] is one of the datasets for eval-
uating intrusion detection. It contains 39 attack types
divided into four categories: Dos, Probe, U2R, and
R2L. Furthermore, it also provides the training and test
datasets for evaluating the machine learning algorithms.
The training dataset contains about five million connec-
tion records, and the test dataset includes around two mil-
lion records. Each connection record that contains 41 fea-
tures is labeled as either normal or an attack. Considering
that there are a large number of redundant records and
the imbalance of the distribution of attack records in the
KDDCup’99 dataset, We selected partial data from the
KDDCup’99 dataset to generate the corresponding train-
ing dataset and test dataset for each of the four attack
categories. Details of the generated datasets are shown in
Table 1.

4.2 Performance Metrics

In this paper, we mainly use two metrics to evaluate the
performance of our proposed feature selection method,
and the performance metrics are accuracy rate (AR) and
false positive rate (FPR) separately. AR can be formally
defined as:

AR =
TP+ TN

TP+ TN+ FN+ FP
(5)

FPR is defined as:

FPR =
FP

FP + TN
(6)

4.3 Experimental Results and Analysis

Python language is used to realize our proposed feature
selection approach, and all the experiments were per-
formed on a Windows platform having configuration i5
core 4 CPU 2.3 GHz, 8GB RAM. Table 2 shows the final
selected features of four types of attacks by using our ap-
proach based on the decision tree algorithm. Figure 2 and
Figure 3 show the AR and FPR of the built IDS based on
the selected features by using our proposed approach and
full features(41) separately. The results demonstrate that
the IDS based on the selected features can achieve bet-
ter performances in DR and FPR metrics by comparing
IDS constructed with the full features(41). Furthermore,
we also test the total consuming time(training and test
times) of the built IDS by using selected features and the
full features(41) separately. Table 3 shows that the IDS
based on selected features consumes less time than IDS
based on the full features. This is principally because our
proposed approach deletes the redundant and irrelevant
features from the full features, which causes not only to
reduce the total consuming time of classification models
but also to improve their performance.
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Table 1: Sample Distributions of Instances for Four Attack Types in Datasets

Attack Type Attack Name Training Data Test Data

Dos

normal 20000 20000
smurf 10000 10000
neptune 5000 5000
mailbomb 1500 1500

back 500 500
land 15 15

teardrop 400 400
processtable 350 350

pod 100 100
aparche2 250 250
SubTotal training dataset:38115 test dataset:38115

Probe

normal 10000 10000
ipsweep 1247 306
mscan 600 400
nmap 130 100

portsweep 540 500
saint 400 300
satan 800 600

SubTotal training dataset:13717 test dataset:12206

U2R

normal 10000 10000
buffer overflow 30 22

httptunnel 158 158
loadmodule 9 2

perl 3 2
rootkit 10 13

SubTotal training dataset:10210 test dataset:10197

R2L

normal 20000 20000
ftp write 8 3

guess passwd 53 4367
imap 12 1

multihop 8 19
phf 6 3

warezclient 1021 1021
warezmaster 21 1603
SubTotal training dataset:21129 test dataset:27017

Table 2: Selected Features by Using Proposed Approach based on Decision Tree Algorithm

Attack Type Selected Features
Dos 5, 37, 23, 3, 31, 12, 25, 36, 2, 6, 26, 16, 32, 13, 24, 39, 8
Probe 5
R2L 5,22,11
U2R 5, 14, 17, 13, 40, 18, 10, 11, 27, 15, 9, 16, 41

In addition, we also compared the performance of
our approach with the filter methods, such as the
linear correlation-based feature selection (LCFS) algo-
rithm [7], the mutual information-based feature selection
(MIFS) algorithm [8], and the wrapper methods, such as
the Random Forest-Recursive Feature Elimination (RF-
RFE) [12]. As shown in Figure 4, compared to other fil-

ter and wrapper methods, our approach has a higher AR,
which indicates that the IDS based on the hybrid feature
selection method has better performance than IDS based
on a single filter method or wrapper method. Moreover,
as mentioned in section III, unlike other wrapper meth-
ods based on initial features, we use the wrapper method
on the ranked features to select the final feature subset in
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Table 3: The Total Consume Time(training time and test time) of Decision Tree Algorithm Based on Selected
Features and Full Features(41)

Attack Type
Total Consume Time(s)

Selected Features Full Features(41)
Dos 0.21875 0.29688
Probe 0.03125 0.12500
R2L 0.09375 0.28125
U2R 0.03125 0.06250

Figure 2: The Accuracy Rate(AR) of Decision Tree Algo-
rithm With Selected Features and Full Features(41)

Figure 3: The False Positive Rate(FPR) of Decision Tree
Algorithm With Selected Features and Full Features

the second phase of our proposed method. Table 4 shows
that wrapper methods based on sorted features have more
efficient time performance than wrapper methods based
on the original features.

Furthermore, we evaluated the IDS based on our fea-
ture approach and the recent hybrid feature selection

Figure 4: Accuracy Rate of Decision Tree Algorithm
With non-hybrid Feature Selection Methods and Pro-
posed Method

Figure 5: Accuracy Rate of the Classification Model based
on Decision Tree Algorithm With Hybrid-based Feature
Selection Methods

methods, such as the LCC-RF-RFEX [24], KH [28], and
FAFS [22] methods. Figure 5 shows the accuracy rate
of classification models based on the decision tree algo-
rithm with hybrid feature selection methods. Experimen-
tal results show that our proposed approach outperforms
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Table 4: Consume Time of Selecting Feature Subset

Attack Type
Consume Time(s)

Wrapper Method based on Sorted Features
(Proposed Method)

Wrapper Method based on Original Features
(RF-RFE)

Dos 7.26562 7.56250
Probe 2.64062 4.54688
U2R 2.23438 2.90625
R2L 4.75000 7.75000

Table 5: Accuracy Rate of Our Feature Selection Method based On Different Classification Algorithms

Classification Algorithm Dos Probe U2R R2L
Random Forest 99.89% 98.25% 99.37% 83.11%
Naive Baye 90.99% 95.69% 98.03% 64.35%

Multi perceptron 98.61% 95.91% 97.54% 79.75%
Support Vector Machine 97.69% 97.65% 98.37% 77.29%

Decision Tree 99.62% 98.80% 99.70% 81.84%
Logistic Regression 93.73% 98.30% 98.77% 78.65%

these hybrid-based feature selection methods (except for
the R2L attack type). This is mainly because we adopt
the forward search strategy (FSS) to incrementally select
features from the sorted feature set. The feature sub-
set which gets the maximum AR will be saved as the
final selected feature subset. Finally, we evaluate the per-
formance of our feature selection method based on dif-
ferent classification algorithms. Table 5 shows that the
IDS based on the Random Forest (RF) and Decision Tree
(DT) can obtain better AR by comparing with the IDS
based on other classification algorithms.

5 Conclusions and Future Work

This paper proposed a hybrid feature selection method for
intrusion detection, which absorbs the advantages of the
filter feature selection methods and the wrapper meth-
ods. Different from other filter feature selection meth-
ods, we use mutual information to rank the original fea-
tures rather than select features. Unlike other wrapper
approaches, we use the wrapper method to select a fea-
ture subset from the sorted features rather than initial
features. Furthermore, we adopt the forward search strat-
egy (FSS) to incrementally select features from the sorted
feature set and then feed them to the specific classifica-
tion algorithm to count the AR. The feature subset which
gets the maximum AR will be retained as the final selected
subset. Therefore, there is no need to specify the thresh-
old or the number of the final selected features in advance
when using our approach to select the final feature subset.
Experimental results on the KDDCup’99 dataset showed
that our approach could achieve better performance com-
pared with other related feature selection methods.

So far, we only finish selecting the optimal feature sub-
set from the labeled datasets. However, for unlabeled net-
work traffic, how to use unsupervised technology to select
the features of attacks will be considered in our future
studies.
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Abstract

The smart grid is a new generation of power systems. The
power information is generally collected through smart
meters installed in homes and power monitors deployed
outdoors; this massive amount of information will be
stored in a smart cloud. Unfortunately, cloud computing
scenarios are prone to leaking private information, hurt-
ing security. Ciphertext Policy-Attribute Based Encryp-
tion (CP-ABE) is a vital encryption technology for ac-
cess control in smart grid scenarios. However, the access
policy in attribute encryption is generally in plain text,
which risks leaking sensitive information and requires a
large amount of computation. This paper proposes an
efficient and more privacy-preserving weighted attribute
encryption method based on a ciphertext strategy for the
smart grid. We completely hide the access policy, adopt
online/offline encryption, and outsource decryption to re-
duce the amount of computation. We use the analytic
hierarchy process (AHP) to assign appropriate weights to
each attribute, providing fine-grained and flexible access
control by adopting the Linear Secret Sharing Scheme
(LSSS) access control mechanism. The analysis shows
that while ensuring security, our scheme will also reduce
the computational and communication overhead and is
closer to the actual situation, which is suitable for appli-
cation in cloud computing.

Keywords: Attribute-based Encryption; Decryption Out-
source; Large Universe; Online/Offline Encryption; Pol-
icy Hidden

1 Introduction

The smart grid is the product of the rapid development of
cloud computing and the Internet of Things (IoT), which
has laid a solid foundation for the development of high-
precision and high-efficiency power information technol-
ogy in the future. It is based on an integrated, high-speed
two-way communication network, through the applica-
tion of advanced sensing and measurement technology,

advanced equipment technology, advanced control meth-
ods, and advanced decision support system technology [3].
Smart grids rely on smart meters deployed outside to col-
lect data. A large amount of data is transmitted every
day across different regions.

When outsourcing power information to the smart
cloud, the data owner loses control over the data. Also,
cloud service providers are not fully trusted by users,
which makes access control more challenging. Users may
worry that cloud servers may make incorrect access de-
cisions, intentionally or unintentionally, and leak their
data to some unauthorized users. To enable users to con-
trol access to their data, some attribute-based access con-
trol schemes [13, 19, 22], have been proposed by utilizing
attribute-based encryption [2, 5, 11]. In attribute-based
access control, end users first define access policies for
their data, and data is encrypted under these access poli-
cies. Only users whose attributes satisfy the access policy
are eligible to decrypt data.

Data security is very important in the smart grid en-
vironment, and different responsible departments should
collect power information in the corresponding area. But
in most conventional schemes, the access policy is at-
tached to the ciphertext in plaintext. To prevent privacy
leakage in the access policy, a straightforward approach
is to completely hide the attribute in the access policy.
However, when attributes are hidden, not only unautho-
rized users but also authorized users to have no way of
knowing which attributes are involved in the access policy,
making decryption a challenging issue. For this reason,
existing schemes do not hide or anonymize properties. In-
stead, they only hide the value of each attribute by using
wildcards [26,28], hidden vector encryption [1], and inner
product encryption [8]. But hidden property values are
only partially hidden methods, and property names also
leak information.

Another issue in the smart grid scenario is that each
department can be divided into different levels in the real
scenario, such as the power grid city bureau, urban bu-
reau, county bureau, substation, etc. If we intend to at-
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tach the overall situation to the access structure, the ac-
cess structure will become relatively complex. We can
grant the weights 1, 2,..., and n, respectively, indicat-
ing that the county bureau is the power grid company
(supposed weight is 1) and the municipal bureau is the
power grid company (supposed weight is 3). The power
grid company of the municipal bureau is higher than the
county bureau company, so you can obtain data that the
county bureau does not have permission to obtain. In [14],
Liu applied it to the real scene but did not give specific
steps. In a word, there are some common problems in the
existing schemes:

1) The current smart grid CP-ABE scheme has the
problem of privacy leakage. The access policy in
plain text will leak information, and malicious users
can easily obtain sensitive data from the access policy
illegally;

2) The computational overhead cost is fairly high for
data owners and data users to encrypt and decrypt
data;

3) Attributes in smart grid scenarios should be weighted
to reflect their relevance and significance.

In this paper, we introduce an attribute-based en-
cryption scheme based on weighted attributes that not
only supports complete hiding but also introduces on-
line/offline encryption and outsourced decryption and, at
the same time, realizes a large attribute domain, which
greatly reduces the communication cost and computing
cost of this scheme. The contributions of this paper are
summarized as follows:

1) In order to fully protect the privacy of the access
policy in the scheme, this paper proposes a security-
improved attribute, Bloom Filter (si-ABF), to re-
duce its false positive probability, thereby realizing
the complete hiding of the access policy.

2) Utilize the methods of online/offline encryption and
outsource decryption to reduce the computational
overhead in the scheme. The concept of the weighted
large universe is introduced, which reduces the com-
munication overhead of the system and improves the
flexibility of attribute expression in the system.

3) Analyze the security requirements and privacy pro-
tection capabilities of the proposed scheme, indicat-
ing that our scheme is secure in private information.
Through performance experimental evaluation, our
scheme can protect the privacy of any LSSS access
policy and greatly reduce the computational over-
head.

The rest of the paper is organized as follows: Sections 2
and 3 demonstrate related work and relevant preliminary
knowledge. Sections 4 and 5 present the complete system
solution. Section 6 will show the overhead and efficiency
of this scheme. Finally, we will give general conclusions.

2 Related Work

2.1 Basic Classification of ABE

Attribute-Based Encryption (ABE) [1] is one of the most
classic encryption methods. Sahai and Waters first pro-
posed the concept of ABE, which is a public key cryp-
tosystem with a one-to-many algorithm to protect data
in the cloud. Here, the encryption of data is based on
attribute sets. Its roots can be traced back to Identity-
Based Encryption (IBE) [20], which can be seen as a
special case of IBE. In addition, ABEs are classified
into Ciphertext-Policy Attribute-Based Encryption (CP-
ABE) [7] and Key-Policy Attribute-Based Encryption
(KP-ABE) [6] according to whether attributes and poli-
cies are attached to the ciphertext or the user’s private
key. Only when the attributes in the private key satisfy
the access structure in the ciphertext can the plaintext be
obtained. In the smart grid scenario, the latter CP-ABE
is generally considered.

2.2 Access Policy Hidden of ABE

Generally speaking, the access policy in the original CP-
ABE also contains user privacy information. Since it is
in plain text, everyone can see it, which has the risk of
privacy leakage. This issue was first considered by Katz
[8], who used Inner Product Predicate Encryption (IPE).
While Nishide et al. first proposed the idea of a partial
hiding strategy in CP-ABE [16]. Their scheme calls for
the access policy to be a one-piece gate structure. Since
then, policy hiding has gradually developed into partial
policy hiding and complete policy hiding. Phuong [17]
further studied the method of implementing policy hid-
ing using AND gate CP-ABE. Lai et al. [9] divided the
attributes in the access policy into two parts (attribute
name and attribute value). Yang [24] proposed a new
scheme that utilizes Attribute Bloom Filter (ABF) to
achieve complete policy hiding. However, false positives
for ABF may lead to decryption failure. Recently, Ying
et al. proposed a policy complete concealment scheme
(ACF) based on the cuckoo filter [25], but their scheme
does not address the issue of attribute recovery.

2.3 Overhead Size of ABE

The size of the ciphertext and public key PK also increases
linearly with the size of the attribute universe. Lewko
and Waters [12] proposed the first unbounded KP-ABE
scheme, which can support a large universe of attributes
in complex ordered groups. In addition, Rouselakis and
Waters [18] proposed KP-ABE and CP-ABE schemes to
support a large attribute universe in units of prime order.
Peng [27] proposed a composite scheme for large attribute
universe. Recently, Cui [4] proposed a partially hidden
CP-ABE scheme supporting LSSS policy and large at-
tribute sum based on [18], but this scheme was proved to
be secure in random Oracle models and could not achieve
full safety. In particular, this scheme does not support
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decryption testing before full decryption, so even schemes
designed based on prime order groups are inefficient. In
contrast, this paper proposes a more efficient large at-
tribute universe CP-ABE with complete policy hiding,
which supports high expressivity and a large universe.

2.4 Attribute Importance of ABE

Although there are many attribute-based encryption
schemes, these schemes share a common feature: they
seldom consider the importance of attributes, that is, the
status of attributes is equal. Since each attribute plays
a different role in the system, the corresponding states
they have in the system are also different. Therefore,
in real life, attributes with weights have practical signif-
icance. Compared with the previous attribute-based en-
cryption scheme, the introduction of weight in the system
will make the scheme closer to the actual situation and
have practical significance for the actual scenarios [21].
Liu [15] proposed the concept of attribute weights, but
it was introduced in one sentence in a general way, lack-
ing actual steps and algorithms. This paper considers the
use of AHP in operations research to assign weights to
all attributes in smart grid scenarios, making our scheme
more realistic, simplifying access policies, and reducing
communication overhead.

3 Preliminaries and Defintions

3.1 Bilinear Pairing

A bilinear pairing has three essential characteristics: Bi-
linear, Non-degenerate, and Computable. Suppose G and
GT are two multiplicative groups, and g is the generator
of G. If Zp is an integer group. Then, the attributes of
bilinear mapping function e : G Ö G � GT are

� Computability: For any a, b ∈ G, e(a, b) is computed
efficiently.

� Bilinear: ∀ x1, x2 ∈ Zp, e(g
x1 , gx2) = e(g, g)x1x2 .

� Non-degeneracy: ∀ a, b ∈ G, the e(a, b) ̸= 1 holds.

3.2 Analytic Hierarchy Process (AHP)

AHP is a systematic, hierarchical, multi-objective, and
comprehensive evaluation method. AHP can also play a
role in a situation where the attributes to be evaluated of
the evaluation object are complex and diverse, with dif-
ferent structures and difficult to quantify. It decomposes
complex issues into various components, and then groups
these factors according to the dominant relationship to
form a hierarchical structure. Determine the relative im-
portance of the factors in the hierarchy by way of pairwise
comparison. Then, the overall ranking of the relative im-
portance of the alternatives is determined. The whole
process embodies the ideological characteristics of entry

decomposition and problem-judgment synthesis. There
are generally four steps:

� Analyze the problem, clarify the needs, determine
the evaluation indicators, and establish the evalua-
tion level relationship.

� Construct the judgment matrix for each node in the
previous layer and the next layer.

� Obtain the relative weights between layers from the
judgment matrix (single-level ranking and consis-
tency check).

� Calculate the total weight of each layer to reach the
total evaluation target (the total ranking of the lay-
ers) and obtain the evaluation results of each alter-
native.

3.3 Linear Secret Sharing Scheme (LSSS)

A secret sharing scheme
∏

over a set of parties P is called
linear (over Zp) if

� The shares for each party form a vector over Zp.

� There exists a matrix A with l rows and n columns
called the share-generating matrix

∏
. For all i =

1, ..., l, the ith row of A is labeled by a party ρ(i) (ρ is
a function from 1, ..., l to P). When considering the
column vector v = (s, r2,...,rn), where s ∈ Zp is the
secret to be shared, and r2,...,rn ∈ Zp are randomly
chosen, then Av is the vector of l shares of the secret
s according to

∏
. The share (Av)i belongs to party

ρ(i).

Suppose that
∏

is an LSSS for access structure A. Let
S ∈ A be any authorized set, and let I ⊂ {1, ..., l} be
defined as I = {i | ρ(i) ∈ S}. Then there exist constants
{ωi ∈ Zp}, {λi} are valid shares of any secret s according
to

∏
, then

∑
i∈Iωiλi = s. Let Ai denotes the ith row of

A, then have
∑

i∈IωiAi = (1, 0, · · · , 0). These constants
{ωi} can be found in time polynomial in the size of the
share-generation matrix A. Note that, for unauthorized
sets, no such constants {ωi} exist.

4 System Model and Security Re-
quirements

4.1 System Model

As depicted in Figure 1, five generic entities: the author-
ity center (AC), smart cloud (SC), fog nodes (FN), data
owner (DO), and data users (DU) are involved in the
privacy-aware smart grid access control system, which is
described below.

AC: AC is responsible for attribute weight assignment,
initialization and user authorization. It is trustwor-
thy, the computer capability of the certification cen-
ter is very strong, and it is a completely trusted third
party;
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Figure 1: The system model

DO: DO manages the smart grid system and stores
power data on the smart cloud in encrypted text
with access policies completely hidden. Data from
sensors or other smart devices is encrypted with the
server’s help and sent to the smart grid cloud to be
shared with data users. Data owners are respon-
sible for defining and enforcing access policies for
encrypted information and completing online/offline
encryption;

SC: SC has abundant storage capacity, stores encrypted
ciphertext, has a completely hidden access policy, is
honest and curious, and is untrustworthy;

FN : FN receives the encrypted complete ciphertext, has
relatively large computing power, converts the orig-
inal ciphertext into converted ciphertext, and sends
it to the users;

DU: DU is a data consumer, usually a grid worker. Each
department has a set of attributes and a key associ-
ated with the attribute group. They need access to
the plaintext. So only when their attribute group
satisfies the required access policy can they become
legitimate users and finally decrypt the ciphertext.

4.2 Security Requirements

Security is very important for the smart grid. In our se-
curity model, it is generally believed that the AC is com-
pletely trusted and that the power information of the data
owner will not be false. Suppose SC is honest and curi-
ous. According to the security model and system model
of this scheme, the following security requirements should
be met in secure smart grid communication.

The Data Confidentiality. To protect the information
of the data owner (such as the power information

received by the meter) from being attacked by at-
tacker A, the page cannot obtain any relevant in-
formation from the access control policy during the
process of incoming cloud communication. At the
same time, during the decryption process, attacker
A cannot match the identity information and cannot
grant decryption permission. Even if A obtains either
TK or RK, the ciphertext cannot be completely de-
crypted. In this way, the confidentiality of the power
information can be guaranteed.

Collusion Resistance. Different users may work with
the Smart Cloud (SC) to read power information that
they do not have access to combine keys. For the
data security of the smart grid, we should resist these
collusion attacks.

Access Policy Privacy Protection. In the scheme of
this paper, the content of the access policy should be
sensitive and should be completely hidden to protect
the privacy of the access policy.

5 The Proposed Scheme

The construction of our big data access control is based
on the CP-ABE in [10]. Our scheme can also be applied to
any CP-ABE schemes with LSSS structured access poli-
cies and consists of the following four algorithms: System
Initialization, Key Generation, System Encryption, and
System Decryption. The parameters involved at the same
time are shown in Table 1.

5.1 System Initialization

The initialization algorithm first takes all the attributes U
of the system as input, outputs the attribute segmentation
set U∗, PK and MSK.
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Table 1: Notations in system

Notations Descriptions
U The whole attributes
PK The public key
MSK The master secret key
S An attribute set
SK A set of secret keys associated with S
M The plaintext

(A,ρ) An access structure
CT The ciphertext
CT’ Semi-encrypted ciphertext
TCT Semi-decrypted ciphertext
U The number of attributes in the set
S Number of user attributes
L The size of the access policy
E The exponential action in G, GT

Mt A multiplication activity in group GT

M A multiplication activity in group G
I The amount of attributes in secret key
n The number of hash functions

The input of the attribute weight assignment algorithm
is the entire attribute set U . Since each attribute in the
system has a different weight, the trust center assigns a
maximum weight allowed by the system to each attribute
in the system, and then according to the weight, The
whole attribute set U is transformed into the whole at-
tribute weight segmentation set U∗. Then it outputs the
segmentation set of all attribute weights.

5.1.1 Evalution Indicator

In AHP, three layers of hierarchical relationships are con-
structed: the target layer, criterion layer, and scheme
layer.

A judgment matrix is constructed for each node in one
layer and all its related nodes in the lower layer, and the
judgment matrix describes the relative importance or su-
periority of the nodes in the next layer. To quantify the
priority between nodes, the following judgment matrix
scale definition Table 2 will be used.

According to the judgment matrix, for a node in the
previous layer, the weight value of the important order
of all the nodes in this layer that are related to it is cal-
culated, to sort the importance order according to the
weight.

The overall ranking of the hierarchy assigns weight to
the importance of the scheme layer compared to the target
layer. In this way, the decision result with the largest
weight can be selected.

5.1.2 Setup

Then take a security parameter λ as input. It first runs
G(λ) to obtain a bilinear group (p,G,GT , e), the bilinear

map is e : G×G →GT , where G and GT are cyclic groups
of prime order p. It then chooses g ∈ G, α, β ∈ Zp, uni-
formly at random.Let Latt be the maximum bit length
of attributes in the system. Let Lrow be the maximum
bit length of the row numbers of the access matrix. Let
Lsi−ABF be the size of the bit array of the si-ABF. Let
n be the number of hash functions associated with the si-
ABF.Then, computes e(g, g)α, gβ The public parameters
are published as

PK = (G,GT , e, e(g, g)
α, g, gβ , Latt, Lrow,

Lsi−ABF , HASH1() · · ·HASHn())

MSK = (α, β).

5.2 Key Generation

The key generation algorithm takes as input the public
key, the master secret key, and a set S∗ of attributes
weights. The algorithm first randomly picks t ∈ Zp. Then,
the secret key SK = (S,K, K0, Kx) is computed as K =
gαgβt, K0 = gt, Kx =gtx ∀ i ∈ S∗.

5.3 System Encryption

Before the data is uploaded to the cloud, the data owner
encrypts the plaintext data under the access policy in the
form of LSSS by invoking the encryption algorithm. The
encryption algorithm takes as input the public parameters
PK, a message M ∈ GT to encrypt, and an LSSS access
structure A = (A,ρ), where A is an l× n matrix which is
a map from each row Ai of A to an attribute ρ(i). The
algorithm first chooses a random vector v = (s, v2, . .
. , vn) ∈ Zn

p . These values will be used to share the
encryption exponent s. Then, for each row Ai of A, it
chooses ri ∈ Zp uniformly at random. The ciphertext is
CT = (A,C,C ′, Ci, Di), where C = M e(g, g)αs, C ′ = gs,
Ci = gβAivg−ri

ρ(i)
, Di = gri ∀i ∈ {1, 2, ..., l}.

5.3.1 Offline Encryption

The input of the offline encryption algorithm is the access
public key and the access policy of Linear Secret Sharing
Scheme (LSSS). A is an l × n access matrix, and ρ maps
its row vectors to attributes. Calculate and output the
semi-encrypted ciphertext:

CT ′ = (A,C ′, Ci, Di), where C ′ = gs,

Ci = gβAivg−ri
ρ(i)

,

Di = gri .

In order to protect our power information, we need to
completely hide the access policy, especially to remove
the attribute mapping function ρ . However, at the same
time, it will also have a great impact on the decryption
of data users, and they do not know what attributes are
involved in the scheme. To solve this problem, this paper
proposes si-ABF, a security-improved attribute Bloom
Filter algorithm.
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Table 2: Judgment matrix scaling definition

Scaling Meaning
1 The two elements are of equal importance
3 The former is slightly more important or advantageous than the latter
5 The former is more important or advantageous than the latter
7 The former is more important or advantageous than the latter
9 The former is absolutely important or has an advantage over the latter

2,4,6,8 The intermediate value between the above scales

The traditional BF can only provide the member query
function, and the false positive rate is high. The ABF
proposed by Yang [24] builds blocks with the help of an
array of λ bits, λ is a security parameter, and ABF has
a lower false-positive rate than BF. At the same time, in
order to precisely locate the attribute corresponding to
the row number in the access matrix, ABF uses a specific
string as the element in the table.

si-ABF sets a unique hash value for each element.
When there is a conflict in inserting a new element, we
choose to create a new si-ABF table to store new elements
instead of sharing them in ABF and specifying the table
at the same time. The medium capacity must not exceed
70%, and once saturated, it will also actively create a new
si-ABF table.

The data owner first takes the access policy (A, ρ) as in-
put, and binds the attributes involved in the access policy
with its corresponding row number in the access matrix
A, where the ith row of the access matrix maps to the
attribute att= ρ(i). In order to input the attribute into
si-ABF, we bind the line number to the attribute,to find
the attribute and the corresponding specific line number
more accurately. The algorithm first shares elements with
the secret sharing scheme by randomly generating n − 1
λ bit strings r1,att, r2,att,... The atts are all expanded to
the maximum bit length.

The algorithm hashes the attribute atte associ-
ated with element e using n independent and uni-
form hash functions HASH1(), · · · , HASHn() and get
HASH1(att), HASH2(att), ..., HASHn(att), where each
HASH(att) (i ∈ [1, n]) represents the position index of
ABF, it then stores the ith element share ri to the po-
sition indexed by HASH(att) in the si-ABF as r1,el →
HASH1(att) position in si-ABF;

r2,el → HASH2(att) position in si-ABF;
...

rn,el → HASHn(att) position in si-ABF.
As elements continue to be added to the si-ABF, a

position may already be occupied by previously added
elements. If this happens, the system will open a new
table and place it in the appropriate location of the new
table. Instead of picking one at random or reusing the
original location.

The specific procedure of access policy completely hid-
den can be computed by Algorithm 1. And the model of

Algorithm 1 Generation of the si-ABF

1: Input: Mapping function ρ (row) = att, Lsi−ABF

2: Input: n HASH functions HASH1(),...HASHn()
3: Output: The tables si-ABF
4: for i = 0 to Lsi−ABF -1 do
5: Initialize si-ABF with NULL → si-ABF[i] = NULL

6: for each attribute el=i|| att ∈ Se do
7: pos=-1,finval=x
8: for i=0 to n-1 do
9: p=HASHi+1(att) the index of the position

10: if si-ABF[p]==NULL then
11: if pos==-1 then
12: pos=p
13: else

generate a random string rp,el with λ bits
si-ABF[p]=rp,el,finval=finval ⊕ si-ABF[p]

14: end if
15: else

finval=finval ⊕ si-ABF[p]
16: end if
17: end for
18: end for
19: end for

The current table is saturated (70%), or the collision
happens in the current position

20: return si-ABF
21: End

si-ABF refer to Figure 2.

5.3.2 Online Encryption

The input of the online encryption algorithm stage is the
public key, the plaintext M , and the semi-encrypted ci-
phertext CT ′, and the final ciphertext CT is calculated
and output. CT = (A,C,C ′, Ci, Di), where C = M
e(g, g)αs, C ′ = gs, Ci = gβAivg−ri

ρ(i)
, Di = gri .

5.4 System Decryption

The decryption algorithm takes as input the private key
SK = (S,K,K0,Ki) for a set of attributes S and a cipher-
text CT = (A,C,C ′, Ci, Di) where A is an l × n matrix.
If S does not satisfy the access structure A, it outputs
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Figure 2: The model of si-ABF

⊥. Suppose that S satisfies the access structure A and let
I ⊂ {1, 2, ..., l} be defined as I = {i : ρ(i) ∈ S}. It com-
putes constant ωi ∈ Zp such that

∑
i∈IωiAi = (1, 0, ..., 0).

5.4.1 si-ABF Match

When accessing cloud data again, the data users must
have their attributes to satisfy the access policy before
decrypting the ciphertext. In traditional ABE systems,
the access policy (A,ρ) is appended to the ciphertext in
plaintext. Therefore, data users can easily check whether
their attributes satisfy the access policy. We hide the at-
tribute mapping function ρ, and should first check which
attributes they have in the access matrix A by running
Algorithm 2, si-ABF matching.

For each attribute att ∈ S owned by the data users,
the algorithm calculates each position index through the
provided n HASH functions and get

HASH1(att), HASH2(att),...,HASHn(att).

Next, the corresponding string can be obtained
through the position index.

HASH1(att) position in si-ABF→r1,el;

HASH2(att) position in si-ABF→r2,el;
...

HASHn(att) position in si-ABF →rn,el.

We delete all zero bits on the left side of the corre-
sponding string to get att. If the table is consistent with
the user’s att, the attribute is said to be in this access ma-
trix. Next, get the line number of the attribute through
the left bit of the string, if the above conditions are met, it
means that the user attribute set satisfies this access con-
trol, and get the corresponding attribute set Ssi−ABF .

Algorithm 2 si-ABF Match

1: Input: a security improved-Attribute Bloom Fil-
ter si-ABF, a set of attributes S, n hash functions
HASH1(), ··· , HASHn()

2: Output: The matching attribute set Ssi−ABF .
3: for each att ∈ S do
4: initialize the NewStr
5: for i = 0 to n-1 do do
6: p = HASHi+1(att) get the index of the position

7: NewStr=NewStr ⊕ si-ABF[p]
8: Wait until the key bits of the attribute, and then

remove the preceding zero bits.
9: if att correspond to the same then

10: According to access policy, the attributes cor-
responding to the line numbers in are expressed
as Ssi−ABF

11: end if
12: end for
13: end for
14: return Ssi−ABF

15: End

5.4.2 Transkey Generation

The key transformation algorithm inputs the public key
PK and the private key SK, randomly select θ.

K ′ = K(1/θ) = g(α/θ)g(βt/θ)

K ′
0 = K0

(1/θ) = g(t/θ)

Ki
′ = Ki

(1/θ) = gi
(t/θ)

(1)

Accroding to Equation (1), we enter the conversion key
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Table 3: Scheme feature comparison

Scheme Policy Hidden Online\Offline Encryption Give Weight Large Universe
Scheme [26] Completely Hidden ✗ ✗ ✗

Scheme [28] Partially Hidden ✗ ✗ ✓

Scheme [23] ✗ ✗ ✗ ✗

Scheme [24] Completely Hidden ✗ ✗ ✗

Our Scheme Completely Hidden ✓ ✓ ✓

as TK=(S,K ′,K ′
0,K

′
i), the local key RK= θ

5.4.3 Decryption

The outsourced decryption algorithm inputs the public
key PK, the ciphertext CT , and the conversion key TK,
then calculate TCT :

e(C ′,K ′)∏
i∈I e(Ci,K ′

0)e(K
′
ρ(i), Di)

ωi

=
e(g, g)αs/θe(g, g)βts/θ∏

i∈I(g, g)
βtAivwi/θ

=e(g, g)αs/θ

(2)

The decryption algorithm takes the semi-decrypted
ciphertext TCT and the local key RK as input, according
to Equation (2), we can get Equation (3), and through
the calculation, the original ciphertext can be recovered:

C

(TCT )θ
=

Me(g, g)αs

(TCT )θ
= M (3)

6 Preformance Evalution

By comparing the constructed scheme with other related
schemes in terms of public key size, private key size, ci-
phertext size, whether to support weighted attributes,
whether to complete the complete hiding of access poli-
cies, and whether to achieve a large attribute universe,
the specific conclusions are shown in Table 3.

The concept of the weighted attribute is introduced in
the ABE scheme, where the access policy is completely
hidden, which does not affect the tracking performance.
Since the weights of attributes in the system are deter-
mined by the authorization center AC before the initial-
ization phase, there is no computational time cost to gen-
erate the weights of attributes.

To illustrate the issue of computational overhead, we
program the scheme on an Ubuntu system by using the
Java Pair-Based Cryptography (JPBC) library. Choose
a class a pairing to complete the activity in the prime
order group and construct an elliptic curve y2 = x3 + x,
the system has a 2.4 GHz Intel Core i5 CPU and 3GB
RAM with a base field size of 512 bits and an embedded
degree of 2, making the security parameter equal to 1024
bits. The pairing( ) operation is implemented by calling

the pairing function, and the powzn( ) function and the
mul( ) function is called respectively to test the modular
exponentiation and modular multiplication.

6.1 Communication Cost Comparison

As shown in Table 4, by comparing with other schemes.
In our scheme, the PK size, SK size, and CT size are
respectively constant, S+3, and 2L+3, which is better
than other schemes. We also achieve that the size of
PK remains stable no matter how many attributes are
involved in our scheme, whereas in most other schemes,
the size of PK and CT will increase linearly with the in-
crease in the number of attributes. Although the scheme
of [28] supports a large attribute domain, it only realizes
the partial hiding of attributes and the assignment of at-
tribute weights, and the security cannot be guaranteed.
The length of the CT in [28] is 3L+4, which is longer
than our proposed scheme, and the communication cost
is higher than other schemes.

Table 4: Communication cost comparison

Scheme PK size SK size CT size
Scheme [26] U+8 S+2 2L+5
Scheme [28] 6 S+2 3L+4
Scheme [23] 7+U 2S+4 3L+3
Scheme [24] U+n+6 S+2 L+2
Our Scheme n+9 S+3 2L+2

6.2 Computional Cost Comparison

The computational cost is shown in Table 5, where E rep-
resents the exponential action in G, GT , P is the bilinear
pair operation, M represents the multiplication activity in
the G group, Mt represents the multiplication activity in
the GT group, and |I| represents the number of attributes
in the decryption key that satisfy the conditions of the
access policy.

Although the scheme of [24] is the most efficient and
concise among other schemes, it implements fewer func-
tions. Although other schemes achieve complete hiding of
access policies and large attribute domains, their compu-
tational overhead becomes larger at the same time. While
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Table 5: Computational cost comparison

Scheme Key Generation Encryption Decryption
Scheme [26] (S+2)E+M (2L+5)E+Mt (2I+1)P+M+2Mt
Scheme [28] (S+2)E+3M (3L+4)E+4Mt (2I+1)P+3Mt+2E
Scheme [23] (4+2S)E+M (3+3L)E (3I+1)P+Mt+2E+2M
Scheme [24] (S+2)E+M (L+1)E (2I+1)P+3Mt+2E
Our Scheme (2+S) E E

Figure 3: Evalution of time cost

realizing these functions, we introduce online/offline en-
cryption and outsource decryption. In the schemes of [23,
24,26,28], the computational overheads of the encryption
stage are (25+2L)E+Mt, (4+3L)E+4Mt, and (3+3L)E,
(L+1)E. However, in our scheme, not only the functions
of the above schemes are realized, but also complex opera-
tions such as complex bilinear pairing are put into the of-
fline stage, the remaining simple multiplication operations
are completed in the encryption stage, and only one mod-
ular exponentiation operation is required. In the schemes
of decryption stages [23, 24, 26, 28], the computational
overheads are (2I+1)P+M+2Mt, (2I+1)P+3Mt+2E,
(3I+1)P+Mt+2E+2M and (2I+1)P+2E+3Mt. Our so-
lution outsources complex operations to edge fog nodes,
and the plaintext can be obtained locally by a modular
exponentiation operation. Compared with other schemes,
our scheme not only realizes the function of hiding each
attribute, ensuring the security of the scheme, but also
realizes a large attribute domain, which reduces the com-
munication overhead of the scheme to a certain extent,
and the distributed operations of encryption and decryp-
tion also The calculation overhead is reduced. The time
cost of the terminal device is further analyzed through ex-
periments, including the time of the key generation pro-
cess, encryption steps, and decryption phase, as shown in
Figure 3.

7 Conclusion

This paper addresses data privacy and access control pri-
vacy issues by introducing an efficient weighted attribute
encryption scheme with privacy-preserving policies in the
smart grid. We use si-ABF to completely hide the access
policies while preventing them from colliding and setting
up a matching algorithm to avoid the risk of false positives
in filters. For traditional CP-ABE, the time and compu-
tational costs required for the bilinear pairing of the cal-
culation steps are too large, so this paper adopts an online
and offline method for the encryption step and allocates
a very large part of the calculation to the offline stage,
while the remaining simple algorithms are completed on-
line, which greatly reduces the burden of the scheme and
improves the efficiency of the work. We also assign the
maximum weight to all attributes in the system and use
the AHP analytic hierarchy process in logic to ensure the
rationality of the weight and, at the same time, provide
convenience for the operation of the power grid system.
The current solution is safer, more expressive, and more
realistic.

Acknowledgment

This work was supported by the National Nat-
ural Science Foundation of China under Grant
No.U1936213,61872230, Program of Shanghai Academic
Research Leader No.21XD1421500, Shanghai Science and
Technology Commission Project No.20020500600.



International Journal of Network Security, Vol.25, No.1, PP.140-150, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).16) 149

References

[1] J. Bethencourt, A. Sahai, and B. Waters,
“Ciphertext-policy attribute-based encryption,”
in IEEE symposium on security and privacy
(SP’07), pp. 321–334, 2007.

[2] P. S. Chung, C. W. Liu, and M. S. Hwang, “A study
of attribute-based proxy re-encryption scheme in
cloud environments”, International Journal of Net-
work Security, vol. 16, no. 1, pp. 1-13, 2014.

[3] I. Colak, R. Bayindir, And S. Sagiroglu, “The ef-
fects of the smart grid system on the national grids,”
in 8th International Conference on Smart Grid (icS-
martGrid), IEEE, pp. 122–126, 2020.

[4] H. Cui, R. H. Deng, J. Lai, X. Yi, and S. Nepal, “An
efficient and expressive ciphertext-policy attribute-
based encryption scheme with partially hidden access
structures, revisited,” Computer Networks, vol. 133,
pp. 157–165, 2018.

[5] S. Gao, G. Piao, J. Zhu, X. Ma, and J. Ma,
“Trustaccess: A trustworthy secure ciphertext-policy
and attribute hiding access control scheme based on
blockchain,” IEEE Transactions on Vehicular Tech-
nology, vol. 69, no. 6, pp. 5784–5798, 2020.

[6] V. Goyal, O. Pandey, A. Sahai, and B. Waters,
“Attribute-based encryption for fine-grained access
control of encrypted data,” in Proceedings of the 13th
ACM conference on Computer and communications
security, pp. 89–98, 2006.

[7] H. He, L.-h. Zheng, P. Li, L. Deng, L. Huang,
and X. Chen, “An efficient attribute-based hier-
archical data access control scheme in cloud com-
puting,” Human-centric Computing and Information
Sciences, vol. 10, pp. 1–19, 2020.

[8] J. Katz, A. Sahai, and B. Waters, “Predicate encryp-
tion supporting disjunctions, polynomial equations,
and inner products,” in annual international confer-
ence on the theory and applications of cryptographic
techniques, Springer, pp. 146–162, 2008.

[9] J. Lai, R. H. Deng, and Y. Li, “Expressive cp-abe
with partially hidden access structures,” in Proceed-
ings of the 7th ACM symposium on information,
computer and communications security, pp. 18–19,
2012.

[10] J. Lai, R. H. Deng, Y. Yang, and J. Weng, “Adapt-
able ciphertext-policy attribute-based encryption,”
in International Conference on Pairing-Based Cryp-
tography, Springer, pp. 199–214, 2013.

[11] C. C. Lee, P. S. Chung, M. S. Hwang, “A survey
on attribute-based encryption schemes of access con-
trol in cloud environments”, International Journal of
Network Security, vol. 15, no. 4, pp. 231-240, 2013.

[12] A. Lewko and B. Waters, “Decentralizing attribute-
based encryption,” in Annual international confer-
ence on the theory and applications of cryptographic
techniques, Springer, pp. 568–588, 2011.

[13] C. W. Liu, W. F. Hsien, C. C. Yang, and M. S.
Hwang, “A survey of attribute-based access control

with user revocation in cloud data storage,” Inter-
national Journal of Network Security, vol. 18, no. 5,
pp. 900–916, 2016.

[14] X. Liu, J. Ma, J. Xiong, Q. Li, and J. Ma,
“Ciphertext-policy weighted attribute based encryp-
tion for fine-grained access control,” in 2013 5th
International Conference On Intelligent Networking
And Collaborative Systems, IEEE, pp. 51–57, 2013.

[15] Z. Liu, Z. Cao, and D. S. Wong, “Blackbox traceable
cp-abe: how to catch people leaking their keys by
selling decryption devices on ebay,” in Proceedings
of the 2013 ACM SIGSAC conference on Computer
& communications security, pp. 475–486, 2013.

[16] T. Nishide, K. Yoneyama, and K. Ohta, “Attribute-
based encryption with partially hidden encryptor-
specified access structures,” in International confer-
ence on applied cryptography and network security,
Springer, pp. 111–129, 2008.

[17] T. V. X. Phuong, G. Yang, and W. Susilo, “Hidden
ciphertext policy attribute-based encryption under
standard assumptions,” IEEE transactions on infor-
mation forensics and security, vol. 11, no. 1, pp. 35–
45, 2015.

[18] Y. Rouselakis and B. Waters, “Practical construc-
tions and new proof methods for large universe
attribute-based encryption,” in Proceedings of the
2013 ACM SIGSAC conference on Computer & com-
munications security, pp. 463–474, 2013.

[19] A. Sahai, “Non-malleable non-interactive zero knowl-
edge and adaptive chosen-ciphertext security,” in
40th Annual Symposium on Foundations of Com-
puter Science (Cat. No. 99CB37039), IEEE, pp. 543–
553, 1999.

[20] A. Sahai and B. Waters, “Fuzzy identity-based en-
cryption,” in Annual international conference on the
theory and applications of cryptographic techniques,
Springer, pp. 457–473, 2005.

[21] J. Sun, Y. Yang, Z. Liu, and Y. Qiao, “Multi-
authority criteria-based encryption scheme for iot,”
Security and Communication Networks, vol. 2021,
2021.

[22] A. Wu, Y. Zhang, X. Zheng, R. Guo, Q. Zhao, and
D. Zheng, “Efficient and privacy-preserving traceable
attribute-based encryption in blockchain,” vol. 74,
no. 7, Springer, pp. 401–411, 2019.

[23] X. Yan, X. Yuan, Q. Zhang, and Y. Tang, “Trace-
able and weighted attribute-based encryption scheme
in the cloud environment,” IEEE Access, vol. 8, pp.
38 285–38 295, 2020.

[24] K. Yang, Q. Han, H. Li, K. Zheng, Z. Su, and
X. Shen, “An efficient and fine-grained big data ac-
cess control scheme with privacy-preserving policy,”
IEEE Internet of Things Journal, vol. 4, no. 2, pp.
563–571, 2016.

[25] Z. Ying, W. Jang, S. Cao, X. Liu, and J. Cui, “A
lightweight cloud sharing phr system with access
policy updating,” IEEE Access, vol. 6, pp. 64 611–
64 621, 2018.



International Journal of Network Security, Vol.25, No.1, PP.140-150, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).16) 150

[26] Z. Ying, W. Jiang, X. Liu, S. Xu, and R. Deng, “Re-
liable policy updating under efficient policy hidden
fine-grained access control framework for cloud data
sharing,” IEEE Transactions on Services Computing,
2021.

[27] P. Zeng, Z. Zhang, R. Lu, and K.-K. R. Choo,
“Efficient policy-hiding and large universe attribute-
based encryption with public traceability for internet
of medical things,” IEEE Internet of Things Journal,
vol. 8, no. 13, pp. 10963-10972, 2021.

[28] Y. Zhang, D. Zheng, and R. H. Deng, “Security
and privacy in smart health: Efficient policy-hiding
attribute-based access control,” IEEE Internet of
Things Journal, vol. 5, no. 3, pp. 2130–2145, 2018.

Biography

Jing Cheng Currently studying for a master’s degree
in the Department of Computer Science and Technology,

Shanghai Electric Power University, China. Research in-
terests include smart grid, attribute encryption and pri-
vacy protection.

Mi Wen(M’10) Received the M.S. degree from the Uni-
versity of Electronic Science and Technology of China,
Chengdu, China, in 2005, and the Ph.D. degree from
Shanghai Jiao Tong University, Shanghai, China, in 2008.
She is currently a Professor of the College of Computer
Science and Technology with Shanghai University of Elec-
tric Power, Shanghai, China. From May 2012 to May
2013, she was a Visiting Scholar at the University of Wa-
terloo, Waterloo, ON, Canada. In 2016, she was awarded
as Shanghai Municipal dawn scholar. Her research inter-
ests include privacy preserving in wireless networks, big
data, smart grid, etc. She is an Associate Editor of Peer-
to- Peer Networking and Applications (Springer). She is
presently an director of Shanghai Computer Society. She
acts as the track chairs of many conferences such as the
IEEE VTC.



International Journal of Network Security, Vol.25, No.1, PP.151-160, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).17) 151

Bilinear Mapping and Blockchain-based
Privacy-Preserving and Data Sharing Scheme for

Smart Grid

Xiaoxu Zhang
School of Control and Computer Engineering, North China Electric Power University

Beijing 102206, China

Email: zhangxiaoxu@ncepu.edu.cn

(Received Aug. 24, 2022; Revised and Accepted Dec. 5, 2022; First Online Dec. 14, 2022)

Abstract

With the popularity of the smart grid, there are many
problems, such as data security, high cost, and low
efficiency in the query and access control of users’
electricity data. To solve the above problems, this paper
proposes a scheme of privacy-preserving and data sharing
based on bilinear mapping and blockchain for an intel-
ligent pricing system of a smart grid. Then, the secure
encryption, signature, and authentication mechanism
ensure the integrity and confidentiality of the message.
An ASV-FLD algorithm is designed based on dichotomy
to improve the speed of signature verification and fast
recognition. First, the ID-based encryption scheme
is used for data aggregation, which can significantly
improve the calculation efficiency. Second, an ID-based
proxy re-encryption scheme is used for data sharing.
Finally, the simulation results show that the scheme has
the characteristics of low storage cost, high efficiency of
data calculation, flexible access control, and can meet
the growing business needs of users.

Keywords: Blockchain; Data Sharing; Privacy-
preserving; Smart Grid

1 Introduction

As a new generation power system, smart grid has the
characteristics of high reliability, strong resistance to at-
tacks, and real-time interactive friendly. The smart grid
needs to frequently obtain user data and aggregate to an-
alyze the user’s electricity consumption characteristics,
so as to realize the pricing of electricity consumption.
However, there is a security risk of leaking user privacy
data during the process of data aggregation or sharing.
Therefore, the security of privacy-preserving has become
a mainstream research trend in smart grid. Various pro-
tocols have been proposed for privacy-preserving in the
power grid. Reference [20] proposed a scheme that uses
Paillier homomorphic cryptography to encrypt structured

data and directly aggregate it at the local gateway with-
out decryption.

Reference [18] proposed a usage-based dynamic pricing
system based on homomorphic encryption, which dynam-
ically priced based on the user’s electricity consumption,
while protecting user privacy. However, the above scheme
did not consider the feasibility, and it is difficult for the
existing computing resources to be fully homomorphic.
Reference [28] proposed the use of ring signatures to ver-
ify user identity and encrypt data to protect privacy.

Reference [21] proposed using proxy re-encryption
anonymously aggregates multi-dimensional data, cutting
off the association between entities and users in the sys-
tem. Reference [25] proposed a data obfuscation mech-
anism that using elliptic curve signature technology au-
thenticates the distributed obfuscation values [17,19]. Al-
though the above scheme can better protect privacy but
does not consider the calculation cost, as the number of
users increases, the calculation cost of encryption and de-
cryption and signature will also increase. A differential
privacy model is proposed to protect privacy by increas-
ing noise in power consumption [1]. However, the smart
grid needs to frequently and accurately obtain user power
consumption, so it directly affects the user’s power con-
sumption behavior, and this scheme will increase a lot of
communication overhead.

Recently, a blockchain technology has been introduced
into the research of distributed data security storage. Ref-
erence [2] combined traditional blockchain technology and
digital signature to ensure the safe transaction of elec-
tric energy and the safe verification and storage of data.
Because the consensus process of traditional blockchain
technology needs the cooperation of all network nodes, re-
sulting in huge network energy consumption. The above
scheme is not suitable for smart grid sensor data storage.
Reference [22] proposed to apply blockchain and smart
contract to smart grid as an intermediary between power
consumers and power producers to help reduce costs, im-
prove transaction speed and enhance the security of trans-
action data generated. In their model, whenever a trans-
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action occurs, there is a blockchain based instrument that
updates the blockchain by creating a unique timestamp
block in the distributed ledger. At the distribution level,
system operators charge customers according to the data
recorded on the blockchain.

Zyskind et al. [8] used blockchain for access control
management and audit log security purposes, as an event
tamper proof log is a distributed computing platform
based on the optimized version of secure multiparty com-
puting (SMPC). Different participants fully store and run
data computing while maintaining complete privacy of
data. Reference [27] proposed a data sharing framework
based on blockchain, which fully solved the access control
challenges related to sensitive data stored in the cloud by
using the invariance and built-in autonomy of blockchain.
They used the security cryptography technology to en-
sure the effective access control of the sensitive shared
data pool using the allowed blockchain, and designed a
data sharing scheme based on the blockchain.

Reference [11] proposed a distributed monitoring in-
frastructure, drams, based on blockchain for distributed
access control system. The main motivation of DRAMs
was to deploy a decentralized architecture that can detect
policy violations in a distributed access control system un-
der the assumption of a well-defined threat model. Access
control management based on blockchain was described in
more detail in Thomas and Alex’s system. The chainan-
chor system provided anonymous but verifiable identity
to entities attempting to execute transactions to the al-
lowed blockchain. The enhanced privacy ID (EPID) zero
knowledge proof scheme was used to realize and proved
the anonymity and membership of participants [13].

The main innovations of this paper are as follows. In
this paper, the ID-based aggregate signature algorithm is
used for signature and authentication. The unidirection-
ality and non-collision of hash function ensure the reli-
ability of signature scheme. When salesmen query user
data, the control center will decrypt the data to the shar-
ing chain after checking their permissions, and then sales-
men can view the information. This mechanism can avoid
salesmen directly contacting with the data on the private
chain, and further improve the security by using the char-
acteristics of blockchain.

The rest of this paper is organized as follows. The sec-
ond part introduces the basic knowledge, mainly intro-
duces the technology of data aggregation of encryption
system, the algorithm of ID-based aggregate signature.
The third section introduces the model and design objec-
tives that will be used in this paper. In the fourth part,
we propose a system model of data privacy-preserving for
smart grid based on double blockchain and cloud storage.
Next, we analyze the security of our model in Section five.
In the sixth section, the security analysis and extensive
evaluation of various performance indexes are carried out.
Finally, giving our conclusion.

2 Preliminaries

2.1 Bilinear Pairing

Let G and GT be two groups of prime order q, and g be a
generator of G. Consider a bilinear map e : G×G→ GT

satisfies the following properties [14,16]:

1) Bilinear: For all u, v ∈ G and a, b ∈ Z∗
q , we have

e(au, bv) = e(u, v)ab, and e(u, (a+ b) ·v) = e(u, a ·v) ·
e(u, b · v).

2) Nondegenerate: g should satisfy e(g, g) ̸= 1.

3) Computable: e(u, v)should be computable.

2.2 ID-based Aggregate Signature
Scheme

The ID-based aggregate signature [3,6,9] consists of 6 al-
gorithms: ParamGen, KeyGen, Sign and V erify are
the same as that in the ordinary ID-based signature,
the signature aggregation algorithm AggSign and the ag-
gregate signature verification algorithm AggV erify pro-
vide the aggregation capability. Let G and GT be two
groups of prime order p, and P be a generator of G.
H1 : {0, 1}∗ −→ G, H2 : {0, 1}∗ −→ Z∗

q . Consider a
bilinear map e : G × G → GT , described in detail as
follows:

ParamGen: Given a security parameter k, let s ∈ Z∗
q

denote the master private key and Ppub = s ·
P . The outputs system parameters Params =
{G,GT , e, q, P,H1, H2}.

KeyGen: Let U1, U2, · · · , Un denote all users to join the
signing. The identity of Ui is denoted as idi, the
corresponding private-public key pair is (PKi =
H1(idi), SKi = s · PKi).

Sign: Given n different messages m1,m2, · · · ,mn, with-
out loss of generality, we assume that Ui signs mes-
sage mi. He randomly picks a number ri ∈ Z∗

q , com-
putes and broadcasts Ri = ri · P , hi = H2(mi, Ri),
Si = ri · Ppub + hi · SKi, and the signature σi =
(Ri, Si).

V erify: Anyone can be designated to aggregate all these
single signatures. The designated user (DU) first
verifies the validity of each single signature. Hav-
ing received all the single signatures, DU computes
Ti = Ri + hi · pki. He accepts the signature if
e(P, Si) = e(Ppub, Ti).

AggSign: DU comoutes S =
∑n

i=1Si. The aggregate
signature on n different messages m1,m2, · · · ,mn is
σ = (R,S).

AggV erify: After receiving σ, the verifier computes hi =
H2(mi, R =

∑n
i=1Ri), T = R+

∑n
i=1hi · pki. He ac-

cepts the aggregate signature if e(P, S) = e(Ppub, T ).
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2.3 ID-based Encryption Scheme

Let G and GT be two groups of prime order q, and P
be a generator of G, H1 : {0, 1}∗ −→ G. Consider a
bilinear map e : G × G → GT , described in detail as
follows [4, 4, 12,26]:

ParamGen: Given a security parameter k, it outputs sys-
tem parameters Params = {G,GT , e, q, P,H1}.

KeyGen: Standard key generation algorithm. When the
identity ID ∈ {0, 1}∗ and the master key s are input,
the public key PKid = H1(id) and secret key SKid =
s · PKid corresponding to the identity is output.

Encrypt: When M represents plaintext space, in-
putting a set of public parameters params, iden-
tity id ∈ {0, 1}∗ and plain text m ∈ M , se-
lect a randomr ←− Z∗

q , and output Cid =(
r · P,m · e (s · P,H1(id))

r2
, r · SKid

)
, which is the

cipher text under identity id.

Decrypt: The input Cid = (C1, C2, C3) ciphertext of id,
and the output using C3 to decrypt the ciphertext
Cid is:

C2

e(C1, C3)
(1)

Next, we consider the proxy re-encryption scheme
(PRS) [7, 12]. In the PRS, there are six phases:
ParamGen, KeyGen, Encrypt, PKGen, Reencrypt
and Decrypt. The first three phases are the same as
the ID-based encryption scheme. We consider the
last three phases.

PKGen: When entering the identity {id1, id2} ∈ {0, 1}∗,
select x ∈ GT , calculate (R1, R2, R3) =
Encrypt(params, id2, x), and output the re-
encryption key RKid1−→id2

= (R1, R2,−C3+H1(x)).

Reencrypt: In order to re-encrypt the cipher text of
id1 into the cipher text of id2, the re-encryption
key RKid1−→id2

= (R
′

1, R
′

2, R
′

3) are input, the re-
encrypted cipher text Cid2 is output as cid2

=
(C1, C2 · e(C1, R

′

3), R
′

1, R
′

2, R
′

3).

Decrypt: Before decryption, x = R
′

2/e(R
′

1, R3) needs to
be calculated by R

′

2. The output using key skid to
decrypt the ciphertext Cid is:

m =
C2 · e

(
C1, R

′

3

)
e (C1, H1(x))

(2)

In this paper, we use the user’s public key to encrypt,
and the control center decrypts according to the master
key, in which the data is aggregated in the aggregation
node to improve efficiency. However, the difference be-
tween the sharing phase and the encryption operation is
whether the re-encryption key is generated after encryp-
tion.

Figure 1: System model

3 System Model

3.1 Network Model

In our system model, the communication between vari-
ous entities is shown in Figure 1. This article includes
six entities: smart meter users (SM), aggregation nodes,
control center (CC), cloud, trusted authority (TA), and
foreign guest users (salesman). SM stands for a series of
smart meters deployed on the user side and has sensing
and communication modules. The CC is responsible for
collecting data, maintaining shared blockchain, and in-
teracting with outside visitors. The cloud is responsible
for storing user data and returning the storage address.
The TA is a completely trusted third party, responsible
for system booting, key material distribution and agent
re-encryption, and does not participate in the rest of the
process. It is assumed here that there is a secure channel
between the TA and other entities to transmit key mate-
rial. Salesman is a user outside the CC system and has a
need to access specific user data. One private chain stores
a mapping of the user’s real identity and pseudonym, and
users have permission to view it; the other sharing chain
is used to share information with outside visitors.

Transaction records: The transactions in our block are
organized in a structure based on the Merkle tree,
where leaf nodes represent data access transactions
for mobile users. In the private chain, store smart
meter IDs and hash values stored on the cloud; in
the public chain, store encrypted data information
that has been queried with access control rights.

Block header: The block header contains the following
metadata to verify the data block.

1) Hash: The SHA256 hash of the block. The
hash value can be expressed as Hash =
Hash(Hash1+Hash2) = Hash[(Tx1.Hash)+
(Tx2.Hash].

2) Last Hash: The hash of the previous block used
for block verification.

3) Merkle Root: A structure that stores a set of
transactions in each block.

4) Nonce: refers to a number generated by per-
forming a proof of work operation on the Miner
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node to generate a hash value lower than the
target difficulty level.

5) Timestamp: refers to the time when the block
was created. It is also the timestamp of the last
transaction in the block.

3.2 Security Model

The security model in this paper considers the trusted
state of each entity, assuming that the control center and
the trusted center are completely trusted, and the aggre-
gation node and the foreign guest are honest but curious.
Honest but curious setting is on the one hand to honestly
implement the protocol designed in this article, on the
other hand to be curious and try to get the user’s sen-
sitive information. Suppose there is a malicious attacker
A in the communication channel from the user to the ag-
gregation node, trying to obtain the transmission data, it
will also initiate some active attacks or inject useless data
to destroy the data integrity.

Definition 1. Computational Diffie-Hellman Problem
(CDHP): If the discrete logarithm problem (DLP) in G
and GT is hard, given (P, aP, bP ) in G, compute abP .
The hardness of CDHP in G depends on the hardness
assumption of DLP in G [5, 12].

Definition 2. Decisional Bilinear Diffie Hellman As-
sumption: Our encryption schemes are based on the
assumed intractability of the Decisional Bilinear Diffie-
Hellman problem (DBDH) in G and GT . This assumption
is believed to hold in certain groups and used as the basis
of several Identity-Based Encryption schemes, e.g. [4,26].

3.3 Design Goal

The design goal of this paper is to propose a privacy-
preserving data aggregation and sharing scheme based on
Bloom filter and dual blockchain under the condition of
satisfying system model and security requirements. The
problems to be solved in this paper are:

1) Unable to ensure trusted third-party aggregation;

2) No corresponding authority control strategy;

3) Fast identity authentication strategy.

The detailed objectives of this article are as follows:

Security and privacy: Our solution should meet all se-
curity requirements, such as confidentiality, authen-
tication, integrity, and privacy-preserving require-
ments. This requires the control center and aggre-
gation node to be able to recognize the illegal op-
eration of attacker A. Collect reliable and complete
data. The user’s privacy needs should be met. No
other users or aggregators can read the user’s data.
Only the control center and the guest who have ac-
cess to the data can obtain the data.

Efficiency: Since the terminals in the smart grid, such
as smart meters, are resource-restricted devices, this
requires that our proposed scheme is lightweight, and
the computational complexity of encryption and au-
thentication operations is as small as possible, while
the communication load should be as small as possi-
ble.

3.3.1 Bilinear Mapping and Blockchain-based
Privacy-Preserving and Sharing Scheme

This paper considers two chains, one private chain is used
as a side chain to store the mapping relationship between
user identity and pseudonym; the other shared chain is
used as the main chain to share information with foreign
visitors. It is divided into four phases: system initializa-
tion, data generation, data aggregation, and sharing.

System initialization phase. Let G and GT be two
groups of prime order p, and P be a generator
of G. Consider a bilinear map e : G × G →
GT . Given a security parameter, it outputs system
parametersParams = {G,GT , e, q, P,H1, H2}. Let
s ∈ Z∗

q denote the master private key and Ppub = s·P ,
U1, U2, · · · , Un denote all users. The identity of Ui is
denoted as idi, the corresponding private-public key
pair is (PKi = H1(idi), SKi = s · PKi).

Data generation phase. To confuse the user’s real
identity, we use a pseudonym method to trans-
mit data, that is, the serial number of the
smart meter is used as a pseudonym, and the
relationship between the user’s real identity and
the pseudonym is stored in the secondary chain.
Each user selects a ri ∈ Z∗

q , assume that the
electricity consumption data generated by smart
meter SMi at time ti. Generate ciphertext

ci =
(
ri · P,mi · e (s · P,H1(SNSMi))

r2
, ri · SKi

)
and signature σi = (Ri = ri · P, Si = ri · Ppub +
hi · SKi), where hi = H2(ci, Ri). SMi sends Mi =
SNSMi

∥ ci ∥ ti ∥ σito CC.

Signature verification phase. The CC receives n data
M1,M2, · · · ,Mn by U1, U2, · · · , Un at time ti, checks
whether e(P, Si) = e(Ppub, Ti), where Si = ri ·Ppub+
hi · SKi and Ti = Ri + hi · PKi. If the aggre-
gate signature is valid, the CC gets data through
mi = C2/e(C1, C3). Therefore, the billing center
of the control center goes to the cloud storage cen-
ter to query the electricity data to verify each user’s
pseudonym. If the user’s identity is true and the data
has not been tampered with, the billing standards
for different periods of time calculate the dynamic
electricity charges for each user and formulate more
economical and suitable electricity consumption sug-
gestions for the users based on these electricity con-
sumption data. Assuming that the charging standard
for different time periods is p1, p2, · · · , ph, the corre-
sponding power consumption is D1, D2, · · · , Dn then



International Journal of Network Security, Vol.25, No.1, PP.151-160, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).17) 155

the electricity billing rule is S = p1 ·D1 + p2 ·D2 +
· · ·+ pn ·Dn. This process is shown in Figure 2.

Figure 2: Data Generation and Signature Verification Al-
gorithm

3.3.2 ASV-FLD Algorithm

Aggregation signature verification and fast location algo-
rithm based on Dichotomy (ASV-FLD) is an aggregate
signature verification algorithm and a fast location algo-
rithm based on dichotomy. The algorithm consists of two
parts: aggregate signature verification and fast signature
location. Generally, the signature verification method is
one by one, as mentioned above. However, it would be
more convenient for us to aggregate and verify the n sig-
natures received.

The CC receives n signatures σ1, σ2, · · · , σi, · · · , σn by
U1, U2, · · · , Ui, · · · , Un at time ti. For Ui, σi = (Ri, Si).
Let R =

∑n
i=1Ri, S =

∑n
i=1Si and T =

∑n
i=1Ti. There-

fore, the aggregation signature verification is to judge
whether e(P, S) = e(Ppub, T ). Its correctness is proved
as follows.

By using aggregation method, all signatures can be ver-
ified by only one pairing operation, and multi-signature
verification can be realized quickly without performing
n-times pairing operation. In general, we think that pair-
ing is more time-consuming than addition. However, this
method has a problem, that is, if the signer is mixed with
dishonest or malicious participants, the whole signature
verification will fail. Therefore, we need to quickly locate
the location of the failed signature when the aggregation
verification fails, to eliminate the task so as not to affect
the activities of other participants. To solve this problem,
we design a fast location algorithm based on dichotomy.
The main idea is shown in Figure 3.

e(P, S) = e

(
P,

n∑
i=1

Si

)
= e (P, S1 + S2 + · · ·+ Sn)

= e (P, S1) · e (P, S2) · · · e (P, Sn)

= e (P, r1 · Ppub + h1 · SK1) · e(P, r2 · Ppub

+h2 · SK2) · · · (P, rn · Ppub + hn · SKn)

= e (P, r1 · Ppub) · e (P, h1 · SK1)

·e (P, r2 · Ppub) · e (P, h2 · SK2)

· · · e (P, rnPpub) · e (P, hn · SKn)

= e (P, r1sP ) e (P, h1 · s · PK1) e (P, r2 · s · P )

·e (P, h2 · s · PK2) · · · e (P, rn · s · P )

·e (P, hn · s · PKn)

= e (Ppub, R1) e (Ppub, h1PK1) · e (Ppub, R2)

·e (Ppub, h2 · PK2) · · · e (Ppub, Rn)

·e (Ppub, hn · PKn)

= e (Ppub, R1 + h1 · PK1) · e (Ppub, R2 + h2 · PK2)

· · · e (Ppub, Rn + hn · PKn)

= e (Ppub, T1) · e (Ppub, T2) · · · e (Ppub, Tn)

= e (Ppub, T1 + T2 + · · ·+ Tn)

= e (Ppub, T ) .

In Figure 3, we assume that user Ui provides a false sig-
nature, which results in the failure of aggregate signature
verification. We want to quickly locate users who provide
failed signatures. We can use dichotomy to achieve this.
In the round 1, we divide n users into two groups equally,
and then do aggregate signature verification respectively.
For the left group, let Rleft =

∑i
j=1Rj , Sleft =

∑i
j=1Sj

and Tleft =
∑i

j=1Tj . Our goal is to determine whether
e(P, Sleft) and e(Ppub, Tleft) are equal. In the same way,
judge whether the aggregate signature verification of the
group on the right meets. The result of the hypothesis test
is that the group on the right-side passes, but the group
on the left-side fails. Currently, we need to take the round
2 of verification and continue to use this method to de-
termine the left and right aggregate signature results that
fail to pass this group. And so on until the user with the
failed signature is located. The time complexity of the
algorithm is O(logn).

Figure 3: Fast location algorithm based on dichotomy

3.3.3 Data Share Algorithm

In the Figure 4, suppose an outside visitor Sk, such as
a salesman, wants to visit mi, he can get data through
the CC and user authorization through the following
operations. First, the salesman Sk sends the identity
idk, permission PolicySw

and data request to the CC.
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Figure 4: Data Share Algorithm

Then, after receiving its data request, the CC checks
whether its permission is met. If satisfied, the CC ex-
tracts data and obtains ciphertext ci, select x ∈ GT ,
calculate (R1, R2, R3) = Encrypt(params, idk, x), com-
putes the re-encryption key RKUi−→Sk

by RKUi−→Sk
=

(R1, R2,−C3 + H1(x) −→ R
′

3). The CC calculates the
re-encrypted cipher text Cid2 and fills the information
Pi = SNSMi ∥ cSk

∥ Ti into the blockchain for Sk to
access. Sk go to the main chain SB to get the data
by computing x = R2/e(R1, R3) and decrypting the
mi = C2 · e(C1, R

′

3)/e(C1, H1(x)).

4 Security Analysis

We consider the security of the ID-based aggregate signa-
ture scheme and ID-based encryption scheme. We allow
an adversary to corrupt all but one honest signer Ui while
analyzing the security of our aggregate signature.

4.1 Security Proof

Theorem 1. The ID-based aggregate signature scheme
is secure against existential forgery on adaptively cho-
sen message and ID attack in the random oracle model
if CDHP in G is hard.

Proof. Using the similar method given in [6], there exists
an algorithm A∞ for adaptively chosen message and given
ID attack, if there has a polynomial time algorithm A′
with the same advantage for an adaptively chosen message
and ID attack to our scheme.

We assume that the identity of Ui is idi, the corre-
sponding public-private key pair is (pki, ski). Accord-
ing to the Forking Lemma in [24], if there exists an ef-
ficient algorithm A∞ for an adaptively chosen message
and given ID attack to the scheme, then there exists an
efficient algorithm B′, which can produce two valid signa-
tures sigma1 = (m,R, h1, S1) and σ∗

1 = (m,R, h∗
1, S

∗
1 ),

where h1 ̸= h∗
1. An algorithm B∞, which is as effi-

cient as B′. P, Ppub and pki are input to algorithm
B∞, which Ppub = s · P and pki = t · P , for some

t ∈ Z′

q. For the message m, runs B′ to obtain two forg-

eries σ1 and σ
′

1, then e(P, S1) = e(Ppub, R + h1 · PKi)

and e(P, S∗
1 ) = e(Ppub, R + h∗

1 · PKi). Since e is non-
degenerate, we have (S1 − S∗

1 )− (h1 − h∗
1) · SKi = 0 and

SKi = (h1 − h∗
1)

−1 · (S1 − S∗
1 ). So e(P, (S1 − S∗

1 )− (h1 −
h∗
1) · SKi) = 1. It means that algorithm B∞ can solve

an instance of CDHP in G since ski = s · PKi. There-
fore, A∞ will be able to succeed in forgery whenever A′
is successful. There is no efficient algorithm for an adap-
tively chosen message and given ID attack to our scheme
since CDHP in G is hard. Therefore, the scheme is secure
against existential forgery under adaptively chosen mes-
sage and ID attack. Therefore, the theorem 1 is proved.

Security definitions for Identity-Based Encryption
(see [9]) address the case where keyholders collude by
combining secrets, as shown in Definition 2. We choose
all these properties into a single game, by providing re-
encryption keys to the adversary via an oracle. When the
adversary possesses re-encryption keys, we must restrict
it in some ways to avoid a trivial necessary condition.
For example, to prevent it from obtaining a set of re-
encryption keys leading from the challenge identity id1 to
some identity for which the adversary holds a decryption
key. We consider chosen-plaintext security (CPA) and
chosen-ciphertext secure (CCA).

Theorem 2. (Security of Non-Interactive ID-based en-
cryption scheme) Let S is an ID-based encryption scheme
defined as a tuple of algorithms (KeyGen, Extract,
Encrypt and Decrypt). Security is defined according to
the following game ExpA,IND−ID−ATK , where ATK ∈
(CPA,CCA).

We will describe the security proof for the proposed
scheme with a game between a challenger C and a type
attacker A. The game is designed as follow:

Setup. C run KeyGen(1k) to get (param, s), and give
params to A.

Find phase 1. A makes the queries
(extract, encrypt, decrypt). If ATK = CPA,
the queries (extract, decrypt) are an-
swered with ⊥. On (extract, id), Creturn
KeyGen(params, s, id). On (decrypt, id, c), ex-
tract sk = KeyGen(params, s, id)and return
Decrypt(params, sk, c). At the end of this phase,
A selects id∗ ∈ {0, 1}∗ and (m0,m1) ∈ M. A
is restricted to choices of id∗ such that “trivial”
decryption is not possible using keys extracted
during this phase (e.g., by using re-encryption keys
to translate from id to identity id∗ for which A holds
a decryption key).

Challenge phase. When A presents
(choice, id∗,m0,m1), C select i ∈ {0, 1} and
compute c∗ = Encrypt(params, id∗,mi), return c∗

to A. The id∗ must be not queried in the Find phase
1.

Find phase 1. As in the Find phase 1, except that A
cannot query the id∗’s private key and the decrypt
query.
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Guess phase. A makes queries with the following re-
strictions.

1) A is restricted from querying on (extract, id) if
there exists a challenge derivative (id, c).

2) A is restricted from querying on (decrypt, id, c)
if (id, c) is a challenge derivative.

The outcome of the game is determined as follows:
if i = i

′
, wins the game. A’s advantage in the above

game, AdvIND−ID−ATK
A is defined as

∣∣∣[i = i
′
]− 1/2

∣∣∣.
For ATK ∈ (CPA,CCA), we say that the ID-based
encryption scheme S is IND − ID − ATK -secure
if for all probabilistic polynomial time algorithms A,
AdvIND−ID−ATK

A ≤ ε, where ε is defined as a negligi-
ble function.

Theorem 3. If a type adversary A that the probabil-
ity of winning game in any polynomial time t is a non-
negligible probability ε exists, there must be a challenger
C which can solve the DBDH with no more than q1
private key extraction queries, therefore this scheme is
(t, q1, ε)− IND − ID − CPA-secure.

Proof. A is a type adversary winning the game with prob-
ability ε. C is a challenger in polynomial time that aims
to solve DBDH and callsA as a subroutine. For user’s pri-
vate key ski, A must calculate the master key msk = s to
obtain or generate ski, because ski = pki ·s. To get s, con-
sider Ppub = s ·P . Since P, Ppub is known, the problem is
a discrete logarithm problem CBDH with computational
complexity.

When A does not know the user private key SKi and
obtains ciphertext ci = (ri · P,mi · e(s · P,H(SNSMi))

ri)
through channel monitoring, A needs to calculate e(s ·
P,H(SNSMi

))ri = e(Ppub, PKi)
ri . Because Ppub, PKi is

known, A needs to know ri to decrypt successfully. To
get ri, consider Ri = ri · P . Similarly, to obtain ri, the
problem is a discrete logarithm problem CBDH with com-
putational complexity. The problem can be transformed
into known Ppub, PKi, P,Ri, solve e(Ppub, PKi)

ri . This
is an DBDH complexity problem, which is equivalent to
CBDH and has computational complexity. Using the sim-
ilar method given in [15,29], Based on the Waters system,
if DBDH holds, then (t, q1, ε)−IND−ID−CPA is safe.
Therefore, Theorem 3 is proved.

4.2 Security Analysis

Message integrity and non-repudiation. According
to the theorem 1, we can know that when the CDHP
is hard, no attacker can forge a valid signature
in a polynomial time. Therefore, the receiver can
check the message (SNSMi

, ci, Ti, σi), by verifying
if e(P, S) = e(Ppub, T ). Therefore, the proposed
scheme satisfies the integrity and non-repudiation.

Privacy protection. According to the theorem 2 and
theorem 3, we can know that when the EBDH is

hard, no attacker can forge a forgery message ri
in polynomial time. Once it is hard to calculate
ri from Ri = ri · P , so as to m. Therefore, ille-
gal participants cannot use to decrypt information
m = C2 ·e(C1, R3)/e(C1, H1(x)). Therefore, the pro-
posed scheme satisfies the privacy protection.

Resistance against different types of attacks.
Resist Forgery Attack. To forge a valid sig-
nature, the attacker must generate a message
(SNi, ci, Ti, σ

∗
i = (R∗

i , S
∗
i )). According to the theo-

rem 1, the receiver can calculate T ∗
i = R∗

i + hi · pki,
check e(P, S∗

i ) ̸= e(Ppub, T
∗
i ). Consequently, our

scheme can oppose forgery attack.

Resist man-in-the-middle and modification attack.
According to the above theorem 1, theorem 2 and
theorem 3, we can know that the communication
among the user, salesman and the control center
needs to be verified and valid message cannot be
forged and modified. Therefore, this scheme can
oppose man-in-the-middle attack.

Resist replay attack. Timestamp mechanism is an ef-
fective way to resist replay attacks. By embedding a
timestamp in the message, the receiver can verify the
time to prevent dishonest participants from sending
past information. Therefore, this scheme can oppose
replay attack.

5 Digital Experiment and Analy-
sis

In order to assess our solution, we ran experiments on a
Fedora 35 virtual machine platform with an Intel Core
I5-10400 CPU@2.90 GHz processor and 8Gb of memory.
The pYPBC 0.2 library was used to simulate our scheme.
Furthermore, the curves that are employed for pairing
are the basic curves in the PYPBC library, and the safety
parameters of the curves are qbits = 512 and Rbits =
160. The algorithm, written in Python, estimates all the
results by averaging 100 experiments.

5.1 Computational Complexity

The scheme can consider the computational complexity
in stages. The time is: the exponential operation on each
domain Z∗

n2 takes T1, the exponential operation on each
group G takes T2, the multiplication operation on each
group G takes T3, and the multiplication operation on
each field Z∗

n2 takes T4, the logarithm operation on each
domain Z∗

n2 during decryption takes T5. In the initial-
ization phase, registration, cloud upload, blockchain cre-
ation, and decryption read phase, all operations are per-
formed offline, so their computational complexity is not
considered. For calculation convenience, K = 1. In the
data generation stage, generating one ci requires perform-
ing two exponential operations on field Z∗

n2 , and generat-
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Table 1: Performance analyzes. Exp, Mul is the abbreviation of exponential and multiplication

Basic Operation Exp on Z Exp on G Mul on G Mul on Z Logarithm

Time Complexity T1 = 0.0772 T2 = 0.7415 T3 = 0.7315 T4 = 0.0662 T5 = 0.5333

Computational Our Data Generation EPPA [20] PEDA [10] SEDA [23] –

Time Complexity 2nT1 + 2nT2 + nT3 3nT1 + 3nT2 + nT3) 8T1 + 2nT2 + nT3 + 5T5 3T1 + 3nT2 + 3nT3 + 3T5 –

Computational Our Signature EPPA [20] PEDA [10] SEDA [23] –

Time Complexity 2(n + 1)T2 + (n + 3)T3 + 4T5 (n + 3)T5 + (n + 1)T3 (n + 1)T5 + (2n + 1)T2 + (n + 1)T3 2T5 + (6n + 3)T2 + nT3 –

Computational Our Date Aggregation EPPA [20] PEDA [10] SEDA [23] –

Time Complexity 3T2 + 2T3 + nT4 + 2T5 n(T2 + T3 + T4 + T5) T2 + T3 + (n + 5)T5 2nT4 + nT3 –

Computational Our Data Reading EPPA [20] PEDA [10] SEDA [23] –

Time Complexity T2 + T3 + 4T5 2T2 + T3 + 5T5) 2T2 + T3 + nT5 T4 + (n + 1)T5 –

Communication Phase: User to CC Phase: CC to Salesman – – –

Load o1 = n ∗ (L1 + L2 + L3 + L4) o2 = L1 + L2 + L3 + L4 – – –

ing one σi requires performing two exponential operation
on group G and one multiplication operation on group
G. In the data aggregation stage, verifying the signature
needs to perform one exponential operation on group G,
a multiplication operation on the group G and two loga-
rithmic operations on the domain Z∗

n2 . Aggregation node
aggregates encrypted data needs to perform n multiplica-
tion operations on the domain Z∗

n2 , and generate a signa-
ture σAj

needs to perform two exponential operation on
group G and a multiplication operation on the group G.
In the data reading stage, the CC verifies the signature
of the consensus node σTCt needs to perform two loga-
rithmic operations on the domain Z∗

n2 , one exponential
operation on group G, a multiplication operation on the
group G and the decrypted data needs to be in the do-
main Z∗

n2 perform two logarithm operations on it. In the
sharing stage, the encrypted and decrypted data need to
perform two exponential operations on the domain Z∗

n2 .
The time complexity of the scheme is TTotal = 2nT1 +

2nT2+nT3+T2+T3+2T5+nT4+2T2+T3+2T5+T2+
T3 + 2T1 + 4T1. The time complexity of performing the
multiplication operation on the domain Z∗

n2 is negligible
compared with other operations, so the time complexity of
the scheme is TTotal ≈ 2(n+3)T1+2(n+2)T2+(n+3)T3+
4T5. And the time complexity of signature verification is
Tsig = 2(n+1)T2+(n+3)T3+4T5. EPPA [20], PEDA [10],
and SEDA [23] are all signature authentication algorithms
designed in similar scenarios, and their time complexity is
shown in Table 1. We first consider the comparison of our
algorithm and scheme EPPA, PEDA, SEDA, as shown in
the Figure 5. To sum up, the real-time performance of
this scheme is better.

5.2 Communication Load

This paper considers the communication load of three pro-
cesses, namely user to the control center, and the control
center to a salesman. In the process from the user to
the control center, SMisend to aggregation node Aj is
Mi = SNSMi

∥ci∥Ti ∥ σi, the communication load of
SNSMi

is L1, the communication load of ci is L2, the
communication load of Ti is L3, and the communication
load of σi is L4, then the communication load of this pro-
cess is O1 = n · (L1 + L2 + L3 + L4). From the control
center to the salesman, the data from the control center
to fill the blockchain is Pi = SNSMi

∥ cSk
∥ Ti. Because

the blockchain needs to fill the hash value of the previ-

ous block (SHA-1), it is equal to the length of the signa-
ture, then the communication load of this process is O2 =
L1 +L2 +L3 +L4. In summary, the communication load
of the scheme is O = O1+O2 = (n+1)(L1+L2+L3+L4),
as shown in Table 1. Through analysis, it is found that
in the SM to the control center and the control center to
the external salesman phase, the communication cost can
reach a constant level.

5.3 Simulation Experiment

To explore the time complexity relationship between each
algorithm (signature, encryption and decryption, proxy
re-encryption) and the number of users, we design a
simulation experiment with the help of the PBC library.
To fully observe the relationship between the number of
users and the time complexity of the algorithm, we set the
number of users to multiple levels. In this paper, set n =
{1, 10, 50, 100, 500, 1000, 2000, 3000, 4000, 5000, 6000, 7000,
8000, 9000, 10000}.It can be seen from Figure 5(a). In
the data generation phase, Scheme SEDA [23] and our
scheme take relatively short time. In the initialization
phase of Scheme PEDA [10] and SEDA [23], RSA
algorithm is used to generate the private key. It can be
seen from Figure 5(b) that in the signature phase, the
time of scheme EPPA [20] and our scheme is relatively
short. It can be seen from Figure 5(c) that in the aggre-
gate signature stage, our scheme adopts the ASV-FLD
algorithm, which can greatly reduce the computational
complexity while verifying the aggregate signature, and
takes the shortest time. It can be seen from Figure 5(d)
that in the Reading phase, our scheme still takes the
shortest time.

After analyzing the time complexity of the three algo-
rithms in this paper, we integrate each part of the scheme
and simulate the whole scheme to explore the relationship
between the time complexity and the number of users, as
shown in Figure 4. From Figure 4, we can clearly see that
each algorithm is approximately linear with the number
of users.

6 Conclusion

This paper proposes a new privacy-preserving scheme.
The concept of dual blockchain is proposed for the first
time, which can improve query efficiency, reduce storage
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(a) Data generation time.
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(b) signature generation time.
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(c) Aggregation time.
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(d) Reading time.

Figure 5: Experiments on these steps

cost and further improve data security compared with sin-
gle chain. Through security analysis, this scheme can ef-
fectively protect the integrity, traceability and confiden-
tiality of user data. The experimental results show that
compared with other schemes, it has less time complex-
ity and communication overhead. However, this paper
still has the trend of continuous optimization about the
efficiency of real-time transmission.
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Abstract

It is urgent to establish an efficient and comprehensive
security system architecture facing the increasingly se-
vere network threat. Aiming at the security problems
in information systems, a deep security detection frame-
work based on ATT&CK is proposed. There are three
modules: information collection, analysis engine, and se-
curity response. The anomaly detection results of the
technical layer based on ATT&CK knowledge base asso-
ciation analysis are mapped to the attack links of the tac-
tical layer, thus realizing the bottom-up system security
detection. An improved transformer anomaly detection
method based on FLOATER positional coding is applied
in the security detection framework to realize the early
detection of network threats. Based on the continuous
dynamic system, the positional coding function is learned
to capture the temporal features of the sequence. Then
multi-head attention is used to encode the input sequence.
Moreover, the model training is optimized by the adver-
sarial method. The experimental results demonstrated
that the method applied in this work outperforms tradi-
tional deep learning models in terms of detection accuracy
and F1 score.

Keywords: Anomaly Detection; ATT&CK; Security Ar-
chitecture; System Security; Transformer

1 Introduction

With the advancement of network communication tech-
nology, an increasing number of businesses and organiza-
tions are conducting daily office and data storage through
information systems, internal networks, or cloud services.
This way simplifies people’s lives and increases work effi-

ciency, but it also introduces new risks. The impact will
be enormous once the network and communication system
is subjected to malicious attacks and significant security
incidents. In recent years, network attackers have ex-
panded their capabilities beyond short-term direct attacks
and are now frequently launching APT attacks, posing a
new threat to the traditional security detection architec-
ture. APT attacks, also known as Advanced Persistent
Threat, are launched by a group of attackers with the as-
sistance of the government or major corporations. They
are talented, well-organized, and do enormous damage.
They also have defined goals [19]. Building a more effec-
tive and complete security detection framework is there-
fore crucial for security operation and maintenance.

The security detection architecture that exclusively de-
pends on intrusion detection and firewall approaches is
unable to deal with APT attacks because of their high
concealment and protracted hidden time. The MITRE
ATT&CK architecture illustrates a novel approach to
APT attack detection and defence. The ATT&CK ar-
chitecture records adversary attack behaviors and cat-
egorizes them into tactics, techniques, and procedures
(TTPs) [1]. The knowledge base makes up for the short-
comings of the advanced attack model and pure technical
analysis and can better build a security system and form
a security closed loop by combining the specific threat be-
haviour at the bottom layer with the attack path at the
top layer and conducting in-depth correlation analysis on
the attacker’s behaviour.

One popular approach for security detection is
anomaly-based intrusion detection. Anomaly detection
algorithms that incorporate deep learning have started
to emerge with the development of high-speed large-scale
networks, such as deep automatic encoder [23], convolu-
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tional neural network [12], recurrent neural network [21],
and transformer [20]. Even though some network threats
have been detected by the available techniques, more so-
phisticated and covert attacks can still go undetected due
to a lack of broad detection techniques.

This research proposes a deep security detection frame-
work based on ATT&CK, in which an enhanced trans-
former anomaly detection approach based on FLOATER
positional coding is implemented, in order to enhance the
threat detection effect of information systems. The frame-
work incorporates ATT&CK’s concepts, maps and anal-
yses the attackers’ fundamental tactics and techniques,
and then realizes real-time system security protection by
capturing the attackers’ attack chains and final targets.
In order to achieve more accurate and effective anomaly
identification, the framework’s anomaly detection tech-
nique models the position information based on a contin-
uous dynamic system, inserts positional coding in each
transformer encoder module, and performs adversarial
training through two decoders. According to experimen-
tal findings, the suggested technique successfully detects
two publicly available datasets, increasing system security
and accuracy.

In this paper, our contributions are summarized as fol-
lows:

� For APT attacks, a deep security detection architec-
ture is designed based on ATT&CK, which realizes
the bottom-up security detection and protection of
information systems.

� An improved transformer anomaly detection method
based on FLOATER positional coding is imple-
mented in the architecture, which improves the de-
tection accuracy through temporal modelling and ad-
versarial training.

The remainder of this paper is organized as follows.
Section 2 presents a review of previous work related to
anomaly detection, including classical methods and deep
learning methods. The third chapter introduces the deep
security detection framework designed in this paper based
on ATT&CK. Section 4 introduces the anomaly detection
methods applied in this framework, including data pre-
processing, positional coding methods, and model details.
Section 5 shows the detection performance results and
comparative experiments, which are described in detail.
Section 6 summarizes the full text.

2 Related Work

Intrusion detection is a long-term academic research topic
that can be divided into two categories: rule-based in-
trusion detection methods and anomaly-based intrusion
detection methods. Anomaly-based intrusion detection
methods model the data information collected in the
system or network to identify abnormal data, whereas
rule-based intrusion detection methods establish a spe-
cific knowledge base based on known attack methods.

Anomaly detection methods that are commonly used in-
clude traditional machine learning methods and deep
learning methods.

Traditional machine learning methods. The unsuper-
vised K-means clustering method was used by MacQueen
et al. [10] to determine the threshold based on the distance
from the entire data to the centroid. When the distance
between a data point and the centroid exceeds a certain
threshold, it is considered an abnormal point. Breunig et
al. [3] proposed a LOF method based on density estima-
tion that judges the abnormal degree of data by calculat-
ing the density of the local area as well as the density of
its neighbouring points. Liu et al. [7] built an indepen-
dent forest from independent trees and defined abnormal
data as easily isolated outliers. The isolated outliers rep-
resented abnormal data in the case of recursive random
segmentation of the dataset. Saha et al. [13]used the PCA
principal component analysis method to reduce the di-
mensionality of the input data and calculate the eigenvec-
tors, with abnormal data located far away from the eigen-
vectors for abnormality detection. Tian et al. [16] used
a one-class support vector machine (SVM) for anomaly
detection, separating the data and learning the ”normal”
patterns using hyper planes in a multidimensional space.

Deep learning methods. DAGMM [23] proposed a deep
autoencoder Gaussian mixture model, which is a density
estimation-based anomaly detection method. The author
employs the compression network to reduce the dimen-
sion of the feature space, and the obtained features, along
with the reconstruction error, are fed into the estimation
network to simulate the results of the Gaussian mixture
model, after which the parameters of the Gaussian mix-
ture model are obtained and the abnormal threshold is
calculated. LSTM-NDT [4] employs LSTM as the neural
network’s backbone to model the input raw sequence non-
linearly and detect anomalies from prediction errors using
a parameter-free dynamic thresholding method. At the
same time, the author introduces the method of pruning
and setting the minimum outlier to distinguish anoma-
lies from noise in order to reduce the false positive and
false positive rate. OmniAnomaly [15] proposed a mul-
tivariate time series anomaly detection method based on
a stochastic recurrent neural network that generates re-
construction probabilities by combining gated recurrent
units, variational autoencoders, and planar normalized
flow. The authors take into account the time depen-
dence of the input data as well as the randomness of
multivariate time series, and use the Peak Over Thresh-
old method to select an anomaly threshold automatically.
The temporal hierarchical one-class network proposed by
THOC [14] for time series anomaly detection is based on
an extended recurrent neural network with skip connec-
tions to capture temporal dynamic features at different
scales. During the hierarchical clustering process, the ob-
tained multiple hyper spheres, that is, multi-scale vector
data description, are used to define a one-class objective,
the hyper spheres are encouraged to be orthogonal to each
other during training, and a self-supervised task is added
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in the time domain. InterFusion [6] proposed an unsu-
pervised method for modelling input data in multivariate
time series data in terms of dependencies between differ-
ent metrics and temporally sequential dependencies. The
central idea is to use two random latent variables in con-
junction with variational autoencoders to model normal
patterns in multidimensional time series. In addition, the
authors propose a Markov Chain Monte Carlo method
for interpreting the detected anomalous results. Anomaly
transformer [20] proposed an anomaly detection method
based on reconstruction error, modelling time series by
alternately stacking anomaly attention and feedforward
layers. The abnormal attention is divided into two parts:
the prior association, which is composed of the learnable
Gaussian kernel, and the sequence association, which is
calculated by the self-attention mechanism, and the dif-
ference is calculated by KL divergence. The author also
proposes a minimax model optimization strategy that in-
creases the reconstruction error between outliers and nor-
mal data.

3 Deep Security Detection Frame-
work Based on ATT&CK

This paper proposes a deep security detection framework
based on the ATT&CK framework (the structure is shown
in the Figure 1), which is divided into three modules,
namely information collection, analysis engine and secu-
rity response.

Information collection module: It’s split into two sec-
tions: data collection and knowledge base. The data
collection section collects and monitors data in the in-
formation system network, such as system log files, in-
ternal and external network traffic data, audit records,
system user behavior data, and other underlying data in-
formation. Network traffic data is captured using network
traffic packet analysis tools such as sniffer, SNMP, Net-
Flow, Wireshark, and others. The setting of capture rules
enables real-time monitoring of key assets and sensitive
resources in the system, the filtering of invalid informa-
tion, and the reduction of system threat false alarms. The
data collection component obtains local system data in-
formation, and the knowledge base component acts as a
supplementary knowledge base for local data, including
the ATT&CK framework, the threat indicator IOC li-
brary, and the general vulnerability disclosure CVE. The
ATT&CK framework supports the entire system architec-
ture and serves as the prerequisite for realizing the corre-
lation and mapping of data analysis results. The network
threat information is then updated in real time with the
help of shared threat intelligence in the IOC library and
security flaws published in the CVE database to assist
in detecting system security risks. System vulnerabilities
and security threats can be discovered in time to improve
security in today’s increasingly severe world.

Analysis engine module: There are two sections: data
processing and technical analysis. To avoid the prob-

lem of model accuracy decline caused by incomplete data
and uneven distribution, the raw data obtained by the
data collection part in the information collection mod-
ule must be pre-processed through the data processing
part, such as data cleaning, numericalization, regulariza-
tion, normalization, and so on. Based on the ATT&CK
framework, the technical analysis section covers opera-
tions such as deep learning models and mapping analy-
sis. We performed the following actions: anomaly detec-
tion on collected network traffic, system calls, memory
usage, and other monitoring values, using a natural lan-
guage processing model for log files to obtain attack clues,
and technical matching and correlation analysis based on
the results of the above operations, combined with the
ATT&CK framework. This section obtains abnormal dis-
crimination criteria via deep neural network learning, per-
forms a comprehensive detection and analysis of the sys-
tem network, and then marks the sensitive operations and
threat behaviours that occur in the system via system log
analysis. The underlying technologies and attack strate-
gies are associated, and potential attack paths in the sys-
tem are mapped, based on the results of these two parts,
according to the ATT&CK framework.

Security response module: Divided into two sections:
security visualization and emergency response. The at-
tack path, situational awareness, and system vulnerabil-
ity analysis obtained by the analysis engine module are
displayed through a user-friendly interface in the visu-
alization section, making it easy for system security ad-
ministrators to analyse the system security situation and
review attack scenarios. In the emergency response sec-
tion, the security detection system generates correspond-
ing security alarms and emergency responses based on the
analysis engine’s output results, releases threat signals in
a timely manner, blocks attack paths, and prevents at-
tackers from further expanding and controlling the situa-
tion.

In general, the deep security detection framework de-
signed in this paper is comprised of three modules: infor-
mation collection, analysis engine, and security response.
From asset monitoring to alarm response, the top-level at-
tacker’s behaviour is abstracted from the underlying ab-
normal or sensitive operations, allowing potential threats
to the system to be detected in real time, intercepted in
time, and responded to security via correlation mapping.

4 An Improved Transformer
Anomaly Detection Method
Based on FLOATER Positional
Coding

The analysis engine module in the security detection
framework of this paper applies an improved transformer
anomaly detection method based on FLOATER posi-
tional coding, replaces the fixed coding method in the
transformer with the coding method based on the contin-
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’

Figure 1: Deep security etection framework

uous dynamic system, and establishes a time model. Each
encoder module is injected into the FLOATER block, so
that it is trained at the same time to better grasp the tem-
poral features. Convert the input sequence into a local
context window sequence, input the two encoders Enc1
and Enc2 in the model, and conduct adversarial train-
ing through two identical decoders Dec1 and Dec2, and
finally obtain the anomaly detection result. Model de-
tails are described in this section. The model structure
as shown in Figure 2.

4.1 Data Pre-processing

For multivariate time series, suppose there are m observa-
tions at each time point, then the time series with length
T is defined as:

T = {x1, x2, . . . , xT} (1)

Among them, the time point data xt has a timestamp
t, and xt ∈ Rm. Normalize the time series as:

xt =
xt − min (T)

max (T) − min (T) + ε′
(2)

where min (T) and max (T) are the minimum and maxi-
mum variables over the entire pattern in the training set,
and ε′ is a small constant variable set to prevent division
by zero.

In order to enhance the dependency of the time point
data xt, we turn the input time series into a local context
window of length K:

Wt = {xt−K+1, . . . , xt} (3)

When t < T , the window is copied and filled, and
the constant variable xt is added after the window. By
working with window transformation, the input to the
model will no longer be independent vectors, but data
points with local contextual information [15].

4.2 FLOATER Positional Coding

The attention mechanism in the Transformer model [18]
does not consider temporal information in the operation,
and has position permutation invariance. However, time
series information is an indispensable part in the anal-
ysis of time series, so additional positional coding pro-
cessing is required. In this paper, a positional coding
method named FLOATER [9] is adopted, which is a po-
sitional coding based on a continuous dynamic system,
which is not limited by the input length. The encoding
results are learned from the data and are suitable for use
in transformer-based models with a small number of pa-
rameters introduced.

In the transformer model, the positional coding is a
set of variables that are added to the input sequence,
set to

{
pi ∈ Rd : i = 1, . . . , L

}
. Existing positional coding

methods either use a fixed function (such as a sine func-
tion) to obtain {pi} or treat it as a non-learnable param-
eter, neither of which fails to capture the dependencies
between positional coding {pi}. This paper proposes to
use the FLOATER method to replace the original position
coding in the improved transformer, where the formula of
the continuous dynamic system is as follows:

p (t) = p (s) + ∫ ts h (τ,p (τ) ; θh) dτ,
0 ≤ s ≤ t < ∞ (4)
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Figure 2: Improved transformer anomaly detection
method based on FLOATER positional coding

Given an initial value p (0), where h (τ,p (τ) ; θh) is a
neural network with parameters θh. The function value
p (t) at time t is calculated from the function value p (s) at
the previous time s and the increment (i.e. integral) of the
function between time s and time t. Here p () is a function
whose definition domain is positive real number domain,
and the positional coding domain used in the model is
the natural number domain. Therefore, the mapping re-
lationship between the two can be established through the
function p (), thereby obtaining the transformer model in
positional coding.

Injecting the positional coding into each encoder block
of the transformer model can improve the performance of
the model, for which we add a superscript (n) to describe
the dynamics of the nth self-attention block:

p(n) (t) =

p(n) (s) + ∫ ts h(n)
(
τ,p(n) (τ) ; θ

(n)
h

)
dτ

(5)

Many dynamic models will introduce too many pa-
rameters and increase the training overhead, FLOATER
solves this problem by sharing parameters on model
blocks, as shown below:

θ
(1)
h = θ

(2)
h = . . . = θ

(N)
h (6)

In the standard transformer, the positional coding and
the sequence to be processed are added together as the
input of the model. FLOATER changes this addition
method and can be initialized directly from the trans-
former model. Let the query matrix Q(n) of the nth block

in the standard transformer be:

q′(n)
i = W(n)

q

(
xi + p′(n)

i

)
+ b(n)

q (7)

Where W
(n)
q and b

(n)
q are parameters in the transformer

model, p′(n) is the sinusoidal encoding, and q′(n)
i is the

i-th row element of W(n). The same, matrices k′(n)
i and

v′(n)
i have similar structures.
In FLOATER, the new positional coding pi is added

as:

q
(n)
i = W

(n)
q (xi + pi) + b

(n)
q

= W
(n)
q

(
xi + p′(n)

i

)
+ b

(n)
q + W

(n)
q

(
pi − p′(n)

i

)
= q′(n)

i + b
(n)
q,i

(8)

It can be seen that the change of the encoded embed-
ding position is equivalent to adding the position-aware

bias vector b
(n)
q,i to each self-attention layer, so the dy-

namic system can finally be described as:

b
(n)
q (t) =

b
(n)
q (0) + ∫ t0 h(n)

(
τ,b

(n)
q (τ) ; θ

(n)
h

)
dτ

(9)

4.3 Model Description

Transformer model is widely popular in natural lan-
guage processing or computer vision field, and it also has
good effect in time series anomaly detection problem [5].
Like other models of encoding-decoding structure, the
input sequence of transformer will undergo transforma-
tion, which is based on attention mechanism. The im-
proved transformer [17] anomaly detection model based
on FLOATER positional coding proposed in this paper
includes two encoders and two decoders. The inputs of
the two encoders are the focus score, the local context
window W and the sequence C with timestamps respec-
tively. Converting the multivariate sequence window W
and sequence C into matrices, the scaled self-attention is
defined as:

Attention (Q,K,V) = Softmax(
QKT

√
m

)V (10)

Among them, Q, K, V are matrices, m is the size of W
and C matrices, and softmax generates convex combina-
tion weights for matrix V , which is convenient to compress
and express to simplify the operation of downstream neu-
ral networks. Furthermore, multi-head attention is intro-
duced, which enables the model to pay attention to the
representation information in different subspaces at the
same time. Multi-head attention is defined as:

MultiHeadAtt (Q,K,V) = Concat (H1, . . . ,Hh) ,
whereHi = Attention (Qi,Ki,Vi)

(11)

The input I1 of the encoder Enc1 consists of the po-
sitional coding, the focus score (initially a zero matrix)
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and the sequence C, which undergoes the following oper-
ations:

I11 = LayerNorm (I1 + MultiHeadAtt (I1, I1, I1)) (12)

I21 = LayerNorm
(
I11 + FeedForward

(
I11
))

(13)

Here MultiHeadAtt () operates on the input I1 to gen-
erate attention weights that capture temporal trends in
the input sequence. The operation of the transformer at
each time point does not depend on the output of the
previous time point, which enables the model to perform
calculations on the input sequence in parallel, which sig-
nificantly improves the training efficiency.

The input of the encoder Enc2 is the window sequence
W generated by pre-processing. The masked multi-head
attention is used instead to mask the subsequent sequence
data. The operation process is as follows:

I12 = Mask (MultiHeadAtt (I2, I2, I2)) (14)

I22 = LayerNorm
(
I2 + I12

)
(15)

I32 = LayerNorm
(
I22 + MultiHeadAtt

(
I21 , I

2
1 , I

2
2

))
(16)

The encoding I12 of the complete sequence is input into
the encoder Enc2 as the key and value, and the atten-
tion operation is performed together with the input win-
dow sequence matrix. The multi-head attention here is
similar to that in Enc1, except that a masked attention
operation is used to prevent the model from reading sub-
sequent data in advance when sequences are input at the
same time. Compared with the limited context relation-
ship in the prior art, this mechanism enables the model
to encapsulate and utilize more context information.

Finally, the structures of the decoders Dec1 and Dec2
are the same, and the outputs O1 and O2 are generated
respectively. The calculation process is as follows:

Oi = Sigmoid
(
FeedForward

(
I32
))

(17)

Where i = {1, 2} refers to the two decoders respec-
tively. The sigmoid activation function is used to gener-
ate outputs in the range [0, 1] to match the normalized
input window.

4.4 Model Training

GAN models perform well in detecting input anomalies,
so we employ an efficient adversarial training method. We
are able to reconstruct each input through the encoding-
decoding process of the Transformer model. However,
traditional encoder-decoder structures often fail to cap-
ture short-term temporal trends, and if the distinction
between normal and abnormal is too small, the detection
effect will be greatly reduced. Based on the idea of GAN,
the prediction of the reconstruction window by our model
is achieved in two stages.

In the first stage, the focus score is initialized to a zero
matrix, and the model is used to generate an approx-
imate reconstruction of the input window, which helps
the attention network in the transformer model encoder
to extract the temporal trend of the input sequence. Dur-
ing training, higher weights are learned for regions with
large reconstruction errors. At this stage, the encoder
converts the input window sequence W and focus scores
into compressed latent representations via contextual at-
tention. The above process is similar to that of the stan-
dard model, and is then transformed into reconstructed
outputs O1 and O2 through operations.

In the second stage, the focus score is updated to the
reconstruction error obtained in the first stage. After run-
ning the model again, we can get the output of the decoder
Dec2, O

′

2. The focus score in the previous stage represents
the error between the reconstruction and the given input
sequence, and the second stage takes it as prior knowledge
to modify the attention weights. Higher activation oper-
ations on specific input sub sequences enable the neural
network to extract short-term temporal trends.

The benefits of the two-stage training approach we use
are three-fold. First, this amplifies the disparity used for
discrimination, and the reconstruction error acts as an
activation in the encoder’s attention block, making the
anomalies easier to distinguish. Second, the encoder Enc2
in the model captures short-term temporal trends, reduc-
ing the false positive rate. Finally, adversarial training
improves the overall generalization ability, further mak-
ing the model robust to different input sequences [2, 8].

Like other adversarial training frameworks, our model
also faces training stability issues. To address this prob-
lem, we design an adversarial training procedure that uses
two independent and identically structured decoders to
separately complete the reconstruction task of the input
sequence. In the above process, using the reconstructed
outputs of the two decoders, the reconstruction errors of
the decoders Dec1 and Dec2 are defined by the L2 norm
as:

L1 = ∥O1 −W∥2 (18)

L2 = ∥O2 −W∥2 (19)

The goal of the subsequent loss function is to make the
decoder Dec2 distinguish the input window from the re-
constructed sequence generated by the decoder Dec1 by
maximizing the difference, ∥O

′

2−W∥2 , while the decoder
Dec1 is trained to further optimize its reconstruction se-
quence. The result, that is, the training target can be
expressed as:

minDec1maxDec2∥O
′

2 − W∥2 (20)

It can be seen that the goal of the decoder Dec1 is to
minimize the reconstruction error of the output, and the
decoder Dec2 is to maximize it, which is expressed by the
loss function as:

L1 = +∥O
′

2 −W∥2 (21)
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L2 = −∥O
′

2 −W∥2 (22)

From this, we have a two-stage loss function. Com-
bining the two of them, the loss function is defined to
accumulate the reconstruction and adversarial losses in
the training phase as:

L1 = ε−n∥O1 −W∥2 + (1 − ε−n)∥O
′

2 −W∥2 (23)

L2 = ε−n∥O2 −W∥2 + (1 − ε−n)∥O
′

2 −W∥2 (24)

Where n is the number of training epochs and ε is a
parameter close to 1. The weight of the reconstruction
error is defined high at initialization to facilitate stable
training when the decoder reconstruction performance is
not good enough. Poor reconstruction will affect the focus
score of the second stage, making it less reliable. There-
fore, in the initial stage of the process, the weight of the
adversarial loss is low to avoid destabilizing the model
training. As the reconstruction gets closer to the input
window sequence, the focus score becomes more accurate
and the weight of the adversarial loss increases accord-
ingly. Since the training process does not assume that
the data is available sequentially, the full time series is
divided into (W,C) pairs, and the model is trained using
batch-paired inputs. Masked multi-head attention allows
us to run in multiple batches in parallel and speed up the
training process.

5 Experiments and Results

In order to verify the effectiveness of the anomaly detec-
tion model in the system in this paper, this paper sim-
ulates APT attacks for anomaly detection experiments
based on the public datasets SMD [15] and SWaT [11],
and makes the proposed anomaly detection method based
on the FLOATER encoder improved transformer. Com-
parative experiments with deep autoencoder Gaussian
mixture model, DAGMM, OmniAnomaly model,and the
CAE-M model [22] are carried out to verify the effect of
the proposed method on anomaly detection in time series.

5.1 Experimental Setup

The method in this paper is written based on the PyTorch
framework and uses the AdamW optimization method.
The initial learning rate is 0.01, the number of encoder
layers is 1, the number of feedforward unit layers is 2,
the number of hidden units is 64, the dropout rate is
0.1, and the batch size is 128. During training, the data
set is divided according to the same ratio for both our
method in this paper and the comparison method. In
order to prevent the over fitting of the model, we use an
early-stop strategy for training, that is, once the training
accuracy starts to decline, the training process is stopped
immediately. This paper tests the model using two public
datasets, both including anomalous (attacked) data and
normal data, to simulate the detection of APT attacks:

Server Machine Dataset (SMD) : This is a five-week-
long dataset collected at a large internet company. The
data comes from 28 different servers, respectively record-
ing the CPU load, network usage, memory usage and
other information of the machine, including attacked data
and normal data. The abnormal situation is given and
marked by experts according to the incident report.

Secure Water Treatment Dataset (SWaT): This is a
dataset with a time length of 11 days, collected in the
operating water treatment plants, of which the normal
operation time is 7 days and the rest is abnormal oper-
ation time. The attack scenario for the SCADA system
is set as a mixed attack method of three types of attack-
ers, including both network and physical attacks. This
dataset records sensor data and operational operations in
operation, such as the height of water levels, pipeline flow
rates, and system valve conditions.

5.2 Experimental Results

5.2.1 Anomaly Detection Results

In order to verify the detection effect of the model in
this paper under different datasets and data of different
scales, we designed detection experiments. The following
figures reflect the detection performance of the model in
this paper on the SMD and SWaT datasets. In order
to compare the influence of the data scale on the model
detection effect, we adjusted the size of the training set
and conducted experiments on the model. The results
show that the model can also achieve better results in
small-scale data sets. The specific method is as follows:
We split the experimental training set and input it into
the model, and the split ratios are 20%, 40%, 60%, 80%
and 100% respectively. It can be seen that even in the
case of using a small data set the model in this paper can
achieve relatively ideal results (Figure 3).

5.2.2 Comparative Experiment

In order to further verify the effectiveness of the anomaly
detection method of the improved transformer based on
FLOATER positional coding and its advantages com-
pared with other methods, we designed a comparative
experiment and applied the model in this paper to the
data set after data division. Based on the same settings,
comparisons are made with the DAGMM model, the Om-
niAnomaly model and the CAE-M model.

Table 1 shows the detection results of the model in
this paper and the comparison model, where P represents
precision, R represents recall, F1 represents F1 score, and
AUC represents area under the receiver operating char-
acteristic curve. It can be seen that when the input is
a complete dataset, the anomaly detection effect of the
model in this paper is generally better than the compari-
son model, a higher F1 score and AUC value are obtained.

Divide the training set into the same proportion and
input it into the model and train it, and the obtained de-
tection results are shown in the figure above. The deep
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(a) SMD dataset (b) SWaT dataset

Figure 3: Training loss

(a) Accuracy (b) F1 score

Figure 4: Result with dataset ratio

Table 1: Performance comparison on the complete dataset

Method
SMD SWaT

P R F1 AUC P R F1 AUC
DAGMM 0.9104 0.9914 0.9491 0.9954 0.9933 0.6879 0.8128 0.8436
OmniAnomaly 0.8881 0.9985 0.9401 0.9946 0.9782 0.6957 0.8131 0.8467
CAE-M 0.9010 0.9783 0.9381 0.9723 0.9697 0.6957 0.8101 0.8464
Ours 0.9272 0.9974 0.9610 0.9975 0.9782 0.6997 0.8158 0.8491

learning method has strict requirements on the scale of the
data set. The larger the scale of the data set obtained by
the model and the more uniform the proportion of types,
the better the learning effect will be. Since the data is
not easy to obtain, the training effect of the model on the
smaller dataset is very important. It can be seen that
when the training set is input into the model at the pro-
portion of 20%, 40%, 60%, 80% and 100%, the detection

effect of the model in this paper is better than that of the
comparison model, and the stability is higher (Figure 4).

6 Conclusion

In order to solve the increasingly serious information
network security problem, a deep security detection
framework based on ATT&CK is proposed, and an
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anomaly detection method of improved transformer based
on FLOATER encoder is adopted. Security detection
framework includes three modules: information collec-
tion, analysis engine and security response. By realizing
bottom-up security detection and defense, the security of
the system is improved. Among them, the anomaly de-
tection method integrates the FLOATER positional cod-
ing into the training of transformer model, which can
better learn the temporal characteristics of time series,
strengthen the learning ability of the model through an-
tagonistic training. Compared with the classical deep
learning method, it has better detection effect.
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Abstract

Businesses suffer from cyberattacks and demand a proac-
tive defense strategy to adapt to the rapidly evolving land-
scape of cyberattacks. In order to acquire emergent attack
trends, this research collects online cybersecurity news as
the data source. It proposes an unsupervised learning
approach that automatically extracts new cybersecurity
information to find emergent cyber threat intelligence.
The proposed discovery solution consists of two stages
of clustering: the first stage identifies new topics, and the
second phase further clusters the news articles of the new
topics into groups so that those with similar contents are
gathered in a group. The experimental results demon-
strate that the proposed method can identify emergent
threat intelligence effectively.

Keywords: Event Detection; Threat Intelligence; Topic
Model

1 Introduction

Cyberattacks are becoming aggressive and widespread in
the latest decades. Therefore, businesses should take
proactive defense by receiving the latest cyber threat
intelligence (CTI) so that the corresponding defense
mechanism can be deployed in advance. Threat data can
come from many sources, and external data sources such
as cybersecurity news and reports contribute over 77% [6].
Gathering and analyzing such unstructured textual data
is time-consuming. Therefore, this study proposes an ap-
proach of automatically collecting cybersecurity articles
and retrieving emergent CTI.

Several research gaps were identified through the lit-
erature review. First, current CTI efforts rely on the
use of auto-feeds from the websites to generate CTI, and
most focus on extracting IoC (Indicator of Compromise)
information with specific string patterns, which means
that the current security measures are often handled
reactively based on existing attack cases. Second, articles
in the cybersecurity domain are different from common

news as they contain security-related terms. Therefore,
it requires an effective feature selection scheme to extract
representative cybersecurity terms. On the other hand,
discovering emergent CTI is different from hot topic
discovery, as it might contain new terms or create a new
topic different from the historical one. Extracting such
new terms is thus a vital step in deciding what drives
conversations, and doing this is critical in automatically
retrieving new CTI topics. Finally, previous work mostly
focused on identifying security information by classifica-
tion with patterns and rarely explored unstructured news
contents to discover emergent CTI by clustering. With
these research gaps, the following research questions have
been proposed to guide the study: (1) How to detect new
CTI topics effectively from cybersecurity news articles
from multiple sources? (2) How to discover new articles
effectively?

The primary contribution of this study is proposing
an unsupervised learning solution to extract new cyber-
security information effectively, which automatically col-
lects and explores time-series news articles from multiple
sources and adopts a two-stage discovery process.

2 Literature Review

Alves et al. [3] processed tweets to generate IoCs, where
TF-IDF is applied to extract keywords and filtering and
regular expression to retrieve IoCs. Li et al. [11] also
applied filtering and regular expression to retrieve CTI
terms and CVE. Behzadan et al. [4] developed two CNN
models: a binary classifier to detect cyber-related tweets
and a multi-classifier to categorize them into multiple
types of cyber threats.

Abu et al. [1] applied an association rule mining
method on network traffic to learn the relationship among
the IoCs, mainly IP addresses. Najafi et al. [16]
built up a knowledge graph that models the relationship
among entities observed in DNS and proxy logs. Deliu
et al. [7] adopted supervised and unsupervised machine
learning techniques to analyze hacker forums and retrieve
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meaningful CTI. Huang and Chen [10] utilized hacker
forums to identify the social networks of hackers.

3 The Proposed Method

Past studies proved that a two-stage clustering or a
hybrid method yields promising results in topic detection
and tracking. Therefore, this study proposed a top-
down two-stage clustering approach. Inspired by past
studies [2, 13], this study designs a top-down two-stage
clustering algorithm that discovers emergent CTI. It
leverages a topic model (LDA) to discover topics in a
document set and then applies a centroid-based clustering
algorithm (K-mean++) to detect emergent CTI events
from a new topic cluster.

Figure 1 outlines the proposed solution consisting of
the following steps: (1) collects news by a web crawler; (2)
performs text preprocess; (3) selects features to represent
articles; (4) clusters the historical and current news into
topic clusters, respectively; (5) compares the similarity of
a current topic cluster with the historical ones to identify
new topic clusters; (6) clusters the new topic clusters into
groups and extracts new CTI articles.

Figure 1: The proposed system architecture.

This study applies common preprocessing steps includ-
ing stop word removal and tokenization. It is important
to include emergent terms in the feature set, such as new
malware or new hacker groups. Our preliminary study
observed that such terms are capitalized. Therefore, this
study includes all capital tokens, CVE, and IP addresses
in the feature set.

A news article might be categorized into multiple topic
clusters and each topic weights differently in the article,
as topic modeling considers a document consisting of
multiple topics. Let k be the number of topics covered
by the document and θi be the weight of topic i in the
document, and

∑k
i=1 θi = 1. For example, an article

focuses on reporting a phishing attack, but it mentions
how to protect personal privacy at the end. In this article,
“phishing” contributes 0.9 while “data leakage” 0.1. In
the second clustering stage, each document is categorized
into one single topic. To prevent the same news article
appears multiple times in the second clustering, this study
applies a modified LDA algorithm at the first clustering
stage that categorizes each article into its most weighted
topic cluster. Therefore, it categorizes the article in the
“phishing” cluster as most terms are about phishing.

As for measuring cluster similarity, several past stud-
ies [8] [5] [9] applied JS divergence in topic modeling to
quantify the difference between two topics and achieved
effective results. Our preliminary study also concludes
a similar outcome. Therefore, this study adopts Jensen-
Shannon (JS) Divergence as the distance measurement
for calculating the similarity of two topic clusters or two
news articles.

4 System Evaluation

This study conducted the following experiments to ad-
dress the proposed research questions. Exp 1 investigates
the effectiveness of the topic clustering stage. Exp
2 investigates if the K-means++ can effectively divide
documents with similar contents into the same groups.

4.1 Exp 1: The Effectiveness of Detecting
New Topic Clusters

Exp 1 adopts topic coherence, UMass-coherence [12], to
quantify the clustering quality and to determine the best
number of topic clusters at the LDA clustering stage.
After investigating different combinations of historical
time frames and current time frames, (Thistory, Tcurrent),
Table 1 lists the min JS divergences of different time
frame combinations, and the results indicate that the
best combination of (Thistory, Tcurrent)=(20,4). A large
distance discrepancy implies it can efficiently distinguish
historical and current topic clusters and can effectively
identify new topic clusters.

Exp 1 also investigates the LDA parameter setting
of α, β, and the number of iterations, L, where α
represents document-topic density, β represents topic-
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Table 1: The minimum JS divergences over
(Thistory, Tcurrent)

XXXXXXXXXXThistory

Tcurrent 10 20 30

3 0.087055316 0.123762220 0.144177577
4 0.089493055 0.151379363 0.146341061

word density, and D specifies the maximum number of
iterations allowed for convergence. After experimenting
with different combinations of the parameters, Table 2
summarizes the determined parameter setting of the topic
clustering stage.

4.2 Exp 2: The Effectiveness of Discover-
ing New CTI Articles

Exp 2 investigates the effectiveness of the event clustering
results to see if the applied K-means++ can identify
new CTI effectively as well as aggregate similar contents
into the same group. To determine the number of new
events, (Nnew−events), the evaluation adopts the two
common metrics: Davies-Bouldin Index and Calinski-
Harabasz Index, and investigates two clustering models:
K-means++ and hierarchical cluster.

Figure 2 shows the K-means++ clustering results
on different numbers of new event clusters. The two
performance metrics collide between Nnew−events = 3 and
4. After human verification, the number of new events in
a new topic (Nnew−events) is set to 3 as it achieves better
between- and within-cluster dispersions.

Table 3 illustrates the clustering results of K-means++
on one emergent news topic dated between 2019/09/01
and 2019/09/04. By human validation, K-means++ can
effectively group similar news articles from multiple data
sources into a group. The results also demonstrate that
the proposed solution is able to include new terms, such
as Poshmark, into the keyword list.

5 Conclusion

This research collects and analyzes cybersecurity news
from multiple sources and proposes a solution for emer-
gent CTI discovery. The proposed unsupervised learning-
based method applies two clustering stages, where the
first clustering stage identifies emergent topics and the
second clustering stage detects new CTI. The evaluation
results prove that the proposed solution can detect emer-
gent CTI effectively and demonstrate its applicability as
well.

One future research direction can extend the data
sources to acquire more emergent CTI. Another possible
direction is to customize CTI retrieval based on the assets
and systems in an organization so that the organization
could obtain specific threats on their systems or assets.

Figure 2: The evaluation of K-means++ clustering over
different numbers of clusters.

Table 2: The parameter setting of the topic clustering
stage.

History Current
Time frame (Thistory, Tcurrent) 20 4
Average No. of articles (|H|, |C|) 450∼500 90∼105
No. of topic clusters
(NChistory, NCcurrent)

13 10

a 0.04 0.02
b 0.02 0.02
No. of iterations (L) 500
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Abstract

Unsharp masking (USM) sharpening is a typical image
processing method to improve image quality. Therefore,
revealing USM sharpening traces is essential to research
in the field of forensics. In recent years, USM detec-
tion has attracted significant interest from image forensics
professionals. As a result, several successful approaches
have been developed for detecting USM sharpening in
large-size images and detecting strong USM sharpening
in small-size images. However, USM weak sharpening de-
tection for small-size images is still tricky. To address
this challenge, this paper proposes an efficient method
called ViT-Small, a variant of the Vision Transformer,
to detect the weak USM sharpening of small-scale im-
ages. Several experiments have been conducted on several
public datasets to demonstrate that the proposed method
outperforms the existing state-of-the-art USM detection
methods.

Keywords: Image Forensics; Small-size Image Forensic;
Vision Transformer Variants; Weak Sharpening Detec-
tion

1 Introduction

Images play a significant role in people’s daily lives in the
high information age and have an impact on all facets of
those lives. Due to the emergence of advanced artificial
intelligence (AI) technology and automatic image process-
ing technology, as well as the simplicity that a large num-
ber of forged photos can be produced and transmitted
online, people’s confidence in the authenticity of images
has been greatly reduced. At the same time, the challenge
and current research hotpot is how to preserve the true
and eliminate the false in various and complex images. As
a result, more and more researchers are studying image
forensics techniques [5, 13], which are used to determine
whether a given image is an original image or a manip-
ulated image. Since authenticity is a crucial component
of both news media and judicial evidence, using advanced

image forensics technology to determine the authenticity
of images can increase the reliability of news reports and
improve the effectiveness of forensic identification.

USM is an image sharpening method that increases the
visual clarity of an image by enhancing the details of the
image. It is also a common sharpening method in cur-
rent image processing software. As described in [12], the
operation of USM sharpening can also be used to conceal
traces of illegal image forgery, so USM detection is an
important and necessary research.

In 2009, Cao et al. [2] proposed an image sharpening
detection for the first time, which was achieved by ana-
lyzing histogram aberration and measuring the strength
of overshoot artifact to detect image sharpening. How-
ever, they later studied and found that the method of [2]
can only detect images with wide histograms. To over-
come this shortcoming, they proposed a more effective
method [3]. This algorithm distinguishes the authenticity
of the image by comparing a preset appropriate thresh-
old and the overshoot artifact of the image. Compared
with [2], the accuracy has also been improved to a certain
extent. However, this method cannot cope with JPEG
compression [19, 26] and is also sensitive to changes in
sharpening parameters. Then, in 2013, Ding et al. [8] in-
troduced the local binary pattern (LBP) [4,24] into sharp-
ening detection, and used LBP to extract the local texture
features of the image to separate the true and false pic-
tures. Compared with the algorithm of Cao et al., the
accuracy of the accuracy of Ding et al. is significantly
improved is significantly improved. Different from the al-
gorithm ideas mentioned above, Lu et al. [18] proposed
a new method based on the idea of anti-forensics. This
method achieves the purpose of anti-forensics by remov-
ing overshoot artifacts, and successfully made the USM
sharpening detection proposed by Cao et al. in [2] and [3]
invalid. Since the overshoot artifact can be considered
as a special texture feature, the LBP method in [9] has
great performance in detecting sharpening, but the con-
tradiction between the LBP window size and the LBP
feature dimension makes this method still limited. In-
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spired by the LBP method, a novel method called Edge
Perpendicular Binary Coding (EPBC) [10] was proposed
by Ding et al. in 2015 to detect USM sharpening. It sets
a window perpendicular to the edge points and detects
USM sharpening by encoding the pixels corresponding to
the window. Experiments show that this is a more ad-
vanced algorithm than the above algorithm. However,
for weakly sharpened images, the EPBC method fails.
For weakly sharpened detection, Ding et al. proposed a
new algorithm called Edge Perpendicular Ternary Cod-
ing (EPTC) [7], this method works better than EPBC.
In 2018, Ye et al. [27] first introduced CNN into USM
sharpening detection, which achieved a leap from tra-
ditional manual feature extraction to deep learning fea-
ture extraction for USM sharpening detection. In 2020,
Wang et al. [22] proposed a novel algorithm called DCT-
CHDMY for the challenge of USM sharpening detection
in small-size images.

The current USM sharpening detection algorithms can
detect the USM sharpening of large-sized (more than
384*384 pixels) images, and small-sized images (smaller
than 64*64 pixels) sharpened with strong sharpening
strength, but these algorithms fail to detect the USM
weak sharpening of small-sized images. To detect weak
sharpening in images of small size, this paper proposes
a method based on a variant of the Vision Transformer
(ViT) called ViT-Small. A series of experiments on sev-
eral public datasets show that our algorithm is effective
enough for weak sharpening detection of small-size im-
ages and outperforms CNN and DCT-CHDMY, the cur-
rent best algorithms for USM sharpening detection. The
following are the main contributions of this work:

1) Compared with previous sharpening detection meth-
ods, the USM weak sharpening detection for small
size images was first focused on and studied.

2) A novel VIT variant was proposed to perform an ef-
ficient USM weak sharpening detection method for
small size image forensics.

3) A series of post-processing operations were done on
the public datasets to evaluate the robustness of the
algorithm.

The rest of this paper is organized as follows. Sec-
tion 2 introduces the principle of USM sharpening; Sec-
tion 3 illustrates the structural details of ViT and ViT-
Small; Experimental results and discussions are presented
in Section 4; It is summarized in Section 5.

2 USM Sharpening

USM is a popular sharpening method today. Its princi-
ple is to increase the high-frequency part of the image to
improve image quality and detail clarity. The total form
can be expressed as Equation (1):

I ′ = I + λM. (1)

I ′ represents the sharpened image, I represents the orig-
inal image, M represents the unsharp mask, and λ is a
parameter that controls the strength of sharpening.

In USM algorithm, unsharp mask can be generated by
two ways. The first way is to high-pass filter the original
image, as expressed by

M = I ⊗H. (2)

Where H denote convolution operator and a high-pass
filter, and ⊗ denotes a convolution operation.

However, this approach fails to reduce noise during
USM sharpening. To compensate for this shortcoming,
a different approach has been proposed. Instead of high-
pass filtering directly, first low-pass filtering is performed
on the original image, after that the low-frequency com-
ponents are subtracted from the original image. The low-
pass filter generally uses Gaussian filtering, that is

M = I − I ⊗Gσ. (3)

Where Gσ represent a Gaussian low-pass filter with a
standard deviation of σ respectively.

3 Proposed Method

3.1 Color Space Model Choice

The three most popular image color space models are
RGB, YCbCr, and Lab; RGB is the most fundamental
of these. Red, green, and blue (R, G, and B) are super-
imposed in different ratios to create rich colors in RGB,
and each of the three channel components has texture
and color information in addition to being highly corre-
lated [16]. In YCbCr, Y represents brightness, and Cb
and Cr represent blue and red respectively, the Y compo-
nent contains the texture information of the image, and
the Cb and Cr components represent the color informa-
tion of the image. Lab consists of three elements, one is
the luminance channel L, and the other two channels a,
b are color channels. Similar with YCbCr, L retains the
detailed information of the image, and the a and b com-
ponents contain all the color information of the image.
The three image color space models and each channel are
shown in Figure 1, Figure 2 and Figure 3.

Since USM sharpening mainly causes changes in image
texture, inspired by [22], a set of experiments was done
with the RGB, YCbCr, Lab, Y component of YCbCr, and
the L component of Lab as the input of the model. Taking
CASIA64 as an example, when the sharping permeant
σ = 0.5, λ = 0.5, the results are summarized in Table 1.

From Table 1, it is clear that the USM sharpening de-
tection accuracy is significantly higher when the input
image is in the YCbCr color space than when the input
image is in other color spaces. As a result, the experi-
ment’s datasets are transformed into a YCbCr model be-
fore being fed into the ViT-Small detection model in this
paper.
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Table 1: Detection accuracy of different color model on CASIA64

Color Space Model RGB YCbCr Lab Y channel L channel
Accuracy 86.32% 89.50% 84.62% 78.32% 79.98%

Figure 1: RGB image and R, G, B channel

Figure 2: YCbCr image and Y, Cb, Cr channel

Figure 3: Lab image and L, a, b channel

3.2 Vision Transformer

Vision Transformer (ViT) [11] attempts to directly apply
a standard Transformer to images and was inspired by a
Transformer in the NLP field [6,23]. The encoder-decoder
structure of the standard Transformer is maintained by
the ViT, but multilayer perceptron (MLP) head is used
in place of the complex decoder blocks. The entire image
will first be split up into smaller image patches, and patch
embedding will then be obtained through a linear map-
ping process, which is comparable to words and word em-
bedding in NLP. The linear embedding sequence of these
image patches will then be used as the input of the ViT.
The training for image classification [14] will be done us-
ing the supervised learning approach. Finally, the MLP
head layer is used to produce results for image classifica-
tion. In this paper, a ViT variant structure called ViT-
Small is introduced after image pre-processing, as shown
in Figure 4.

3.2.1 Image Patch Embedding

A image of size H×W ×C (where H, W , C represent the
height, width and number of channels of the image respec-
tively) is divided into small patches, the size of each patch
is P ×P ×C, and the number of patches is (H ×W )/P 2,
denoted by N . This forms a sequence {x1, x2, x3, . . . , xN}
of length N , where xi (i = 1, 2, . . . , N) represents the i-th
patch. After that, map each 2D patch to a 1D vector via
a trainable linear projection, compressing the dimension
to P2C, which output is called as ”patch embedding”.

Before feeding the patches to the encoder, the image
patches still need some processing, then an embedded ma-
trix E is introduced. The sequence of image patches is
multiplied by E and concats a learnable vector vclass pre-
pared in advance for the classification task. If only this
result sequence is fed into the transformer encoder, the en-
coder does not know the positional relationship between
the sequences in the original image, so it is necessary to
use a vector called Epos representing the position infor-
mation and add the result sequence as the new encoder
input z0. This process is presented in Equation (4).

z0 = [vclass;x1E;x2E; . . . ;xNE]

+ Epos, E ∈ R(P 2C)×D, Epos ∈ R(N+1)×D
(4)

3.2.2 Vision Transformer Encoder

The transformer encoder consists of L identical blocks,
and each block mainly consists of three parts, namely
Layer Norm (LN), multihead self-attention (MSA) [17,
20, 21], and MLP. In each coding block, it always goes
through the MSA layer first, followed by the MLP layer.
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Figure 4: A Vision Transformer variant structure after image preprocessing is added

Both MSA and MLP layers are connected to an LN layer
in front, and a residual is connected afterward, which can
be described as Equation (5) and Equation (6). vclass in
the output of the last coding block is represented by z0L,
Finally, the z0L is normalized and sent to the MLP head to
obtain the final image prediction and classification result,
as expressed in Equation (7).

z′l = MSA(LN (zl−1)) + zl−1, 1 = 1 . . . L (5)

zl = MLP (LN (z′l)) + z′l, 1 = 1 . . . L (6)

y = LN
(
z0L
)

(7)

The Layer Norm layer in the encoder, just like its name,
is to normalize all neurons in an intermediate layer.

MLP block consists of an input layer, an output layer
and at least one hidden layer. The neurons in each hidden
layer in the network can receive the information transmit-
ted from all neurons in the adjacent pre-sequential hidden
layers, and after processing, the information is output to
all the neurons in the adjacent subsequent hidden layers.
In MLP, neurons in adjacent layers are usually connected
in a ”full connection” manner. MLP can simulate com-
plex nonlinear functions, and the complexity of the sim-
ulated functions depends on the number of hidden layers
in the network and the number of neurons in each layer.

For self-attention, its role is to encode each entity ac-
cording to the global context information to capture the
connections between all entities. The primary function

of self-attention is to give the input sequence the proper
weight. The weighted sum of all the values in the input
sequence serves as a representation of its weight. Three
learning matrices—WQ, WK , and WV —are first defined.
These three learning matrices are multiplied by the input
sequence x to get the three values Q, K, and V . To de-
termine the correlation between one element and other
elements in the sequence, compute the dot product be-
tween the Q vector of that element and the K vector of
the other elements. The results determine the relative im-
portance of the patches in the sequence. Then the result
of dot-product is fed into softmax. In order to prevent
the gradient from becoming extremely small after soft-
max, the result of dot-product needs to be divided by√
Dk, finally output of softmax is dot-multiplied with V

to identify patches with high attention scores, witch re-
sult is self-attention B output as shown in Equation (8)
and Equation (9). To sum up, the calculation process
of self-attention is Equation (10) and self-attention detail
map is shown in Figure 5. Q = wQX

K = wKX
V = wV X

(8)

 AKT = Q/
√
Dk

A′ = softmax(A)
B = A′V

(9)
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Attention(Q,K, V ) = Softmax

(
QKT

√
Dk

)
V (10)

Figure 5: Self-attention detail map

Figure 6: Multihead attention detail map

Multihead attention is an advanced version of self-
attention which is displayed in Figure 6. Multihead at-
tention allows the model to jointly attend to information
from different representation subspaces at different posi-
tions [11]. Unlike self-attention, multiple K, Q, and V
are used in multihead attention to obtain multiple simi-
larities, which are then combined and multiplied by learn-
able parameter WO matrix to provide the desired result,
and the final result is obtained after fusion, which can be
formalized as Equation (11).

MultiHead(Q,K, V ) = Concat(head1, . . . , headh)W
O

(11)

where headi = Attention(QWQ
i ,KWK

i , V WV
i ) and

WO ∈ Rhdv×D.

3.3 Vision Transformer Variants

Three different versions of the visual converter are pro-
posed in [11]: ”ViT-Base”, ”ViT-Large” and ”ViT-
Hugh”. The three versions differ in the number of lay-
ers of the encoder, the size of the hidden dimension, the
number of attention heads used by the MSA layer, and the
size of the MLP classifier. Each of these models is trained
using patches of size 16 × 16 and 32 × 32, respectively.
In this paper, due to the small experimental sample and
the small image size, a smaller Vision Transformer is pro-
posed, called ViT-Small. Various parameters are shown
in Table 2.

4 Datasets and Experience

4.1 Dataset Description

In this paper, three public datasets are used for exper-
iments: UCID, NRCS, CASIA v2.0 [1]. The images in
the UCID and NRCS datasets are in TIF format, while
those in the CASIA dataset are in JPEG format. UCID
contains 1328 uncompressed color images with a size of
384×512 pixels, and NRCS contains 2259 gray images
with a size of 1500×2100 pixels. 1000 images were ran-
domly selected from these two databases, a total of 2000
images. At random positions in each image, we crop [25]
out graphics with sizes of 64×64 pixels and 32×32 pixels
as two real databases for the detection experiment of TIF
format images and name them UN64, UN32. Besides,
CASIA v2.0 contains 7491 true color images and 5123
tampered color images, which size ranging from 240×160
to 900×600 pixels. We randomly select 2000 real images,
and crop out 64*64 and 32*32 images at random posi-
tions as two real databases for the detection experiment
of JPEG format images, named CASIA64 and CASIA32
respectively.

Since the degree of USM sharpening is determined by
the Gaussian kernel standard deviation σ and the sharp-
ening intensity λ of the Gaussian filter, twelve sets of
parameters about σ and λ were set to act on the four
datasets respectively to form a tampered weakly USM
sharpened image dataset. The experiment detected the
real image and the tampered image with different weak
sharpening parameters, and compared with current the
most superior detection methods CNN network [27] and
DCT-CHDMY [22].

The experiments in this paper were based on the Pad-
dlePaddle framework. The dim is 128, the self-attention
head is fixed as 16, the patch size and the number of trans-
former block are set to 4 and 5, respectively. Besides, the
learning rate is initialized to 9e-5, and the decay strat-
egy of the specified number of rounds is used. When the
number of training rounds reached 20 and 30, the learn-
ing rate decays to 0.8 of the previous stage, a total of
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Table 2: Parameter statistics for the base, large and huge variants of Vision Transformer

Model Number of Layers Hidden Size D MLP Size Heads Number of Parameters
ViT-Small 5 48 198 128 1M
ViT-Base 12 768 3072 12 86M
ViT-Large 34 1024 4096 16 307M
ViT-Huge 32 1280 5120 16 632M

50 epochs of training, and 64 pieces of data are fed into
the training network each time. In the experiment, the
method of double cross-validation [15] is used to evaluate
the detection results. First, each data set is shuffled, half
of the data is selected as the training set, and the other
half is used as the test set, then the test data serves as
training set, training data is regarded as the test set, and
the average of the two test results is taken as the detection
accuracy.

4.2 Experimental Setup

Three different sets of experiments were carried out. The
UN64 and CASIA64 datasets are used in the first set of
experiments to evaluate how well the ViT-Small performs
for USM weak sharpening under various image formats.
The accuracy of USM weak sharpening detection was
tested using the UN32 and CASIA32 datasets in the sec-
ond experiment, and the robustness of ViT-Small to im-
age post-processing operations was examined in the third
set of experiments. The detection effects of JPEG com-
pression and additional noise after USM sharpening were
combined to evaluate the robustness.

It is worth noting that in these experiments the per-
formance of the algorithm was measured in terms of ac-
curacy.

4.2.1 Experiment 1: Performance Preliminary
Test

First, the UN64 data set was used for sharpening detec-
tion, which represented the detection effect of the three
detection methods on TIF format images. Then use the
CASIA64 dataset to conduct comparative experiments as
the detection effect of JPEG format images. The detailed
results were shown in Table 3 and Table 4, respectively.

From Table 3, it is obvious that our detection method
surpasses CNN and DCT-CHDMY under these weak
sharpening strengths, when λ increases, the accuracy rate
will increase slightly in general. However, the relationship
with σ is a little fuzzy, it is because the magnitude of σ is
related to the intensity of overshoot artifacts, and the de-
tection principle of the three algorithms being compared
has little correlation with the intensity of overshoot arti-
facts.

Table 4 is a comparison of the detection accuracy of the
three algorithms for 64*64 size JPEG images. Compared
with the detection accuracy of TIF format images, the de-
tection accuracy of ViT-Small and CNN all have a certain

Table 3: Detection accuracy of three methods on UN64

Parameters
ViT-Small

CNN DCT-CH
of USM [27] DMY [22]

σ = 1, λ = 0.1 76.71% 67.77% 56.82%
σ = 1, λ = 0.2 80.22% 70.16% 57.21%
σ = 1, λ = 0.3 80.32% 74.80% 58.64%
σ = 1, λ = 0.4 84.43% 78.35% 57.32%
σ = 1, λ = 0.5 85.83% 77.73% 58.64%
σ = 1, λ = 0.6 87.93% 80.76% 60.21%
σ = 1, λ = 0.8 90.91% 82.47% 62.64%
σ = 0.8, λ = 0.1 72.07% 65.33% 55.08%
σ = 0.8, λ = 0.3 76.80% 71.97% 66.04%
σ = 0.7, λ = 0.1 70.65% 64.35% 66.36%
σ = 0.7, λ = 0.3 81.68% 73.43% 67.06%
σ = 0.5, λ = 0.5 79.44% 73.35% 68.26%

degree of improvement, this may be caused by different
datasets. So it cannot be concluded that images in JPEG
format are easier to detect USM sharpening than images
in TIF format. Table 4 can only show that ViT-Small is
superior to the other two algorithms in USM weak sharp-
ening detection of small images in JPEG format.

Combining the analysis in Table 3 and Table 4, it can
be concluded that whether the small image is in TIF or
JPEG format, the accuracy rate of our proposed detec-
tion algorithm is better than that of the CNN and DCT-
CHDMY algorithms.

4.2.2 Experiment 2: Image Size

In this section, we used the UN32 and CASIA32 datasets
to perform sharpening detection experiments in turn, as
the detection effect of 32*32 images. It should be noted
that all pooling layers’ pooling kernels were changed to
3*3 because the parameters in the CNN [27] structure
were too large to be suitable for 32*32 images. Taking
σ = 1, λ = 0.1; σ = 0.5, λ = 0.5; σ = 1, λ = 0.8 as
an example, the experimental results are in Table 5 and
Table 6.

From Table 5 and Table 6, we can observe when the
image size is reduced to 32*32, for images in TIF format
and JPEG format, the USM weak sharpening detection
accuracy of each algorithm decreases. However, the per-
formance of ViT-Small is still the best. It is quite obvi-
ous that the CNN method’s accuracy rate drops to about
50%, which means that it is ineffective for USM weak
sharpening detection of 32*32 pixels images.



International Journal of Network Security, Vol.25, No.1, PP.175-183, Jan. 2023 (DOI: 10.6633/IJNS.202301 25(1).20) 181

Table 4: Detection accuracy of three methods on CA-
SIA64

Parameters
ViT-Small

CNN DCT-CH
of USM [27] DMY [22]

σ = 1, λ = 0.1 86.29% 76.94% 55.69%
σ = 1, λ = 0.2 88.70% 82.27% 64.67%
σ = 1, λ = 0.3 90.27% 83.00% 68.26%
σ = 1, λ = 0.4 90.72% 85.01% 74.25%
σ = 1, λ = 0.5 91.48% 87.18% 77.84%
σ = 1, λ = 0.6 91.52% 88.18% 80.42%
σ = 1, λ = 0.8 91.63% 89.69% 84.80%
σ = 0.8, λ = 0.1 85.83% 77.58% 54.65%
σ = 0.8, λ = 0.3 89.71% 85.30% 72.37%
σ = 0.7, λ = 0.1 85.63% 74.26% 50.24%
σ = 0.7, λ = 0.3 89.11% 84.13% 69.06%
σ = 0.5, λ = 0.5 89.50% 82.56% 82.03%

Table 5: Detection accuracy of three methods on UN32

Parameters
ViT-Small

CNN DCT-CH
of USM [27] DMY [22]

σ = 1, λ = 0.1 71.04% 50.05% 65.27%
σ = 1, λ = 0.8 82.08% 50.07% 78.64%
σ = 0.5, λ = 0.5 70.36% 50.05% 68.46%

4.2.3 Experiment 3: Evaluating Robustness

In this set of experiments, we performed the robustness
of ViT-Small to JPEG image compression [19] and Gaus-
sian noise. Taking the CASIA64 dataset as an example,
and the sharpening parameters were set to σ = 0.5, λ =
0.5. As the quality factor decreases, the image quality
gets worse and the image texture and overshoot artifacts
change more. The test results are displayed in Table 7
and Table 8.

As shown in Table 7 and Table 8, when the quality
factor decreases, compared with Table 4 the USM weak
sharpening detection accuracy of ViT-Small has not de-
creased significantly. Even if the quality factor Q = 40,
the accuracy has only decreased by less than 5%. in ad-
dition, among these three algorithms, our accuracy drop
is minimal. When Noise variance increase, the detection
accuracy of ViT-Small almost did not decrease, while the
accuracy of the other two algorithms decreased by more
than 8%. Therefore, it can be said that ViT-Small is
robust to JPEG compression and adding Gaussian noise.

Table 6: Detection accuracy of three methods on CA-
SIA32

Parameters
ViT-Small

CNN DCT-CH
of USM [27] DMY [22]

σ = 1, λ = 0.1 72.42% 50.43% 60.06%
σ = 1, λ = 0.8 84.97% 49.56% 69.97%
σ = 0.5, λ = 0.5 76.86% 50.43% 58.25%

Table 7: Detection accuracy under JPEG compression

Parameters
ViT-Small

CNN DCT-CH
of USM [27] DMY [22]
Q=80 88.50% 78.22% 71.47%
Q=60 85.36% 76.46% 73.87%
Q=40 83.83% 74.56% 73.42%

Table 8: Detection accuracy under Gaussian noise

Parameters
ViT-Small

CNN DCT-CH
of USM [27] DMY [22]

1 89.06% 75.25% 68.46%
2 88.40% 73.55% 65.46%
3 88.76% 69.46% 61.41%

The receiver operating characteristic (ROC) curve was
introduced in order to more easily compare the effective-
ness of ViT-Small, CNN, and DCT-CHDMY. The rela-
tionship between true positive rate (TPR) and false posi-
tive rate (FPR) of the three algorithms under comparison
can be seen in Figure 7 when the parameters were set to
σ = 0.7, λ = 0.3; σ = 0.7, λ = 0.3; σ = 0.8, λ = 0.1; σ =
0.8, λ = 0.3; σ = 1.0, λ = 0.1; σ = 1.0, λ = 0.3; σ = 0.5,
λ = 0.5. The outcome shows that ViT-Small outperforms
the other two methods in terms of TPR for all specified
FPR.

(a)

(b)
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(c)

(d)

(e)

(f)

(g)

Figure 7: ROC curves of the three compared methods for
USM sharpening detection as (a) σ = 0.7, λ = 0.3; (b)
σ = 0.7, λ = 0.3; (c) σ = 0.8, λ = 0.1; (d) σ = 0.8, λ =
0.3; (e) σ = 1.0, λ = 0.1; (f) σ = 1.0, λ = 0.3; (g) σ =
0.5, λ = 0.5

5 Conclusion

In this paper, we for the first time focuse on small-size
images USM weak sharpening detection, and propose
a variant of the Vision Transformer model called ViT-
Small, which overcomes the inefficiency of other USM
sharpening detection in small-sized images. First, the
image is converted into a YCbCr model, and the con-
verted image is fed into ViT-Small. Extensive experi-
ments prove that compared with current state-of-the-art
method CNN [27] and DCT-DHCWY [22], our proposed
structure has higher accuracy in detecting USM weak
sharpening of small-size images in TIF format and JPEG
format. Furthermore, it is robust to JPEG compression
and Gaussian noise. All experiments were based on 2000
real images and 2000 tampered images. In the future,
we will further investigate anti-forensic methods for USM
sharpening.
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