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Abstract

As we know, feature selection can improve the perfor-
mance of machine learning algorithms for intrusion de-
tection. This paper proposes a hybrid feature selec-
tion method, which ranks features according to two fac-
tors: relevancy and redundancy, and then adopts the for-
ward search strategy to select the optimal feature sub-
set from the ranked features. Experiments on the KD-
DCup’99 dataset showed that our proposed feature se-
lection method could get better performance on the ac-
curacy rate and false positive rate in intrusion detection
compared with other feature selection approaches.
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1 Introduction

The intrusion detection system (IDS) as a part of network
security infrastructure, can detect network attacks or ab-
normal behaviors. Traditional IDS can be categorized
into two types: Signature-based IDS and Anomaly-based
IDS. Signature-based IDS is good at detecting known net-
work attacks and suffers from unknown or novel attacks.
Anomaly-based IDS can detect novel attacks, yet it usu-
ally owns a high false positive rate. Therefore, there ex-
ist challenges in the traditional IDS when they are de-
ployed into the real-world network environment. At the
same time, as machine learning (ML) methods are ap-
plied to different fields successfully, many researchers in-
troduce them into the intrusion detection domain for de-
tecting network attacks. The authors [19] introduced ML
algorithms to build classification models from the net-
work datasets to predict the network attacks, such as the
support vector machine (SVM) algorithms, the decision
tree (DT) algorithms, the random forest (RF) algorithms,
deep learning algorithms, and so on.

Though these built IDS by using ML methods can ob-
tain better results in detecting network attacks, they of-
ten suffer from the high dimensional and massive net-

work traffic data. Furthermore, the features of large-scale
network traffic often contain redundancy, incompleteness,
and irrelevance, which not only declines the performance
of ML algorithms but also adds the time and complexity
of building classification models. Therefore, it is signifi-
cant to select the optimal feature subset from the initial
network datasets before using ML algorithms to build
classification models. In this paper, we have designed
a hybrid-based feature selection method that consists of
two phases. In the first phase, the filter method is used
to sort the features from the original feature space of the
network datasets according to their relevancy and redun-
dancy. In the second phase, the wrapper feature selection
approach is used to select the final feature subset from the
sorted features of the first phase. To be specific, we start
with the first feature of the sorted features and incremen-
tally add a feature to the wrapper method one by one,
and the feature subset that can make the classification
model obtain the highest accuracy rate in detecting net-
work attacks will retain the final selected features. The
contributions of this paper are listed as follows:

1) We proposed a hybrid feature method that inte-
grates the high efficiency of the filter feature selection
method and the ability to extract optimal features of
the wrapper feature selection method. The exper-
imental results on the KDDCup’99 dataset showed
our proposed method could get better performance
than other relevant feature selection methods.

2) For other feature selection methods, such as
MIFS [8], MIFS-U [16], MMIFS [7], and LCC-RF-
RFEX [24], when they are used to select a feature
subset from the initial feature space, the specific
threshold or the number of final selected features
need to be provided in advance. However, these val-
ues are often set based on the human experience,
which is hard to set the optimal values when fac-
ing different network datasets. Our approach dif-
fers from the above feature selection methods, which
don’t provide a specific threshold or the selected fea-
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ture number.

3) As we know, the traditional wrapper feature selec-
tion methods usually adopt a greedy search approach
by evaluating all the possible combinations of fea-
tures against the specific machine learning algorithm.
Therefore, it is a time-consuming process when di-
rectly applying the wrapper methods to the initial
features for feature selection. In the final phase of
our approach, we use the wrapper method to select
the final features from the sorted features rather than
the initial features, which avoids the computational
disaster of feature selection in the wrapper method
and improves the efficiency of wrapper methods.

The rest of this paper is structured as follows. Sec-
tion 2 presents the related works on feature selection ap-
proaches. Section 3 introduces our proposed feature se-
lection method in detail. The analysis of experimental
results shows in Section 4. Finally, Section 5 summarizes
the works in this paper and points out the future works.

2 Related Works

The feature selection methods can reduce the time to
build classification models or improve the accuracy of clas-
sification models. So far, we can divide the feature selec-
tion approaches into three categories: filter, wrapper, and
hybrid. Filter methods mainly select feature subsets us-
ing the specific heuristic evaluation function to measure
the relevance of features. Wrapper methods often adopt
a classification algorithm to train a model to estimate
the optimal feature subset. Therefore, filter methods are
much faster than wrapper methods as they do not involve
training models. However, the final selected features us-
ing the wrapper methods can often make the classification
models obtain better performance than those using the
filter methods. Hybrid methods often have the best per-
formance by integrating the advantages of filter methods
and wrapper methods.

The authors [5, 7, 8, 11, 14, 16, 20, 23, 24, 29] introduced
the filter feature selection methods, such as [5,7,8,16,20,
24, 29] mainly presented the correlation-based feature se-
lection (CFS) method for feature selection. At present,
Linear Correlation Coefficient (LCC) and Mutual Infor-
mation are the two main heuristic evaluation functions to
evaluate the correlation between two random variables.
For example, The authors [11] used the LCC function
to measure the relevance between two features, then,
ranked the features according to the calculated correla-
tion values, and finally, selected the final feature sub-
set by removing the features of which correlation val-
ues are below the specified thresholds. Similarly, The
authors [5, 7, 8, 16, 20, 24, 29] introduced how to use Mu-
tual Information (MI) methods to select features. The
authors [8] first provided the mutual information method
feature selection (MIFS) which maximizes the relevance
between feature and class label and minimizes the redun-

dancy of the selected features. MIFS-U [16], MMIFS [7],
FMIFS [5], mRMR [20], and RPFMI [29] were all based
on the improvement of MIFS. In MIFS-U [16], MMIFS [7],
and mRMR [20], their feature selection algorithms need to
provide the specific threshold as the input parameter be-
fore using them to select features. Though FMIFS [5] and
RPFMI [29] overcome the above limitation, they belong to
the filter method which mainly uses statistical techniques
to evaluate the intrinsic relationship of features (i.e., the
relevance and redundancy), and the final selected features
are independent of the learning algorithm, which leads to
the built IDS owning a lower detection accuracy.

The authors [1–4,9,10,13,21,22,25] introduced wrapper
methods to select features. Such as, the authors [25] pre-
sented the wrapper method to select features, and SVM
algorithm is used to build IDS based on the final selected
features. Experimental results showed that the build IDS
achieved 82.34% accuracy rate. The authors [22] used
C4.5 tree and BN algorithms to select features, and got
the higher accuracy rate and the lower false positive rate
for the four types of attacks (Dos, Probe, R2L, and U2R)
respectively by comparing the full 41 features. The au-
thors [2] provided a new feature selection algorithm based
on pigeon inspired optimizer(PIO) for IDS, and the ex-
perimental results showed that the PIO feature selection
algorithm not only reduced the number of features of
KDDCup’99, NSL-KDD, and UNSW-NB15 datasets re-
spectively, but also maintained a high accuracy rate and
reduced the required time for training the classification
models significantly.

The authors [6,17,18,27] demonstrated the hybrid fea-
ture selection methods to select features. Such as, the
authors [6] used the filter method to eliminate the ir-
relevant and redundant features from the initial feature
space and then, the remained features were fed to the
wrapper method LS-SVM to select the final feature sub-
set. Experiments showed that the proposed method could
get the 98.9% accuracy rate classification accuracy. The
authors [17] designed the hybrid method: FGLCC-CFA,
which combined the filter FGLCC method and the wrap-
per method CFA. It first used the FGLCC to rank the
initial features and select the opimal feature subset, and
then, the feature subset was input to the CFA method
to select the final features. Experimental results showed
the FGLCC-CFA method got a higher accuracy rate and
detection rate equal to 95.03% and 95.23%, respectively,
and a lower false positive rate of 1.65% compared with
the filter FGLCC method and the wrapper CFA method.

3 Proposed Feature Selection
Method

Through the analysis of the above-related literate, we find
the current feature methods may exist the following de-
fects:

1) Many feature selection methods exist a limit that
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needs to specify the threshold or the number of final
selected features before using them to select the final
feature subset. Such as, the authors [7,8,16,24] needs
to set a specific value for the redundancy parameter
in their feature selection algorithms. Yet, there is no
empirical value for the parameter, and how to set an
appropriate value for the parameter is still a vexing
question to answer, especially when facing tasks in
different domains and different datasets.

2) For the wrapper methods, evaluating all the possible
combinations of features by using the machine learn-
ing algorithms from the initial feature space is often
a time-consuming process, which is called an NP-
complete problem [15], especially for high-dimension
feature space.

To overcome the aforementioned problems, we proposed a
hybrid feature selection method that contains two phases.
In the first phase, we use mutual information to rank the
features by comprehensively considering their relevance
and redundancy. In the second phase, we adopt the for-
ward search strategy (FSS) to incrementally select fea-
tures from the sorted feature set and then feed them to
the specific classification algorithm to count the accuracy
rate (AR). The feature subset which gets the maximum
AR will be retained as the final selected features. Differ-
ent from other filter approaches, our approach only ranks
the initial features rather than selects features, so there
is no need for setting the specific threshold beforehand.
Furthermore, in the second phase of our approach, we use
a forward search strategy (FSS) to select a feature sub-
set from the ranked feature space rather than the initial
feature space, which effectively avoids the NP-complete
problem of the feature combination in the wrapper meth-
ods. The workflow of our approach is shown in Figure 1.

3.1 Mutual Information

We use mutual information [8] as a heuristic evaluation
function to rank the features in our proposed approach.
As we know, mutual information is widely used to mea-
sure the relevance between random variables. If two ran-
dom variables U={u1,u2,...,un } and V={v1,v2,...,vn } be-
long to the discrete variables, where n is the total number
of samples, the mutual information (MI) of the two vari-
ables is defined as shown in Equation (1) [8]:

I(U ;V ) =
∑
u∈U

∑
v∈V

p(u, v) log
p(u, v)

p(u)p(v)
. (1)

Where p(u) and p(v) are the probability distribution of
U and V separately. p(u,v) is a joint probability distribu-
tion. For continuous variables, the MI is defined as shown
in Equation (2) [8]:

I(U ;V ) =

∫
u

∫
v

log
p(u, v)

p(u)p(v)
dudv. (2)

Figure 1: The workflow of our feature selection approach

The MI value is larger, which presents that the two vari-
ables are closely related, and A zero value of MI indicates
that the two variables are independent.

3.2 Proposed Feature Selection Algo-
rithm

Our proposed feature selection method mainly contains
two main phases: the first phase in which the filter
method is used for feature ranking. Different from other
filter methods aiming at feature selection, our approach
mainly uses mutual information to rank the features ac-
cording to the redundancy of features and the relevance
of the feature and the class label. Inspired by [5], we use
Equation (3) to decide the position of a feature in the
final sorted feature subset.

GMI = argmaxfi∈F

I (C; fi)−
1

|S|
∑
fs∈S

MR

 (3)

Where F is the original feature set of datasets, fi is the
candidate feature, S is the sorted feature set from the
original feature set F, fs is the sorted feature in S, |S|
is the number of the final sorted features in S and C is
the class label, MR in Equation (3) is the relative redun-
dancy of feature fi against feature fs. MR is defined by
Equation (4) [5]:

MR =
I (fi; fs)

I (C; fi)
(4)

Where I(C; fi) is the mutual information value between
the candidate feature fi and the class C, and I(fi; fs) is
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the mutual information value between the candidate fea-
ture fi and the sorted feature fs. Equation (3) is intended
to select a feature fi from the F that maximizes I(C; fi)
and minimizes the average of redundancy MR simultane-
ously.

In the second phase, we use the wrapper method to
select the feature subset from the ordered feature set S
which is coming from the first phase of our proposed ap-
proach. In the second phase, we adopt the forward search
strategy (FSS) to incrementally select features from the
sorted feature set S, and then feed them to the specific
classification algorithm to count the accuracy rate. The
final feature subset which can get the maximum accuracy
rate will be retained. The pseudo-code of our proposed
feature selection method is shown in Algorithm 1.

Algorithm 1 The Proposed Feature Selection Algorithm

Input:
F : Feature set F = {fi|i = 1, .., n}
A: The Specific Classification Algorithm(e.g. Deci-
sion Tree, Naive Bayes, Support Vector Machine, etc)

Output:
maxS: The Final Selected Feature Subset

1: Begin
2: S ← ∅
3: Calculate I(C; fi), for each feature fi, i=1,..,n, C notes

the class label.
4: if I(C;fi)==0 then
5: F ← F \ {fi}
6: end if
7: Select the feature fi: fi ∈ F that maximizes I(C; fi).

8: S ← S ∪ {fi}
9: F ← F \ {fi}

10: while F ̸= ∅ do
11: select the feature fi using Equation (3)
12: S ← S ∪ {fi}
13: F ← F \ {fi}
14: end while
15: maxAR← 0
16: maxS ← ∅
17: length← the length of S
18: for i = 1; i ≤ length; i++ do
19: Ssub ← select the top i features from S
20: Count Accurate Rate (AR) of the classification al-

gorithm A by using Ssub

21: if AR>maxAR then
22: maxAR← AR
23: maxS ← Ssub

24: end if
25: end for
26: return maxS
27: End

4 Experiments and Results

4.1 Datasets for Evaluation

KDDCup’99 dataset [26] is one of the datasets for eval-
uating intrusion detection. It contains 39 attack types
divided into four categories: Dos, Probe, U2R, and
R2L. Furthermore, it also provides the training and test
datasets for evaluating the machine learning algorithms.
The training dataset contains about five million connec-
tion records, and the test dataset includes around two mil-
lion records. Each connection record that contains 41 fea-
tures is labeled as either normal or an attack. Considering
that there are a large number of redundant records and
the imbalance of the distribution of attack records in the
KDDCup’99 dataset, We selected partial data from the
KDDCup’99 dataset to generate the corresponding train-
ing dataset and test dataset for each of the four attack
categories. Details of the generated datasets are shown in
Table 1.

4.2 Performance Metrics

In this paper, we mainly use two metrics to evaluate the
performance of our proposed feature selection method,
and the performance metrics are accuracy rate (AR) and
false positive rate (FPR) separately. AR can be formally
defined as:

AR =
TP+ TN

TP+ TN+ FN+ FP
(5)

FPR is defined as:

FPR =
FP

FP + TN
(6)

4.3 Experimental Results and Analysis

Python language is used to realize our proposed feature
selection approach, and all the experiments were per-
formed on a Windows platform having configuration i5
core 4 CPU 2.3 GHz, 8GB RAM. Table 2 shows the final
selected features of four types of attacks by using our ap-
proach based on the decision tree algorithm. Figure 2 and
Figure 3 show the AR and FPR of the built IDS based on
the selected features by using our proposed approach and
full features(41) separately. The results demonstrate that
the IDS based on the selected features can achieve bet-
ter performances in DR and FPR metrics by comparing
IDS constructed with the full features(41). Furthermore,
we also test the total consuming time(training and test
times) of the built IDS by using selected features and the
full features(41) separately. Table 3 shows that the IDS
based on selected features consumes less time than IDS
based on the full features. This is principally because our
proposed approach deletes the redundant and irrelevant
features from the full features, which causes not only to
reduce the total consuming time of classification models
but also to improve their performance.
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Table 1: Sample Distributions of Instances for Four Attack Types in Datasets

Attack Type Attack Name Training Data Test Data

Dos

normal 20000 20000
smurf 10000 10000
neptune 5000 5000
mailbomb 1500 1500

back 500 500
land 15 15

teardrop 400 400
processtable 350 350

pod 100 100
aparche2 250 250
SubTotal training dataset:38115 test dataset:38115

Probe

normal 10000 10000
ipsweep 1247 306
mscan 600 400
nmap 130 100

portsweep 540 500
saint 400 300
satan 800 600

SubTotal training dataset:13717 test dataset:12206

U2R

normal 10000 10000
buffer overflow 30 22

httptunnel 158 158
loadmodule 9 2

perl 3 2
rootkit 10 13

SubTotal training dataset:10210 test dataset:10197

R2L

normal 20000 20000
ftp write 8 3

guess passwd 53 4367
imap 12 1

multihop 8 19
phf 6 3

warezclient 1021 1021
warezmaster 21 1603
SubTotal training dataset:21129 test dataset:27017

Table 2: Selected Features by Using Proposed Approach based on Decision Tree Algorithm

Attack Type Selected Features
Dos 5, 37, 23, 3, 31, 12, 25, 36, 2, 6, 26, 16, 32, 13, 24, 39, 8
Probe 5
R2L 5,22,11
U2R 5, 14, 17, 13, 40, 18, 10, 11, 27, 15, 9, 16, 41

In addition, we also compared the performance of
our approach with the filter methods, such as the
linear correlation-based feature selection (LCFS) algo-
rithm [7], the mutual information-based feature selection
(MIFS) algorithm [8], and the wrapper methods, such as
the Random Forest-Recursive Feature Elimination (RF-
RFE) [12]. As shown in Figure 4, compared to other fil-

ter and wrapper methods, our approach has a higher AR,
which indicates that the IDS based on the hybrid feature
selection method has better performance than IDS based
on a single filter method or wrapper method. Moreover,
as mentioned in section III, unlike other wrapper meth-
ods based on initial features, we use the wrapper method
on the ranked features to select the final feature subset in
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Table 3: The Total Consume Time(training time and test time) of Decision Tree Algorithm Based on Selected
Features and Full Features(41)

Attack Type
Total Consume Time(s)

Selected Features Full Features(41)
Dos 0.21875 0.29688
Probe 0.03125 0.12500
R2L 0.09375 0.28125
U2R 0.03125 0.06250

Figure 2: The Accuracy Rate(AR) of Decision Tree Algo-
rithm With Selected Features and Full Features(41)

Figure 3: The False Positive Rate(FPR) of Decision Tree
Algorithm With Selected Features and Full Features

the second phase of our proposed method. Table 4 shows
that wrapper methods based on sorted features have more
efficient time performance than wrapper methods based
on the original features.

Furthermore, we evaluated the IDS based on our fea-
ture approach and the recent hybrid feature selection

Figure 4: Accuracy Rate of Decision Tree Algorithm
With non-hybrid Feature Selection Methods and Pro-
posed Method

Figure 5: Accuracy Rate of the Classification Model based
on Decision Tree Algorithm With Hybrid-based Feature
Selection Methods

methods, such as the LCC-RF-RFEX [24], KH [28], and
FAFS [22] methods. Figure 5 shows the accuracy rate
of classification models based on the decision tree algo-
rithm with hybrid feature selection methods. Experimen-
tal results show that our proposed approach outperforms
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Table 4: Consume Time of Selecting Feature Subset

Attack Type
Consume Time(s)

Wrapper Method based on Sorted Features
(Proposed Method)

Wrapper Method based on Original Features
(RF-RFE)

Dos 7.26562 7.56250
Probe 2.64062 4.54688
U2R 2.23438 2.90625
R2L 4.75000 7.75000

Table 5: Accuracy Rate of Our Feature Selection Method based On Different Classification Algorithms

Classification Algorithm Dos Probe U2R R2L
Random Forest 99.89% 98.25% 99.37% 83.11%
Naive Baye 90.99% 95.69% 98.03% 64.35%

Multi perceptron 98.61% 95.91% 97.54% 79.75%
Support Vector Machine 97.69% 97.65% 98.37% 77.29%

Decision Tree 99.62% 98.80% 99.70% 81.84%
Logistic Regression 93.73% 98.30% 98.77% 78.65%

these hybrid-based feature selection methods (except for
the R2L attack type). This is mainly because we adopt
the forward search strategy (FSS) to incrementally select
features from the sorted feature set. The feature sub-
set which gets the maximum AR will be saved as the
final selected feature subset. Finally, we evaluate the per-
formance of our feature selection method based on dif-
ferent classification algorithms. Table 5 shows that the
IDS based on the Random Forest (RF) and Decision Tree
(DT) can obtain better AR by comparing with the IDS
based on other classification algorithms.

5 Conclusions and Future Work

This paper proposed a hybrid feature selection method for
intrusion detection, which absorbs the advantages of the
filter feature selection methods and the wrapper meth-
ods. Different from other filter feature selection meth-
ods, we use mutual information to rank the original fea-
tures rather than select features. Unlike other wrapper
approaches, we use the wrapper method to select a fea-
ture subset from the sorted features rather than initial
features. Furthermore, we adopt the forward search strat-
egy (FSS) to incrementally select features from the sorted
feature set and then feed them to the specific classifica-
tion algorithm to count the AR. The feature subset which
gets the maximum AR will be retained as the final selected
subset. Therefore, there is no need to specify the thresh-
old or the number of the final selected features in advance
when using our approach to select the final feature subset.
Experimental results on the KDDCup’99 dataset showed
that our approach could achieve better performance com-
pared with other related feature selection methods.

So far, we only finish selecting the optimal feature sub-
set from the labeled datasets. However, for unlabeled net-
work traffic, how to use unsupervised technology to select
the features of attacks will be considered in our future
studies.
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