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Abstract

This paper proposes a multistage dynamic defense
method for evolutionary games to address the challenge of
accurately sensing unknown and homeopathic attacks on
each node in the network and effectively accomplishing
dynamic security. The method combines the replicator
dynamic equations and the characteristics of the attack-
defense game adversarial process to establish a discrete
multistage offense-defense game model, and then quanti-
fies the gains and equilibrium solutions for the model, sim-
ulates the multistage offense-defense game process under
the high selection rate of the attack and defense strategy,
and calculates the maximum objective function values of
both sides. By analyzing these function values, the secu-
rity situational awareness of the whole network nodes is
completed to predict future security situations and sys-
tem maintenance. Experimental comparisons show that
the model approach has high operational efficiency and
better defensive performance to ensure system integrity
and other advantages.

Keywords: Dynamic Interaction; Multistage; Replicator
Dynamic Equations; Situational Awareness

1 Introduction

With the widespread use of the Internet, people are be-
coming more and more inseparable from computers in
their production and life. While we are currently im-
proving network connectivity through constantly updated
network technologies, we are also witnessing an era of
unprecedented cyber attacks. Ensuring the confidential-
ity, integrity and availability of data, devices, networks
and users has become critical. Most cybersecurity re-
search has focused either on targeting specific vulnera-
bilities or proposing specific defense algorithms to defend
against well-defined attack scenarios. Most of the defense
techniques, which are static and passive, however, can-
not effectively accomplish dynamic security in the face of
unknown attacks, transient attacks in the network. Al-

though such network security research is important, little
attention has been paid to the dynamic interaction be-
tween attackers and defenders.

Game theory has the characteristics of goal opposition,
relationship non-cooperation, and strategy dependence,
which are consistent with the basic characteristics of net-
work attack and defense [15]. Therefore, people apply
game models to the field of network security to reason
about intrusion intentions, targets and strategies. Tradi-
tional games are built on the premise of complete ratio-
nality of decision makers, which does not match with the
actual attack and defense and reduces the effectiveness of
models and methods. Considering the limited rationality
of the attack and defense sides in the real network, evolu-
tionary game theory is applied to the study of the attack
and defense process [11].

Yao et al. proposed a multi-variant execution
architecture-based CFI (MVX-CFI). MVX-CFI is an exe-
cution architecture-based, dynamic, and transparent CFI
(control integrity) implementation that effectively cap-
tures the direction of control flow throughout the soft-
ware runtime and detects illegal path shifts caused by
malicious behaviors such as attacks [20]. Tian et al. mod-
eled sequential attacks in complex networks as a partially
observable Markov decision process (POMDP). Then a
POMDP reinforcement learning method is proposed to
analyze the dynamic robustness of complex networks un-
der sequential attacks when the network information is
incomplete [19]. Foschini et al. analyzed and identified
the correct detection and mitigation strategies for DoS
attacks in IT/OT networks. Provided DoS detection and
mitigation strategies in business-centric IT/environment
and production-centric operational technology (IT/OT)
networks [6]. Hu et al. extend the game model to a novel
two-way signaling game model and proposed an algorithm
to identify the refined Bayesian equilibrium. Based on
the calculated payoffs, the optimal strategy choices of the
attacking and defending parties during the game are ana-
lyzed [9]. Hsieh et al. characterized the equilibrium of the
underlying game and used the Bayesian dual Metropolis-
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Hastings algorithm to estimate the model. And fur-
ther extended the model to incorporate unobserved het-
erogeneity and showed that ignoring unobserved hetero-
geneity leads to biased estimation in simulation exper-
imentsHsieh2020A. Zhang et al. proposed heterogene-
ity to improve the security of web servers with mimetic
constructs and pointed out the importance of quantify-
ing heterogeneity. A quantification method applicable to
quantify heterogeneity is proposed, by which the factors
affecting the heterogeneity of a mimetically constructed
Web server are analyzed. A new method is provided
for the quantitative assessment of mimetic defense [21].
Chen et al. innovatively used users as third-party par-
ticipants in the moving target defense game and com-
bined Stackelberg game and Markov model to construct
a non-reciprocal three-party game to determine the op-
timal strategy for moving target defense. The proposed
model can balance the cost and benefit of defenders and
users, avoid excessive defense and inappropriate defense,
and effectively achieve intelligent defense strategy deci-
sion [4]. Huanruo et al. conducted a comprehensive
survey of the current state-of-the-art quantitative eval-
uation. MTD techniques based on the software stack
model for classification. Then, a specific review and com-
parison of existing quantitative evaluations of MTD is
presented [10]. Sengupta et al. provided a comprehen-
sive survey of MTD and implementation strategies from
the perspective of complete network system architecture.
Discussed how various MTDs are implemented, analyzed
MTD testbeds and case studies, and classified MTDs ac-
cording to qualitative and quantitative metrics of secu-
rity and performance effectivenessSengupta2020A. Zhang
et al. proposed a user-oriented anti-censorship approach
that significantly increases the cost to attackers. Rep-
resenting Web services as mobile nodes forms a moving
target defense strategy by using mobile IPv6 [22]. Sharma
et al. proposed the random host and service multiplexing
technique, RHSM. This technique uses shuffling of IP ad-
dresses and port numbers and aims to obfuscate the true
identity of hosts and services at the network and trans-
port layers to defend against network reconnaissance and
scanning attacks [17].

The above studies have established different network
security risk assessment models based on game theory,
but they are too ideal for the establishment of attack
and defense models, which cannot truly reflect the pos-
sibility of attackers’ choice of target networks and attack
methods, and do not quantify the probability situation of
strategy selection for the intentions of both attackers and
defenders. In this paper, a multistage dynamic attack
and defense model based on evolutionary game theory
is proposed under the premise of information asymmetry
between offensive and defensive, and the main work and
innovations are as follows.

1) Combining evolutionary game theory and Nash equi-
librium, each round of attack and defense will adjust
the strategy according to the newly acquired infor-

mation and vested interests, and the game process
goes through many iterations to finally reach the dy-
namic equilibrium state;

2) Based on the limited amount of information, in re-
sponse to the attacker’s attack intention, the de-
fender releases false defense signals to cope with the
complex network with changing security elements
and improve the predictive capability of the defense
situation;

3) Considering the complex factors affecting the at-
tacker’s attack behavior, the attack probability is cal-
culated from three indicators: signal deception cost,
attack cost and defense cost, which more realistically
reflects the attacker’s situation in the actual network.

2 Construction of Multistage Dy-
namic Game Model

2.1 Multistage Dynamic Game Process
Analysis

In the traditional network attack and defense process, at-
tackers mainly uses network attacks or detection methods
to obtain information about the target network, so as to
achieve the analysis and penetration of the vulnerability
of the target system and finally find the most appropri-
ate network attack strategy to make the optimal network
attack benefit [7]. Due to the natural asymmetry of the
network attack process, the attacker is able to actively ob-
tain the information about the target network and carry
out the network attack at any time, while the defender is
often in a passive defense state [5]. In order to change the
passive defense situation, the defender takes the initiative
to release defense signals so that the network attacker
cannot judge the authenticity of the information, thus
influencing the attacker’s choice of attack strategy and
making the network defense passive to active. The attack
and defensive game process analysis of defense signals is
a key factor in the attacker’s analysis to determine the
type of defender and the choice of action decisions [13].

In the initial stage of the game, the defender deceives
and restricts the attacker by releasing a false defense sig-
nal so that the attacker cannot obtain the real state of
the target system; the attacker forms an initial a priori
probability judgment of the defender by combining the de-
tection behavior and intelligence collection of the target
in the early stage, and then forms a posteriori probability
of the defense type based on the defense signal released
by the defender, inspired by Bayes’ law. Define the repli-
cator dynamic equation to select the optimal network at-
tack strategy, thus completing the initial process of the
game. After the initial stage of the game, the defender
releases the deception signal suitable for this stage again
and selects the corresponding optimal defense strategy;
the attacker takes the posterior probability of the defense
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type obtained in the previous stage as the prior probabil-
ity of this stage, and combines the defense signal received
in this stage to derive the posterior probability of the de-
fender type in this stage and selects the corresponding
optimal attack strategy. The specific process is shown in
Figure 1.

Analyzed from the perspective of the discount factor,
the defense signal is strongest in the first phase with a
discount factor expressed as δT = 1. With the progress of
the attack and defense process, the attacker absorbs the
learning experience so that the effectiveness of the defense
deception signal decreases, with0 < δi < 1.

Figure 1: Multi-stage network attack and defense game
model

2.2 Construction of Multistage Dynamic
Game Model

Definition 1. Multistage Dynamic Attack And Defense
Game Model MDADGM as an octet(N,T,S,θ,M,δ, P,U).
The details are as follows:

1) N = (NA, ND) denotes the set of game participants,
where NA is the defender and ND is the attacker;

2) T denotes the number of stages in the multi-stage
game process, i.e., T = 1..., n;

3) S = (SA, SD) denotes the set of game strate-
gies, where SD represents the set of strategies of
the defender, SD =

{
SDj

|j = 1, 2..., n
}
;SA repre-

sents the set of strategies of the attacker, SA =
{SAi

|i = 1, 2...,m};

4) θ denotes the set of game participant types, and θD =
{θDi |i = 1, 2..., n} indicates the set of defender types,
and the defense type is the defender’s private infor-
mation, There is only one type of attacker, namely
θA = (η) [12];

5) M denotes the defense signal space, satisfying M ̸=
⊘,M = {mk|k = 1, 2, ...}. Defenders for the purpose
of deterring, deceiving and luring attackers, the net-
work defense signal and the defender’s true type may
not match;

6) δ is the discount factor, which indicates the degree of
discount of the defense signal in the game stage T

compared with the previous game stage, and satisfies
0 < δ < 1;

7) P represents the set of game beliefs, where
PA ={PA(θD1

), PA(θD2
)...PA(θDn

)} denotes the at-
tacker’s prior probability for different defense types.
P̃A =P̃A(θDi |mk) denotes the posterior probability
calculated by the attacker combining the defense sig-
nal and the prior probability [2];

8) U denotes the set of gain functions of both attackers
and defenders, where, UAdenotes the attacker’s gain
function and UA denotes the defender’s gain func-
tion.

2.3 Quantification of Game Gains

The game theory is applied to the analysis of network
attack and defense, and the quantification of game gain
is the key to determine the accuracy of the final game
result.

Definition 2. Attack cost (AC) represents the economic,
time, hardware and software, and human resources spent
by the attacker due to the choice of attack strategy.

Definition 3. Defense cost (DC) indicates resources such
as economy, time, hardware and software equipment, and
labor, as well as the impact of degradation of service qual-
ity due to the defender’s choice of a defense strategy.

Definition 4. System damage cost (SDC) represents the
damage caused to the system after an attacker initiates
an attack.

Definition 5. Defense effectiveness ε indicates the effec-
tiveness of defense policy d against attack a. When the
attack can be completely blocked, ε(a, b) = 1; when the de-
fense strategy is ineffective, ε(ai, bj) = 0; in other cases,
0 < ε(ai, bj) < 1 [?].

Definition 6. Signal deception explore (SDE) represents
the cost of the defender to deceive the attacker by releasing
false signals. If the signal matches the true type of the de-
fender, the SDE is zero. The SDE is relatively quantified
according to the gap between the true and false defense
information and is expressed as an integer value within
the interval [0, 100] [18]. In general, the greater the gap
between defender and defensive signal, the more difficult
and costly to camouflage. The classification and quantifi-
cation of SDE are shown in Table 1.

During network attack and defense, the attacker aims
to minimize the cost of attack while maximizing the cost
of system loss, while the defender minimizes the cost of
defense, the cost of network deception, and the cost of
system loss. Using different strategies for offensive and
defensive confrontation generates different offensive and
defensive payoffs [3]. At each stage, the reward expecta-
tions for attackers and defenders are as shown in Equa-
tions (1) and (2).

UA = (1− ε)SDE +DE −AC (1)
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Table 1: Quantitative table of signal spoofing costs

Defender Real Type Defender Spoofing Signals SDE Level Quantitative Allocation
High level defender SDE0 10

High level defender Medium level defender SDE1 40
Low level defender SDE2 70
High level defender SDE1 10

Medium level defender Medium level defender SDE0 40
Low level defender SDE2 70
High level defender SDE2 70

Low level defender Medium level defender SDE1 40
Low level defender SDE0 10

UD = AC − (1− ε)SDE −DC (2)

3 Equilibrium Solution of the
Game Process and Optimal
Strategy Selection

3.1 Nash Equilibrium

Definition 7. (Nash Equilibrium) Given a network at-
tack and defense game model MDADGM (N,T,S,θ,M,δ,
P,U), SAi is the attacker strategy and SDj is the defense
system strategy. The strategy (S∗

A, S
∗
D) is a Nash equilib-

rium [14] when and only when the strategy is optimal for
both the attacker and the defender, that is, it satisfies:

∀i, UA(S
∗
A, S

∗
D) ≥ UA(S

∗
Ai
, S∗

D) (3)

∀j, UD(S∗
A, S

∗
D) ≥ UD(S∗

A, S
∗
Dj

) (4)

Theorem 1. (Nash Equilibrium Existence) Given a
network attack and defense game model MDADGM
(N,T,S,θ,M,δ, P,U), there exists at least one Nash equi-
librium.

The network attack and defense game model
MDADGM (N,T,S,θ,M,δ, P,U) is a matrix-type game
whose set of attack and defense strategies S, and gain
functions are finite, so the network attack and defense
game model MDADGM is a finite game. Nash proves
that every finite game has a Nash equilibrium using the
immobility theorem, so the network attack and defense
game model MDADGM has a stable Nash equilibrium,
that is, given a network attack and defense game model,
it must be possible to solve its optimal dynamic equilib-
rium attack and defense strategy.

3.2 Replicator Dynamic Equation

In the set of game participants, when the attacker receives
the defense deception signal mk ∈ M the posterior prob-
ability P (θDi

|mk) is calculated in conjunction with the
prior probability, and at the same time, the defender is

able to anticipate that the attacker will pick the inferen-
tially dependent optimal attack strategy S∗

A(mk) based
on the network deception signal mk released by itself,
so the defender picks the optimal network defense pol-
icy S∗

D(mk) that maximizes the expected gain of defense.
At this point, we can interpret that the probability of the
chosen strategy changes for both sides through learning
from the previous round of the game.

Theorem 2. (Replicator Dynamics Equation) The
growth rate of the number of individuals choosing strategy
S will be less than 0 if the gain obtained by individuals
choosing strategy S is less than the average gain of the
population and vice versa. The replicator dynamic equa-
tion is a dynamic differential equation that reflects the
frequency when a strategy is adopted in the set [23]. It is
usually expressed by equation 5:

dxi

di
= xi(USAi

− UA) (5)

where xi indicates the proportion of strategy S adopted
in the set,USAi

indicates the return when strategy S is

adopted, and UA represents the average return.

3.3 Optimal Strategy Selection

In choosing the optimal defense strategy, the equilibrium
state of the multistage game is analyzed and the evolu-
tionary equilibrium is solved by using the replicator dy-
namic equation. The equilibrium solution steps of the
evolutionary game can be obtained as follows:

1) Based on the defense signal released by the defender,
the probability of the strategy selected by the at-
tacker on the strategy set is p, and the attacker’s
replicator dynamic equation is:

A(P ) =
dpi(t)

dx
= p(USAi

− UA) (6)

Among them, USAi
=

∑n
j=1 qjaij , UA =∑m

i=1 piUSAi
, USAi

represents the gain function when
the attacker chooses the attack strategy aij .
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2) The probability that a defender chooses a strategy
on the strategy set is q. The defender’s replicator
dynamics equation is:

D(q) =
dqj(t)

dt
= q(USDj

− UD) (7)

3) Quantification of Utility Functions
In a multistage game, as the attacker gradually
determines the type of the defender, the gain
obtained gradually decreases based on the initial
gain. Therefore, in this paper, a discount factor δT
is introduced to calculate the future gain based on
the original gain function U . The calculation is as
follows:

{
Uk
D = Uk

D +
∑k−1

h−1δTU
h
D

Uk
A = Uk

A +
∑k−1

h−1δTU
h
A

(8)

k={1, 2...T}.

4) Equilibrium Solution
According to the evolutionary game equilibrium
state, the replicator dynamic equations of the at-
tacker and defender should be equal to 0. The
game equilibrium solution should satisfy the follow-
ing equation:

γ =


maxUk

A

maxUk
D

A(p) = 0
D(p) = 0

 (9)

k={1, 2...T}.

By solving the above equations together, the set of
strategy choices under the evolutionary equilibrium state
(Sk

Dj
, Sk

Ai
) can be obtained. According to the evolution-

ary game theory, the offensive and defensive strategies
at this time are the best choices for both attackers and
defenders.

3.4 The Equilibrium Solution Process of
Multistage Attack and Defense Game

Suppose the defender type θD is divided into high level
defender θh, medium level defender θm, and low level
defender θl, the corresponding defense signal space M
has mh, mm,ml,the defense strategy space is m∗(θ),
the attacker type θA =(η), the attack strategy space is
{SA1

, SA2
, SA3

}, the defense type prior probability is PA,
and the attack and defense gains are(UA, UD).

1) When T=1, enter the first stage of the attack and
defense game
For the initial stage of the attack and defense game,
nature selects the defender type with probabilities

PA(mh), PA(mh), PA(mh). If a network defender
releases a false defense signal m1, when the attacker
receives the signal m1, it will probabilistically correct
the defender type with the posterior probability
{P̃A(θD1 |m1), P̃A(θD2 |m1), P̃A(θDn |m1)} to discrim-
inate the defender type as {θD1

, θD2
, · · · , θDn

}.
Similarly, when the attacker receives the de-
fense signal mi, the defender type is de-
termined with the posterior probability of
{P̃A(θD1 |mi), P̃A(θD2 |mi), P̃A(θDn |mi)}. The
attack and defense signal game tree is shown in
Figure 2.

According to the Nash equilibrium existence theo-
rem, given the participant types and limited attack
and defense strategies, both attackers and defend-
ers are maximizing the expected gain as much as
possible, and combining Theorem 2, we obtain the
replicator dynamic equations A(p) and D(p) for both
attackers and defenders. The set of equations is
constructed by associating the gain functions to ob-
tain the optimal set of attack and defense strategies
(S∗

A(m), S∗
D(m)) at this stage. In the initial stage

of the game, the attacker cannot analyze the actual
type of the defender from the pre-confrontation pro-
cess, and there is no signal attenuation effect of the
false defense signal released by the defender. At this
time, δ1 = 1.

Figure 2: Attack and defense signal game tree

2) When T = 2, enter the second stage of the attack
and defense game
By analyzing and comparing the game process and
outcome information of the previous stage, the at-
tacker enhances the analysis and screening ability
of the defense signals, so from the second stage,
0 < δ2 < 1,the signal discounting effect starts to
appear. The attacker takes the posterior probability
obtained in the previous stage as the prior probabil-
ity in this stage, and then combines the false defense
signal released in this stage to obtain δ2P̃A(θD2 |m2)).
The set of most attack and defense strategies for the
second stage is again obtained by Nash equilibrium
and replicator dynamic equations.

3) When T = n, enter the n stage of the attack and
defense game
When the number of game phases T tends to be large
or even infinite and the defender releases false signals
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more often, δT−r−1 ≈ 0, where r represents the num-
ber of phases in which the defender releases real de-
fense signals. According to the basic theory of signal
game, the game stage becomes a static game with
incomplete information, as shown in the game tree
in Figure 3. The method of solving the incomplete
information static game can be found in the litera-
ture [1].

Figure 3: Incomplete information static attack and de-
fense game tree

3.5 Algorithm Design

Based on the analysis process of the above multistage net-
work attack and defense game, the optimal defense strat-
egy selection algorithm is designed as follows.
Algorithm Optimal defense strategy selection algorithm
for multi-stage network attack and defense games.

Input (N,T,S,θ,M,δ, P,U)
Output Optimal defense strategy SK

Dj

1) Initialize MDADGM=(N,T,S,θ,M,δ, P,U), SAi
;

2) Build a defensive operational space SD= {Sk
Dj

|1 ≤
k ≤ T, 1 ≤ j ≤ n}, attack Space SA= {Sk

Ai
|1 ≤ k ≤

T, 1 ≤ i ≤ m} and k denotes the number of game
stages;

3) Build a defender type space θD = (θh, θm, θl) and
attacker type spaceθA = (η) ;

4) Initialize defender defense signal space M ̸= ⊘, M =
(mh,mm,ml);

5) while (∃ε&&SDj
∈ SD&&SAi

∈ SA) { //Calculate
earnings

Uk
D = Uk

D +

k−1∑
h−1

δTU
h
D

Uk
A = Uk

A +

k−1∑
h−1

δTU
h
A

for (i = 1; i ≤ m; i + +)// Learn the set of offen-
sive and defensive strategies to construct replicator

dynamic equations

A(p) =
dpi(t)

dt
= p(USAi

− UA);

D(q) =
dqj(t)

dt
= q(USDj

− UD).

6) for(k = 1; k ≤ T ; k++)// Building a network attack
and defense game at different stages
{if(δT > 0) // Discount factor to solve the replicator
dynamic equation solution
{ Uk

D = Uk
D +

∑k−1
h=1δTU

h
D

Uk
A = Uk

A +
∑k−1

h=1δTU
h
A;}

while(∃maxUk
A&&maxUk

D)
{ A(p) = 0;
D(p) = 0;}
if(δT = 0)
{// Incomplete information game solve
}}

7) end for;

8) return {S1
Dj

, S2
Dj

, S3
Dj

...Sn
Dj

}.

4 Experiment and Analysis

4.1 Description of Experimental Envi-
ronment

In order to further illustrate the effectiveness of the pro-
posed active defense model and its related algorithms, a
simulation experiment is carried out by deploying the ex-
perimental scenario shown in Figure 4. The experimen-
tal environment mainly consists of network defense de-
vices, network servers, file servers, database servers, client
servers, etc., and mainly Windows and Linux operating
systems are installed. The security defense rules are to
restrict the access requests from hosts outside the system
(including attackers), and stipulates that they can only
access the network server; the file server and the network
server are allowed to access the database server. However,
with the help of a multi-step attack process, the attacker
is able to gain access to the application server and the
database server.

4.2 Calculation of Game Profit

The method for analyzing routing files, vulnerability
databases and defense strategies in literature [7] is com-
bined with the information on atomic attacks given in
literature [16], as shown in Table 2.

In this network, the SQL database server exists with
important data, and a3 can be considered as the at-
tacker’s intrusion intent to set the attack strategy us-
ing the scanned vulnerability information, the relation-
ship between vulnerabilities, host and server information,
network configuration and other data. To simplify the
calculation, we only consider high-level defenders and low-
level defenders. The descriptions of the attack and defense
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Figure 4: Experimental environment network topology

Table 2: Atomic attack strategy

Serial Number Description of the Atomic Attack Strategy Permission AL
a1 Attack SSH on FTP sever root 10
a2 Unsigned firmware update root 10
a3 Database rights root 11
a4 LPC to LSASS process root 11
a5 Remote code execution uesr 8
a6 Attack address blacklist user 9
a7 Oracle TNS listener user 7
a8 Remote buffer overflow user 8
a9 Install SQL listener program access 6

atomic strategies are given by using the Nessus scanning
experimental information system with reference to the at-
tack and defense classification method of MIT Lincoln
Laboratory [8] and the National Information Security Vul-
nerability Database are shown in Table 3.

The real defender level is set to low defender and the
defensive signal is set to high defender, that is, SDE = 70.
The set of attack strategies in this system includes a1 and
a2, and the set of defensive strategies includes d1 and d2.
According to the calculation formula given in Section 2.3,
the quantization of the attack and defensive strategies in
the experiment are:

(a11, d11) = (45,−45)

(a12, d12) = (68,−68)

(a21, d21) = (22,−22)

(a22, d22) = (45,−45).

When the defender uses strategies d1 and d2, respectively,

the expected gain are:

UDS1
= pd11 + (1− p)d21 = −45p− 22(1− p)

UDS2
= pd12 + (1− p)d22 = −68p− 45(1− p).

The average gain for the defenders is:

UD = qUDS1 + (1− q)UDS2

= q[45p− 22(1− p)] + (1− q)[−68p− 45(1− p)].

For the defensive strategy DS1, the probability that the
defender chooses this strategy is a function of time and
its dynamic rate of change can be expressed as:

D(q) =
dq(t)

dt
= q[−45p− 22(1− p)− 45pq + 22q(1− p)

+68p(1− q) + 45(1− q)(1− p)].

Similarly, the expected gains obtained by the attacker us-
ing strategies a1 and a2 are:

UAS1
= qa11 + (1− q)a12 = 45q + 68(1− q) (10)
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Table 3: Atomic defense strategy

Description of the Atomic Attack Strategy θDH
θDL

SD1
SD2

SD3
SD4

SD5
SD6

Limit packets from ports
√

×
√

×
√ √

Install Oracle patche ×
√ √ √

× ×
Reinstall listener program

√ √
× × ×

√

Uninstall delete Trojan
√ √ √ √ √

×
Renew data(root)

√
× × × ×

√

Restart database sever ×
√ √ √

× ×
Limit SYN/ICMP packets

√ √ √
×

√ √

Add physical resourse
√

×
√ √ √

×
Repair database

√ √
× × × ×

UAS2
= qa21 + (1− q)a22 = 22q + 45(1− q) (11)

The average gain for attackers is:

UA = pUAS1 + (1− p)UAS2p[45q + 68(1− q)]

+(1− p)[22q + 45(1− q)].

The dynamic rate of change of the selection strategy AS1

is:

A(p) =
dp(t)

dt
= p(UAS1

− UA)

= p[45q + 68(1− q)− 45pq − 68p(1− q)

−22q(1− p) + 45(1− q)(1− p)].

Since the optimal defense strategy is generated in equi-
librium, this experiment analyzes and solves the equi-
librium of the evolutionary game in the final stage. At
this point, the effect of the false defense signal released
by the defender on the game outcome completely disap-
pears, δT = 0, and the objective function is equal to the
gain function, that is, γ = [A(p), D(q)] = 0. Then, the
data are re-substituted into the algorithm for validation,
and the evolutionary stable strategy is obtained from the
image.

4.3 Example Analysis

The attacker’s attack and control of the network is re-
flected in the control of each node component of the net-
work. This example expresses the attacker’s invasion sta-
tus of the network as the attacker’s access authority to
each node component of the network, and the level of
authority is divided into: no access permissions, remote
access permissions, local user access permissions, and root
access permissions. At the beginning of the game phase,
because in the actual network application to define the
specific start and end nodes is a rather difficult thing, this
paper starts the attacker to launch an attack on different
nodes to invade the test, and the defender releases the
deception factor after discovering it. Taking the atomic
attack strategy a3 as an example, the attack paths are
SA1

= {a1, a2, a5}, SA2
= {a3, a5, a7}, SA3

= {a4, a6, a9}.

Assuming that a total of three stages of the games are
required, the first and second stages are both offensive
and defensive signal games, where the role of false de-
fense signals decreases continuously and the probability
of the attacker inferring that the defender is a low de-
fense level increases continuously, and in the third stage,
the attacker is able to completely screen false signals, the
role of defensive signals disappears, and the attack and
defensive games degenerate into incomplete information
static games. The game tree is formed as shown in Fig-
ure 5.

Figure 5: Game tree

Figure 6 shows the analysis of the evolutionary stability
strategy of the defender with different probabilities of the
attacker’s choice of strategy. According to the defender’s
replicator dynamic equation, the defender’s evolutionary
stability strategy choice has the following cases.

When p=0, there exists D(p) = 0 for any defensive
strategy selection probability. when p ̸= 0, D(q) changes
significantly, as shown in Figures 6 and 7. When the slope
of the tangent line of the curve is positive, the evolution-
ary stable strategy of the defender is obtained. Therefore,
in Figure 6, when p¿0, d1(q = 1) is the defender’s evolu-
tionary stable strategy. In Figure 7, when p¡0, d2(q = 0)
is the defender evolutionary stable strategy. And since
p cannot be less than 0, d2 is the best defense strategy
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Figure 6: Evolutionary stability strategy selection dia-
gram

Figure 7: Evolutionary stability strategy selection dia-
gram

at this point. To demonstrate that the analytical results
are consistent with the results in the real scenario, we use
Matlab to perform simulations to obtain the evolution-
ary game equilibrium. The results are shown in Figure 8.
The horizontal axis represents time and the vertical axis
represents the initial value of q. From the figure, we can
see that the system finally reaches stability at q=1 re-
gardless of the initial probability p. It is proved that d1
is the optimal defense strategy solution and the proposed
MDADGM model is feasible and effective.

Figure 8: Curve simulation diagram

4.4 Comparison of Methods

The reachability probability of each attribute node in the
attack and defense process is the main indicator for net-
work security risk assessment, and the prediction of attack
paths can provide network administrators with a basis for
intrusion defense. In order to verify the superiority of the
model in this paper, in the same network environment,
it is necessary to conduct simulation research on different
test models. The specific operation process is as follows:
Five models were selected for testing: model A in this
paper, model B in literature 5, model C in literature 7,
model D in literature 16, and model E in literature 23.

Figure 9 shows the running time of the five algorithms
in a single stage, three stages, six stages, and 12 stages,
respectively, under the same network environment. Mod-
els B and C also use the signaling game model to describe
the causal relationship between network attack behaviors.
However, because their evaluation indicators of vulnera-
bilities are too single and do not take into account the
costs and benefits of attacks, the vulnerability utilization
of both does not truly reflect the exploited situation of
vulnerabilities in the network. Model D and model E
are solved by refined Bayesian equilibrium, but they also
lack multiple metrics to evaluate the calculation. As can
be seen from Figure 9, the accuracy of the evaluation
models in this paper is significantly better than the other
four models, because this paper calculates the probability
of atomic attacks from multiple indicators and evaluates
them more accurately.

Figure 9: Running time comparison

The total plenum value E(Q) of the minimum critical
strategy set of different defense methods is used as an
important index to evaluate the defense performance of
different methods, where the larger the value of E(Q) is,
the better the defense performance of the algorithm is.
The specific experimental comparison results are given
below.

As can be seen in Figure 10, the total weight of the
minimum critical policy set of model A in this paper is
higher than that of model B in reference 5, model C in
reference 7, model D in reference 16, and model E in ref-
erence 23. The E(Q) values of model B in reference 5 and
model C in reference 7 are about 65% and 55%, while
the E(Q) value of the method in this paper is as high as
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about 80%. The attack and defense revenue strategy is
fully considered in the atomic attack probability, and a
discount factor is introduced to balance the error caused
by deception signals in the multistage attack and defense
process. Experimental research shows that the defense
method proposed in this paper has better defense perfor-
mance.

Figure 10: Comparison of overall defense performance re-
sults

5 Conclusion

For the traditional intrusion detection, firewall and other
passive defense technologies can not cope with the increas-
ingly prominent network security problems. This paper
applies noncooperative signal game theory to network at-
tack and defense analysis, makes full use of defense signals
to confuse and deter attackers, constructs a multistage
network deception game model, and conducts in-depth
research on the signal deception mechanism existing in
the process of network attack and defense. The research
results can provide an effective modeling method for net-
work security situation prediction and theoretical guid-
ance for the application of defense deception in the field
of network security. In response to the strong learning
ability of attackers and the endless attacks, the next step
needs to further consider how to adjust the defense strat-
egy to make the network deception signal achieve better
deception effect. And consider more influencing factors
to optimize the gain function to make it more suitable for
the actual situation.
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