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Abstract

This paper proposes a network intrusion intention anal-
ysis method based on Bayesian attack graphs, aiming to
improve the incomplete atomic attack probability com-
mon in current network risk assessment models. Most
evaluation models ignore the impact of intrusion inten-
tions on security risks. First, based on the Bayesian belief
network, a quantitative attack graph of the atomic attack
probability is calculated by quantifying the vulnerability
value, attack cost, and attack benefit. Next, the dynamic
transition probability is proposed to describe the relation-
ship between nodes in different network states, and a risk
assessment model based on the Bayesian belief network
is established. Finally, dynamically update the node’s
state to predict the attacker’s intention. The experimen-
tal comparison shows that the model can dynamically as-
sess the network intrusion risk and predict the attack path
more accurately.

Keywords: Attack Graph; Bayesian Belief Network; Inva-
sion of Intentions; Network Security; Risk Assessment

1 Introduction

With the development of network attack technology, net-
work intrusion becomes easier and more concealed, and
the multi-step nature of network attack becomes one of
the difficulties in the study of security events [13]. When
security personnel detect an intrusion, the permissions on
the system may have been compromised. Because of the
multi-step nature of the attack, it is difficult for the de-
fenders to determine the attack path [4]. Without proper
risk assessment, intrusion response systems can degrade
network performance, mistakenly disconnect users from
the network, or cause administrators to re-establish ser-
vices at great cost [15].

The contribution of this research has the following
three points:

1) Most models use atomic attack probability to eval-

uate simply from the vulnerability availability, and
lack comprehensiveness. In order to obtain the most
primitive data accuracy, this article calculates the
probability of atomic attacks from three indicators:
vulnerability availability probability, attack cost and
attack revenue. More indicators have more accurate
advantages in calculating probability, and truly re-
flect the use of vulnerabilities in the actual network;

2) In order to improve the accuracy of the dynamic net-
work risk assessment, the Bayesian belief network is
combined with the attack graph, the dynamic tran-
sition probability is innovatively proposed, and the
dynamic risk assessment model is established, which
can improve the overall assessment efficiency of the
dynamic network risk;

3) Using the dynamic transition probability proposed
in this paper to generate the attack path and calcu-
late the overall reachable probability of the path can
avoid the influence of the vulnerability of a single
network node on the path selection, so as to realize
the prediction of the attack path and improve the
accuracy of the prediction.

2 Related Work

In the 1990s, Phillips et al. first proposed the concept of
attack graph, which used the configuration information of
the attacked nodes, the causal relationship between nodes
and the attacker’s ability to generate attack graph and
applied it to the analysis of network vulnerability [14].
Attack graph is a directed graph composed of vertices
and directed edges. According to different models, ver-
tices can represent elements of host, service, vulnerability,
permission and network security status, directed edges in-
dicate the path and order of attackers [12]. Using the at-
tack graph, we can model the path that an attacker may
invade the target network [10]. and graphically display
the details of the attack behavior, such as the target net-
work, vulnerability, attack path, etc. [7]. so as to provide
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support for predicting the attacker’s subsequent attack
behavior and facilitate administrators to timely respond
to unexpected network intrusion events [18].

Harjinder [9] proposes a threat prediction algorithm
based on Bayesian attack graph, which can provide com-
plete prediction information with threat scenarios, and
then quantify the threats in the threat prediction algo-
rithm into security risks from two levels of host and net-
work. In order to deal with the uncertainty of attack
probability, Mohammad [6] optimized the attack graph,
analyzed IDS alarm and intrusion response data to update
the attack probability, and finally generated the predic-
tion attack graph to gain insight into network security.
Based on the traditional attack graph, WANG [16] adds
the weight of attack distance, calculates the possible at-
tack path, considers the attack cost of different nodes, and
used the estimation function to judge the preferred at-
tack path. Ahmadianramaki and Rasoolzadegan [1] first
extract the causal relationship between intrusion alarms,
then use Bayesian network to construct attack scenarios,
and finally predict the subsequent attacked nodes. Hu [7]
used alarm information and real-time attack behaviors
from different dimensions to calculate vulnerability uti-
lization rate, assess the attacker’s ability, and put forward
a threat prediction algorithm based on dynamic Bayesian
attack graph to quantify network threats and the risk of
sustained attacks. Fan [3] proposed an attack graph con-
struction method based on Rete. The Rete algorithm
was added in the process of attack graph construction
to transform the constructed attack graph into pattern
matching between threat action attributes. In order to
defend the moving targets in the network and calculate
the costs and benefits, LEI [11] used the attack graph to
build a hierarchical network resource graph. Combined
with the variable point detection method, a defense effec-
tiveness evaluation method based on the variable point
detection is proposed, which can effectively improve the
construction efficiency of the network resource graph.

The above research establishes different network secu-
rity risk assessment models based on attack graph, How-
ever, the evaluation index of atomic attack probability
defined in CVSS is relatively single, it cannot quantify
the risk of network nodes against the attacker’s intention.
In Section 3.1 of this article, a dynamic network intrusion
intention analysis model is established based on Bayesian
attack graphs.

3 Bayesian Attack Graph Estab-
lishment

It may not be easy to directly perceive network attacks,
and effective means are needed to help perceive network
attacks. Attack modeling techniques, such as attack
graph and attack tree, are commonly used mathematical
models [8], which can intuitively represent the sequence of
network nodes, which may lead to a successful attack on a
given network [2].Attack graph can be divided into state

attack graph and attribute attack graph. In the state
attack graph, vertices represent the state information of
the network, while edges represent the migration direc-
tion and process of the state. However, the state attack
graph cannot deal with the rapidly growing state nodes,
and its structure is not intuitive enough, so it is not suit-
able for large-scale networks. Each attribute vertex in the
attribute attack graph represents an independent security
element, avoiding the state explosion problem of the state
attack graph [1]. Therefore, the attribute attack graph
has better scalability for complex large-scale networks.
The Bayesian attack graph proposed in this paper is a
kind of attribute attack graph, which combines Bayesian
theory and attribute attack graph, and uses Bayesian be-
lief network to describe the dynamic relationship between
attacks. Aiming at the complexity and variability of net-
work status in reality, this paper proposes the concept of
dynamic transition probability based on the traditional
Bayesian attack graph, and calculates the transition prob-
ability based on the connections between network nodes.
It can not only calculate the probability of reaching each
node in the attack graph more accurately, but also has a
better effect in predicting the possible attack path.

3.1 Bayesian Attack Graph Definition

Bayesian attack graph is a directed acyclic graph and can
be expressed as BAG=(S,A,E,R, P),the definition is as
follows:

1) S is the set of attribute nodes, which is divided into
three categories, namely S = Sstart ∪ Stransition ∪
Starget,Starget represents the originating node of a
network attack, Stransition is the Intermediate node
of attack behavior, Starget is the target node of this
attack. Among them, Si = {0, 1}.1 means that the
attacker has successfully exploited the node vulnera-
bility of this attribute to possess the node; otherwise,
0 means that the node is not occupied;

2) A = {Ai|i = 1, 2, . . . , n} is the atomic attack set,
which refers to the attack behavior of the attacker
against the node vulnerability. In other words, the
migration mode of attribute nodes can be expressed
as Ai : Spre −→ Snext;

3) E = {Ei|i = 1, 2, . . . , n} is the set of directed edges
in the attack graph, which represents the causal re-
lationship between the attack behavior between at-
tribute nodes,(Spre, Snext) ∈ Ei represents a directed
edge that attacks Snext from the Spre;

4) R represents the parent-child attribute node in-
volvement. Can be represented by binary group
< Sj , dj >, dj ∈ {AND,OR},AND means that the
attack can only be completed if all the parent nodes
that reach Sj have true states. Similarly, OR means
as long as one of the parent nodes is true;
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Figure 1: Bayesian attack graph example diagram

5) P represents the accessibility probability of attribute
nodes in the attack graph, and P1 represents the
static reachability probability of attribute nodes in
the attack graph. P2 is the dynamic reachability
probability of node attributes in the attack graph.

3.2 Build Bayesian Attack Graph

3.2.1 Bayesian Attack Graph

The Bayesian network is a directed acyclic graph, in
Bayesian networks, the state and occurrence probability
of nodes are only related to the parent node. In the at-
tack graph, whether the network vulnerability is used is
also related to the parent node in the attack path. This
kind of node relationship is related to the Bayesian net-
work and Corresponding to the attack diagram. Since
both Bayesian network and attack graph are a kind of di-
rected acyclic graph, and directed edges represent a kind
of causal relationship, Bayesian network and attack graph
can be combined to predict the network security situation.

As shown in Figure 1: S0 is the originating node of
the attack, S3 and S4 are the target network nodes of
the attacker, S1 and S2 are intermediate transition at-
tribute nodes. A1,A2,A3,A4,A5,A6 represent atomic at-
tacks. AND means that the attack strategies of atomic
attack A5,A6 reaching S4 are all true, the attack can only
be realized; OR means that the attack strategy of atomic
attack A3,A4 reaching S3 can be implemented as long as
one of them is true, namely, the attack on target node S3

can be completed by completing either of the two attack
paths shown in the legend.

3.2.2 Vulnerability Utilization Probability

The exploitable probability of the vulnerability is related
to the vulnerability of the attribute node. Generally, the
Common Vulnerability Scoring System (CVSS) [17] pro-
vided by the national vulnerability database (NVD) of the
United States is used for quantification. CVSS can pro-
vide complete scoring parameters, an open scoring frame-
work, a combination of dynamic assessment and vulnera-
bility dependencies between attribute nodes, and quantifi-
cation of vulnerability utilization. According to the CVSS
quantification standard, this paper quantifies the usability
from four indexes: Access Vector (AV ), Access Complex-
ity (AC), Privileges Required (PR) and User Interaction

Table 1: CVSS indicator score

Indexes Measurements Score
AV Network(N) 0.85

Adjacent(A) 0.62
Local (L) 0.55
Physical(P) 0.20

AC Low (L) 0.77
High (H) 0.44

PR None (N) 0.85
Low (L) 0.62
High (H) 0.07

UI None (N) 0.85
Required(R) 0.62

(UI). The measurement given in the CVSS quantification
standard covers all aspects of vulnerability value measure-
ment, which makes the measurement results more accu-
rate and avoids the bias of the prediction results due to
the lack of measurement indicators. Therefore, in order to
better highlight the degree of impact of different impact
indicators on network security, this article innovatively
uses the classification of different impact indicators. The
method is to assign a lower level of registration to indica-
tors with a relatively small degree of influence, and assign
a higher level to indicators with a relatively large degree
of influence.The specific scores are shown in Table 1:

In order to quantify the Vulnerability utilization prob-
ability, the score of vulnerability needs to be calculated
first, and the calculation formula is shown in Equation (1):

Score = 8.22 ∗AV ∗AC ∗ PR ∗ UI (1)

Definition 1. Since CVSS standard vulnerability score
range is [0, 10], for vulnerability vi, Pvi is used to quantify
its vulnerability utilization probability, and the calculation
formula is shown in Equation (2):

P (vi) =
Score

10
∗ 100% (2)

(Note: The parameters in this article are for reference
only, and the value of each parameter is modified and set
by the administrator according to the specific network
environment.)

3.2.3 Conditional Probability

In the attack graph, the vulnerability is not independent,
and whether it can be exploited is also affected by its
parent node.

Definition 2. Conditional probability means the possibil-
ity of a certain attribute node vulnerability being exploited
under the influence of its parent node vulnerability. For
attribute node Sj, conditional probability is expressed by
P (Sj |Par(Sj)), and Par(Sj)) means the set of its parent
nodes. According to dj, the calculation formula of condi-
tional probability is shown in the following equations:
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Table 2: Attack cost index score

Cost Measurements Score
SI Complete/Function/Null 0.1/0.3/0.7
SP Common/Special/Particular 0.15/0.35/0.6
Or Tool/Script/Manual/Corporation 0.1/0.25/0.45/0.7
IR Null/Regular/Configuration/Critical 0/0.2/0.55/0.8

1) When dj=AND,

P (Sj |Par(Sj)) =

{
0, (∃Si ∈ Par(Sj), Si = 0)∏n

i=1 Par(vi), (others)
(3)

2) When dj=OR,

P (Sj |Par(Sj)) =

{
0, (∀Si ∈ Par(Sj), Si = 0)

1−
∏n

j=1(1− Par(vi)), (others)

3.2.4 Attack Costs and Benefits

When an attacker attacks a network node, he will not only
consider the available probability of the vulnerability of
the node, but also consider the cost of attacking the node
and the benefit after the attack. The cost and benefit of
attack will not affect the original state transition between
nodes, but will affect the choice of attack nodes. A ra-
tional attacker will choose nodes with low cost and high
benefit.

Definition 3. When an attacker initiates an attack, he
will invest necessary costs such as human resources, ma-
terial resources, and attack cost. For atomic attack Ai,
cost(Ai) is used to represent the cost of the attack.

In this paper, the attack cost is evaluated from four
indexes: Shellcode Information (SI), Shellcode Platform
(SP ), Operation Requirement (OR), and Information Re-
quirement (IR). The specific score is shown in Table 2:

The attack cost can be quantified by the scores of SI,
SP , Or and IR. The calculation formula is shown as
follows:

cost(Ai) = 1− ((1− SI) ∗ (1− SP ) ∗ (1−Or) ∗ (1− IR))

Definition 4. For an atomic attack Ai, when an attacker
completes an attack on a node through the attack, the pro-
ceeds that can be obtained are called attack proceeds, which
are expressed by benefit (Ai). The specific score is shown
in Table 3.

The final state value of the attribute node after the
attack is equal to the benefit(Ai) of the attack. Each
final state value score given is a range value.

3.3 Node Reachability Probability

3.3.1 Atomic Attack Probability

Based on the quantification of the exploitable probabil-
ity, attack cost and benefit of node vulnerabilities, the

Table 3: Attack benefits index score

Measurements Score
Information Leakage 0.3-0.55
Remote Register 0.55-0.7
Authentication Bypass 0.7-0.8
Limited Access 0.85-0.95
Root Access 1.0

attack probability of an attacker against its child nodes
in the current attribute node can be calculated, that is,
the probability of an atomic attack, with a value range
of [0, 1]. When the attack probability is 0, it means that
the attack has no benefit to the attacker, and the attacker
will not launch the attack. When the value is 1, it means
that the gain of the attack is far greater than the cost,
and the attacker must launch the attack.

Definition 5. The probability that an attacker completes
an atomic attack Aj through vulnerability vi is called the
atomic attack probability, which is represented by P (Aj),
and According to the indicator definition, the calculation
formula is shown in Equation (4):

P (Aj) = min

(
P (vi) ∗ benefit(Aj)

cost(Aj)
, 1

)
(4)

3.3.2 Static Reachability Probability

By using the conditional probability of all attribute nodes
in the Bayesian attack graph, the reachable probability of
each node, namely the static reachability probability, can
be calculated. Static reachability probability can be used
for static evaluation of network risk to show the static risk
of the network.

Definition 6. The static reachability probability repre-
sents the reachable probability of each attribute node in
the static network and is the joint conditional probability
of the current node and its ancestor node. That is, for
Sj ∈ Stransition ∪ Starget, the calculation formula of the
node Sj static reachability probability is shown in Equa-
tion (5):

P1(Sj) =

n∏
j=1

P (Sj |P (Sj)) (5)

The static reachability probability of attribute nodes
S1 and S2 is calculated by combining their conditional
probability with S0 static reachability probability, and
the static reachability probability of attribute node S3

also depends on the static reachability probability of S1

and S2. See Figure 2 for details:
Then the prior probability of S1, S2 and S3 is:

P1(S1) = P (S1|S0 = 1) ∗ P (S0) = 0.7 ∗ 0.9 = 0.63

P1(S2) = P (S2|S0 = 1) ∗ P (S0) = 0.7 ∗ 0.4 = 0.28
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Figure 2: Bayesian attack graph exploit probability of
vulnerability

P1(S3) =



P (S3|S1 = 1, S2 = 1) ∗ P (S1|S0 = 1)∗
P (S2|S0 = 1) ∗ P (S0)+

P (S3|S1 = 1, S2 = 0) ∗ P (S1|S0 = 1)∗
P (S2 = 0|S0 = 1) ∗ P (S0)+

P (S3|S1 = 0, S2 = 1) ∗ P (S1 = 0|S0 = 1)∗
P (S2|S0 = 1) ∗ P (S0)

=



0.5 ∗ 0.9∗
0.4 ∗ 0.7+
0.5 ∗ 0.9∗
0.6 ∗ 0.7+
0.6 ∗ 0.1∗
0.4 ∗ 0.7

= 0.3318

3.3.3 Dynamic Reachability Probability

In fact, the network is not static. When the attacker’s
intention is known, in order to quantify the network risk
according to the attacker’s intention, it is necessary to
update the reachability probability of other nodes in com-
bination with the known target attribute node.

Definition 7. The attribute node set S =
{Si|i = 1, 2, ..., n} is divided into the node set de-
tected to be attacked Scompromised = {Sj ∈ S|Sj = 1}and
the node set to be updated Supdate = S − Scompromised.
The dynamic reachability probability represents the prob-
ability of dynamically updating the reachability probability
of the node Sb(Sb ∈ Supdate) in the update set after
capturing the node Sa(Sa ∈ Scompromised)to be attacked,
the calculation equation is shown as follows:

P2(Sb|Scompromised) =
P (Scompromised|Sb ∗ P1(Sb))

P1(Scompromised)

P (Scompromised|Sb) =
∏
b

P (Sb = 1|Sa) (6)

P1(Scompromised) =
∏
b

P (Sb = 1).

In Figure 1 of Section 3.2, assuming that the target
attribute node of the attacker is S3, the dynamic reacha-

Figure 3: Bayesian attack graph risk assessment system
framework

bility probability of attribute node S2 is calculated:

P2(S2|S3) =
P (S2)|S3 ∗ P1(S2)

P1(S3)

=

∑
S1=0,1[P (S3|S1, S2) ∗ P (S1)] ∗ P1(S2)

P1(S3

=
0.5 ∗ 0.28
0.3318

= 0.4219.

4 Risk Analysis Method of
Bayesian Attack Graph

4.1 Model Design

The process of constructing Bayesian attack graph is to
connect the security elements of network risk, namely
threats, resources and vulnerabilities, find out the attack
path intended by the attacker and calculate its reachable
probability, and establish the intrusion risk assessment
system. The risk assessment system framework based on
Bayesian attack graph proposed in this paper is shown in
Figure 3: There are three stages:

1) Data acquisition phase:There are three types of data
collection: attack rules, asset evaluation and NVD.
Attack rules construct a labeled directed graph se-
mantic rule model, knowledge description of the at-
tack technology described in natural language text,
definition of semantic rules, and formal description
methods to explain the attributes of network enti-
ties and their logical operation relationships; asset
evaluation is an evaluation system The key assets
of the system are the business and data of the sys-
tem, including core business components, user data,
passwords and keys used for authentication and au-
thentication; NVD is the US National Vulnerability
Database.
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2) Risk identification stage: Use Snort intrusion detec-
tion system to identify network threats and detect
attack events; OVAL vulnerability scanning technol-
ogy is used to identify host vulnerability information,
and CVSS standard is used to quantify the possibility
of successful exploitation of vulnerabilities. Network
resources are identified and associated with vulnera-
bility.

3) Risk analysis stage, vulnerability probability and lo-
cal conditional probability are used to calculate the
accessibility probability of each attribute node, and
a static risk assessment attack graph is established.
Based on the intention of attackers, the reachability
probability of nodes is updated and used to generate
a dynamic risk assessment model.

4.1.1 Static Risk Assessment

After calculating the conditional probability and static
reachability probability of attribute nodes, a static risk
assessment model can be built on the basis of the origi-
nal attack graph. The static risk assessment can evaluate
the potential risks in the network. The construction al-
gorithm is shown in Algorithm 1.

Algorithm 1 Static risk assessment attack graph
SBAG = (S,A,E,R, P1)

Begin
2: Initialize parameters in SBAG; Attribute nodes,

atomic attack, directed edges and dependencies in AG
were copied to SBAG;
for (each directed edges EiE in SBAG) do

4: Calculate PAi
using formula (4);

end for
6: for (each attribute node Si in SBAG) do

if i=1 then
8: P1(S1 = 1) = P ;

else
10: Calculate P (Si|Par(Si)) using formula (5-6);

Calculate P1(Si)using formula (7);
12: end if

Copy P1(Si) into the parameter P1;
14: return Static Bayesian attack graph; SBAG =

(S,A,E,R, P1)
end for

16: End

4.1.2 Dynamic Risk Assessment

In the real complex network, the elements of network
security will change with the operation of the network,
and the accuracy of static risk assessment will be reduced
when the attacker’s attack target is known. Therefore,
it is necessary to build a dynamic risk assessment model
based on the dynamic reachability probability calculated
by Bayesian theory. The construction algorithm is shown
in Algorithm 2.

Algorithm 2 DYNAMICBAG(SBAG)

Begin
2: Initialize parameters in DBAG; Attribute nodes,

atomic attack, directed edges, dependencies and
Static reachability probability in SBAG were copied
to DBAG;
for (each attribute node Si in SBAG) do

4: if Si=0 then
Si ∈ Supdate;

6: end if
end for

8: for (each attribute node Si in SBAG) do
if Si=0 then

10: for (each parent node Sk ∈ P (Sj)) do
Calculate P2(Si) of Sk using formula (8);

12: end for
end if

14: end for
Copy P2(Si) into the parameter P2;

16: return Dynamic bayesian attack graph DBAG =
(S,A,E,R, P1) graph DBAG = (S,A,E,R, P2);
End;

4.1.3 Attack Path Generation

Definition 8. The attack path indicates that in the gen-
erated Bayesian attack graph, the intruder can invade the
target node Starget from the initial attribute node Sstart

along a group of attribute nodes, then the path composed
of the group of nodes is an attack path APi of the Bayesian
attack graph, and the Attack Path set in the attack graph
is recorded as attack path. The specific algorithm is shown
in Algorithm 3).

Definition 9. In order to compare the attack probability
of different paths, the product of the reachability probabil-
ity of all nodes in a path is called the total reachability
probability of the path, that is, for APi, the calculation
equation of the total reachability probability is shown in
Equation (7):

P (APi) =
∏

P (Si), Si ∈ APi (7)

5 Experimental Analysis and Op-
timization Evaluation

5.1 The Experimental Setup

In order to verify the accuracy of the intrusion intention
analysis model based on Bayesian attack graph, this pa-
per establishes the network topology as shown in Figure 4.
The structure mainly includes D1 domain, D2 domain,
D3 domain and DMZ domain. Through the installation
of firewall, the network area is divided and the commu-
nication rules between subnets are formulated to ensure
that external access cannot reach the internal network
area. The specific visiting rules are as follows:
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Algorithm 3 Attack Path(SBAG, DBAG)

Begin
2: Initialize parameters in Attack Path;

for (for (each target node Si ∈ Starget) do
4: Add Si to APi;

if Par(Si) ̸= None then
6: if dj == OR then

n = len(P (Si));
8: copyAPito(APi−1, APi−n);

for (each nodeSj ∈ P (Si)) do
10: Add Sj to APi−j ;

end for
12: else

Add P (Sj) to APi;
14: Si = P (Si);

end if
16: else

return APi;
18: end if

Add APi to Attack Path;
20: end for

return Attack Path;
22: End

1) Only host H4 in D1 domain can access SQL server;

2) Only host H9 in D2 domain can access SQL server;

3) The hosts of D1 domain and D2 domain can access
each other with servers in DMZ domain;

4) When D1 domain accesses D2 domain, it can only
access host H7 through host H4;

5) Hosts in the domain can access each other, and other
cross domain access is prohibited.

5.2 Attack Graph Generation

Use OVAL vulnerability scanner to scan the experimental
network, get the vulnerability information of each host
and service, and use Equations (1) and (2) to calculate the
vulnerability utilization probability, as shown in Table 4:

In this network, there is important data in SQL server,
H10 can be regarded as the attacker’s invasion intention,
and the scanned vulnerability information, the relation-
ship between vulnerabilities, host and server information,
network configuration and other data can be used to gen-
erate and output a graphical attack diagram, as shown
in Figure 5: In the attack diagram shown in Figure 5,
the attribute node represents the host information or vul-
nerability information, and the atomic attack represents
the state migration mode of the attribute node. When a
node in the figure has multiple parent nodes, the parent-
child nodes can see that the relationship is all OR, that
is, dj = OR.

Figure 4: Experimental network topology

Table 4: Vulnerability information and vulnerability uti-
lization probability

Host CVE number Vul-number P(vi)
H1 CVE-2013-4465 v1 0.46

CVE-2004-0575 v2 0.53
H2 CVE-2002-0364 v3 0.35

CVE-2006-2379 v4 0.39
H3 CVE-2009-0241 v5 0.43
H4 CVE-2007-0038 v6 0.55
H7 CVE-2006-2370 v7 0.25
H9 CVE-2003-0252 v8 0.39
H10 CVE-2004-1306 v9 0.51

CVE-2004-0893 v10 0.36
CVE-2015-1762 v11 0.41

Figure 5: Attack graph in experimental environment
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Figure 6: Atomic attack cost

Figure 7: Atomic attack probability

5.3 Risk Assessment

In order to calculate the probability of different atomic
attacks, first calculate the corresponding attack cost. Ac-
cording to the scoring standard in Table 2, use Equa-
tion (3) to calculate the consumption cost of each atomic
attack in the attack graph, as shown in Figure 6: The
calculated attack cost, the exploitable probability of vul-
nerability shown in Table 5 and the benefit of atomic at-
tack in the experimental attack graph are brought into
Equation (4), and the attack probability of each atom
is calculated, as shown in Figure 7: Combined with the
probability of each atom attack on the attack graph ob-
tained in Figure 8, the conditional probability of each at-
tribute node is calculated, and then the static reachable
probability of each node is obtained by combining the con-
ditional probability with the attack trajectory according
to Algorithm 1, and the static risk assessment of the test
network is carried out. The static reachability probability
of node S0 is initialized to P (S0) = 0.7. After the attack
target is determined as S8, the reachability probability of
each attribute node in the attack graph is updated accord-
ing to Algorithm 2 and Formula (6) proposed in Section
4.1.3, and the dynamic reachability probability of each
node in the dynamic risk assessment attack graph is ob-
tained. The static and dynamic reachability probability
distribution of each node is shown in Figure 8: The in-
trusion risk of the network is significantly increased, and
the reachability probability of the target node S8 is also
increased from [0.496 to 0.631], and the intrusion risk of
the intermediate attribute nodes S1 and S7 is the highest,

Figure 8: Attribute node accessibility probability

Table 5: Attack paths

Num Attack path Num Attack path
AP1 S0-S1-S4-S7-S8 AP5 S0-S3-S5-S7-S8
AP2 S0-S2-S4-S7-S8 AP6 S0-S3-S6-S7-S8
AP3 S0-S2-S4-S5-S7-S8 AP7 S0-S3-S5-S6-S7-S8
AP4 S0-S2-S5-S7-S8

so measures need to be taken to update the host patch.
Therefore, in the real network environment, the accuracy
of dynamic evaluation method for network risk assess-
ment is significantly higher than that of static evaluation
method, which can provide a good support for adminis-
trators to carry out network risk management.

5.4 Attack Path

Use Algorithm 1 to search the attack graph as shown in
Figure 5 and get 7 attack paths, as shown in Table 5.

The total reachable probability of each path in static
attack graph and dynamic attack graph is calculated by
Formula (6), as shown in Figure 9. It can be observed
that in both static and dynamic models, the attack path
AP1 is at the highest risk of intrusion. When the target of
the attacker is clear, the overall reachability probability
of each path is improved, especially the attack path AP2,
through which the risk of invading node S8 is close to AP1.
The data shows that the network risk has changed after
the intention of the attacker is determined, and the dy-
namic risk assessment can analyze the network risk more
accurately.

5.5 Method Comparison

In order to verify the superiority of this model, under
the same network environment, the methods proposed by
Gao [5] and Zhou [19] are compared with the experimental
data of this method.

Figure 10 shows the dynamic reachability probability
distribution of different attribute nodes in the three al-
gorithms under the same network environment shown in
Figure 6. The evaluation model of literature [5] and lit-
erature [19] also used Bayesian belief network to describe
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Figure 9: Total reachable probability of attack path

Figure 10: Comparison of dynamic reachability probabil-
ity

the causal relationship between network attacks. How-
ever, due to its single evaluation index of vulnerability,
and the cost and benefit of attacks are not considered,
the vulnerability utilization ratio of the two does not re-
ally reflect the vulnerability in the network. It can be
seen from Figure 10 that the accuracy of the evaluation
model in this paper is significantly better than the two,
because the evaluation is more accurate when the atomic
attack probability is calculated from multiple indicators
in this paper.

It is a further analysis of network risk to predict the
attack path choice of attackers. In this paper, three al-
gorithms are used to predict the attack path. In the
same network environment, the attack path chosen by
the attacker to the target node is predicted. Figure 11
shows the comparison of the total reachability probabil-
ity of the three algorithms for the target node S8 un-
der the static network and the dynamic network respec-
tively.Literature [5] and literature [19] only use the value
of the vulnerability as the input parameter of the model,

Figure 11: Comparison of predicted path reachability
probability

which reduces the valuation of the vulnerability to a cer-
tain extent. This article considers more evaluation indi-
cators. In addition to the value of the vulnerability, it
also takes into account the cost and benefit of the attack
to obtain a more accurate vulnerability assessment prob-
ability, which is closer to the actual network attack.

Although all the three algorithms predict the attack
path that may be used by the attacker, it is obvious that
the overall probability of path reachability predicted by
this algorithm is higher than the other two. This is be-
cause first of all, the quantification of the atomic attack
probability is too single, which leads to the inaccuracy
of the reachability probability calculation of the attribute
nodes. Secondly, the method of predicting attack path is
to start from the target node and continue to look up the
attribute node with the highest probability, but ignore
the influence of single node on the prediction of attack
path.

6 Conclusion

This paper proposes a network intrusion intent analysis
method based on Bayesian attack graph. First, the prob-
ability of atomic attack is calculated using the three eval-
uation indicators of vulnerability probability, attack cost
and bene t. By using atomic attack probability to build
a risk analysis model based on intrusion intent, quantify
the static and dynamic probability of atomic attack. Sec-
ond, use the risk analysis model to calculate the overall
probability of each attack path to predict possible attacks.
Finally, the reachability probability of the attribute nodes
and the total reachability probability of the predicted
path verify the superiority of the method. In real net-
works, the correlation between vulnerabilities also affects
the probability of atomic attacks. Next, we will study
this and optimize the network intrusion risk assessment
model.
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