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Abstract

Aiming at the problem that DNNs-based text classifica-
tion systems are vulnerable to adversarial example at-
tacks, a method of adversarial example generation for
Chinese text classification, WordHit, is proposed. In
this method, we use the morphological and phonolog-
ical features of Chinese characters to establish a pool
of similar characters and homophones, find important
words or phrases that affect classification by removing
non-contributing clauses and calculating word importance
scores and design a modification strategy that combines
word sound and word form to generate adversarial exam-
ples to achieve a black-box attack on Chinese text classi-
fication models. The word-CNN model and the BiLSTM
model are used to verify the effectiveness and versatil-
ity of different classification tasks. It is proved that the
adversarial example generated by this method can be ef-
fectively transferred to the BERT model and the actual
deployed sentiment analysis system.

Keywords: Adversarial Examples; Black-box Attack; Chi-
nese Character Characteristics; Chinese Text Classifica-
tion; Deep Neural Networks

1 Introduction

In recent years, Deep Neural Networks (DNNs) [19] have
been widely used in many fields such as computer vision,
speech recognition and natural language processing, how-
ever, Szegedy et al. [15] found that these neural network
models are exceptionally vulnerable to adversarial exam-
ple attacks. To address the security problem, many adver-
sarial example generation methods such as FGSM (Fast
Gradient Sign Method) [5], Deepfool [10], C&W [1], and
PGD (Project Gradient Descent) [9] have been proposed

one after another. However, most of these methods are
targeted at images [17], and the discrete properties of text
and metrics different from those of images make these
methods not directly applicable to text. In the textual
domain, Papernot et al. [11] first proposed to generate ad-
versarial examples, where the authors used FGSM to find
adversarial perturbations to modify the word vector, how-
ever, the modified word vector may not have words corre-
sponding to it, so the authors used a specific dictionary to
select words to replace the original words. Although the
mapping problem is solved, more words unrelated to the
original word are introduced, resulting in grammatical er-
rors. In addition, Samanta et al. [14] used FGSM to locate
important words and created a candidate pool for each
word in advance, and then modified the first k important
words using three strategies: insertion, replacement and
deletion. However, there may be some important words
without candidates in the actual input. The above two
methods are performed in a white-box scenario [20], and
Gao et al. [3] studied the adversarial example generation
method in a black-box scenario [4, 6, 7] and proposed the
DeepWordBug algorithm. The algorithm uses the out-
put of the model to find the keywords in the original text
by the word importance calculation function, and then
generates adversarial examples using insertion, deletion,
replacement and exchange of characters. Ren et al. [13]
proposed a greedy algorithm for word-level attacks by first
determining the keywords to be replaced by Probability
Weighted Word Saliency (PWWS) to determine the or-
der of keywords to be replaced, and then use WordNet to
find synonyms to generate adversarial examples. Similar
to Ren et al. Zang et al. [18] proposed a word-level attack
algorithm based on sememes, which can generate more di-
verse adversarial examples by finding the words with the
same sememes corresponding to each word in the original
sample through HowNet and then using a particle swarm
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algorithm to optimize the combination of candidate words
in the discrete space.

The above adversarial example generation methods are
designed based on English text and have not been stud-
ied for Chinese text, and certain character-level modifi-
cation strategies are not applicable to Chinese. Wang et
al. [16] first proposed an adversarial example generation
method for Chinese, and they used a pre-trained substi-
tution model and word importance calculation function
to determine the keywords to be replaced, and used ho-
mophones for replacement. Since the method only uses
the phonetic features of Chinese characters for keyword
replacement, the features are not fully utilized and the
modification strategy is relatively single. Based on the
above research work, we propose an adversarial example
generation method WordHit for Chinese text, which con-
structs a candidate pool by analyzing the word form and
phonetic features of Chinese characters, then calculates
the important words affecting the model classification by
a new screening algorithm of important words or phrases,
and finally modifies the important words using a modifi-
cation strategy that combines word sound and word form
to generate adversarial examples. A word-level black box
attack against Chinese text under a multi-scene classifi-
cation task is effectively implemented. The main contri-
butions of this paper are follows.

1) WordHit, an adversarial example generation method
for Chinese text, is proposed to generate adversarial
examples by only slightly modifying the original text
without the need to understand the target model pa-
rameters. It can interfere with classification tasks of
multiple scenarios, such as sentiment analysis, spam
classification and news classification.

2) Candidate pools of similar characters and homo-
phones are established for Chinese texts, and the
candidate words maintain high semantic similarity
with the original words, which can effectively ensure
the quality and diversity of the generated adversarial
examples.

3) A new filtering method for important words or
phrases is designed, which can effectively identify the
key words affecting the model decisions under differ-
ent classification tasks, reduce the modification rate,
and generate adversarial examples at a smaller cost.

4) Experiments on real datasets using WordHit to at-
tack word-CNN and BiLSTM in the sentiment anal-
ysis task reduce the model accuracy to below 50%,
and the attack effectiveness is better than baseline
methods. In the spam classification task and news
classification task, it also reduces the model accu-
racy to around 50%, demonstrating the generality of
the adversarial example generation algorithm. In ad-
dition, the transferability of adversarial examples is
successfully exploited to attack BERT and two actu-
ally deployed sentiment analysis systems.

The rest of this article is organized as follows. The text
adversarial example is described and defined in detail in
Section 2. The adversarial example generation method
WordHit is introduced in Section 3. In Section 4, exper-
iments are conducted on four real datasets. Finally, the
conclusion of the paper is given in Section 5.

2 Text Adversarial Examples

Given a data set X = {x1, x2, . . . , xn} with n texts and a
set of corresponding n labels Y = {y1, y2, . . . , yn}. A pre-
trained natural language classification model F , which
needs to learn the mapping f : X → Y from the input
text x ∈ X to the label y ∈ Y. Finally, it can classify the
original input text x to the true label ytrue as much as
possible, as shown in Equation (1):

argmax
yi∈Y

P (yi | x) = ytrue . (1)

Under normal circumstances, an adversarial example x′

is generated by adding a small disturbance r to x. The
adversarial example will cause model F to give a wrong
label, as in Equation (2):

argmax
yi∈Y

P (yi | x′) ̸= ytrue . (2)

At the same time, the disturbance is required to be imper-
ceptible to the human eye ,which means it will not cause
significant changes in semantics, ensuring that humans
can still understand the meaning of the original text. So
the adversarial example can be defined as in Equation (3):

x′ = x+ r, ∥r∥p < ϵ,

argmax
yi∈Y

P (yi | x′) ̸= argmax
yi∈Y

P (yi | x) . (3)

In Equation (3), ∥r∥p defined in Equation (4) uses p-norm
to represent the constraint on perturbation r, and L0, L2

and L∞ are commonly used.

∥r∥p =

(
n∑

i=1

|w∗
i − wi|p

) 1
p

. (4)

In Equation (4), the original input text is expressed as
x = w1w2 . . . wi . . . wn, where wi ∈ D is a word and D
is a dictionary of words. In order to make the perturba-
tion small enough to be undetectable by humans, the tex-
tual adversarial examples need to satisfy word constraints,
grammar constraints, and semantic constraints. The word
constraint requires that the modified word cannot be the
wrong word, the grammar constraint is to ensure the
grammatical correctness of the adversarial example, and
the semantic constraint ensures that the generated ad-
versarial example should retain the original semantic in-
formation. To satisfy the above constraints, homophones
and similar characters are used to achieve modification of
Chinese text, and a maximum modification threshold σ is
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set to constrain the modification magnitude of the adver-
sarial examples. Thus, the effective adversarial example
x′ can be further expressed Equation (5).

F (x′) ̸= F (x),Cost (x′, x) ≤ σ. (5)

where Cost (·) is the cumulative frequency of text modi-
fication.

3 WordHit

DNNs-based text classification system classifies text
based on its features, not every word plays the same role in
the classification label, some key words closely affect the
classification result, and changing key words can largely
change the original classification label. In this paper, we
visit the target model to locate the keywords that affect
the classification. The specific process is shown in Fig-
ure 1.

 Begin

Input

Removal of non-

contributing 

clauses

Calculating word 

importance scores

Establish candidate pools 

of similar characters and 

homophones

 Modified with the homophones 

and similar characters

Does the label change?

No

Yes

Access to the target 

model

End

Output adversarial 

examples

Figure 1: Adversarial example generation process

The process is described as follows.

① Establish candidate pools of similar characters and
homophones: analyze the character shape and pho-
netic characteristics of Chinese text, and establish a
candidate pool of similar characters and homophone
candidates for each Chinese character.

② Removal of non-contributing clauses: The original
text is divided into clauses, and the result of remov-
ing each clause in turn is input to the target model
to obtain a score relative to the correct label. By
calculating the difference with the original score, the

clauses that do not contribute to the current classifi-
cation label are removed.

③ Calculating word importance scores: The retained
clauses are divided into words and filtered out stop
words, each word is marked as UNK in turn, and then
the marked results are input to the target model,
and the important words or phrases that affect the
classification of the model are ranked by calculating
word importance scores.

④ Modified with the homophones and similar charac-
ters: one important word or phrase is selected at a
time in the order of ranking, and it is modified into
the corresponding word in the candidate pool using
the word sound and word form modification strategy.

The modified results are input to the target model to
obtain the classification labels, and if the labels do not
change, the execution continues ④ until the predicted la-
bels of the target model change or reach the modification
threshold, and the final generated adversarial examples
are output.

3.1 Establish Candidate Pools of Similar
Characters and Homophones

The word level-based text adversarial example generation
method usually requires a candidate pool, and the qual-
ity of the candidate pool determines the quality of the
adversarial example to a certain extent. The degree of
similarity between Chinese characters can be measured
by the sameness or similarity of ”sounds”, or the similar-
ity of ”shapes”. Taking the glyph and phonetic features
of Chinese characters as the analysis object, a candidate
pool is generated for each Chinese character.

3.1.1 Candidate Pool of Similar Characters

In order to analyze the similarity relationship between
characters more flexibly, a simple character similarity
comparison method is designed. Commonly used Chi-
nese characters are obtained from GB1312 area code, and
under a given font, character bitmaps are obtained and
rendered into fixed-size pictures with grayscale values be-
tween 0 and 255 for each pixel point. Each picture is con-
verted into a vector according to the size of the grayscale
value, and the degree of similarity between Chinese char-
acters is analyzed by comparing the Euclidean distance
between two vectors. Following this strategy, for each
Chinese character, the top n characters closest to it can
be found. Table 1 shows the morphological similarities
corresponding to some Chinese characters when n is taken
as 1,2,3.

In order to maximize the perceptual similarity between
the generated candidate pool of similar character and the
original character, the optimal candidate for each char-
acter is obtained by taking n = 1 and adding it to the
candidate pool of similar character. Considering that the
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Table 1: Candidate Pool of Similar Characters and Homophonic Characters Corresponding to Some Chinese
Characters. Ori.(Original words). BS(The best similar characters). TC(Traditional Chinese). SW(Splitting
words).CPoSC(Candidate pool of similar characters). CPoH(Candidate pool of homophones)

simplified and traditional forms of a Chinese character
can represent the same semantic information, the corre-
sponding traditional form of the character is added to
the candidate pool. The splitting of a left-right struc-
ture does not affect human reading, so if the character
has a left-right structure, the split character is added to
the candidate pool as a candidate. The results of the
morphological candidate pool are shown in Table 1.

3.1.2 Candidate Pool of Homophones

Unlike similar characters, a Chinese character often has
many homophones. The homophones are further divided
into two parts: homophones of similar shape and other
homophones. The homophones of similar shape can have
a certain degree of morphological similarity while ensur-
ing similar pronunciation, while the other homophones
only require similar pronunciation. If the candidate pool
does not reach the set capacity, the pinyin and other ho-
mophones of the word are added to the candidate pool.
In the experiment, the maximum capacity of the homo-
phone candidate pool was set to 15, and n was set to 20.
The results of the homophone candidate pool are shown
in Table 1.

3.2 Important Words or Phrases Filter-
ing Algorithm

To ensure the readability and validity of the text ob-
tained after modification, modifying important words or
phrases in the text and controlling the magnitude of the
changes are the basic strategies of text adversarial gener-
ation. Which are the important words and how to locate
them are the problems to be solved by this algorithm.

3.2.1 Remove Non-contributing Clauses

An input sample often contains multiple sentences, but
not every sentence contributes to the classification label.
In order to locate key words more efficiently, meaningless
sentences need to be eliminated. First, the original sam-
ple x is divided into n clauses using punctuation marks
to obtain x = {s1, s2, . . . , sn}. For the i-th clause in the

sequence, the confidence difference (Delete Score, DS) be-
tween the input after removing the clause and the original
input is calculated in turn as shown in Equation (6).

DS (si) = F (s1, . . . , si−1, si, si+1, . . . , sn)

−F (s1, . . . , si−1, si+1, . . . , sn)
(6)

If DS (si) ≤ 0 , then it means that si does not con-
tribute to the current classification label of the sequence
and it is removed from the original input. After n vis-
its to the target model, the final filtered sequence X is
obtained.

3.2.2 Calculating Word Importance Scores

The sequence X obtained by the first filtering operation
contains all the clauses that contribute to the current clas-
sification label. Then, the important words or phrases
that affect the classification in all clauses are found by
calculating the word importance scores. All the sentences
in X are divided and the meaningless stop words are fil-
tered out to obtain: X = {w1, w2, . . . , wi, . . . , wn}. After
marking each word in turn as an unknown character UNK,
it is input to the target model, and the difference between
the original score returned by the target model and the
current score is counted as the importance score of the
word, as shown in Equation (7).

S (wi) = F (w, . . . , wi−1, wi, wi+1, . . . , wn)

−F (w1, . . . , wi−1,UNK, wi+1, . . . , wn)
(7)

Finally, each word is sorted by importance score from
highest to lowest to get the list of words to be modified
X ′.

3.3 Modified with the Homophones and
Similar Characters

Combining the established candidate pool with the list of
words to be modified X ′, a modification strategy T that
combines word sound and word form is proposed. The
specific description is as follows.

(1) Select a word or phrase to be modified in the vocab-
ulary list X ′ in order.
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(2) The corresponding candidate pool of similar charac-
ters and candidate pool of homophones are selected
with probabilities of k

(
k ∈

[
0, 1

])
and 1− k, re-

spectively.

(3) If the pool selected is the candidate pool of simi-
lar characters, the candidate words in the pool are
randomly selected for replacement; If the pool se-
lected is the candidate pool of homophones, the ho-
mophones of similar shape is first selected with prob-
ability j

(
j ∈

[
0, 1

])
, and the pinyin and other

homophones are selected with probability 1− j, and
then the words in the selected range are randomly
selected for replacement.

The complete WordHit algorithm is shown in Algo-
rithm (1).

Algorithm 1 WordHit

Input: Text x; Target classification model F ; Modify
strategy T ; Modify threshold δ
Output:Adversarial example x′

1: Begin
2: x = {s1, s2, . . . , sn}
3: for i = 1, · · · , n do
4: DS (si) = F (s1, . . . , si−1, si, si+1, . . . , sn) −

F (s1, . . . , si−1, si+1, . . . , sn)
5: if DS (si) ≤ 0 then
6: x← Delete si from x
7: end if
8: end for
9: X ← x

10: X = {w1, w2, . . . , wi, . . . , wn}
11: for i = 1, · · · ,n do
12: S (wi) = F (w, . . . , wi−1, wi, wi+1, . . . , wn) −

F (w1, . . . , wi−1,UNK, wi+1, . . . , wn)
13: end for
14: X ′ ← sort wi by descending S (wi)
15: for wi in X ′ do
16: w∗

i = T (wi)
17: x′ ←replace wi with w∗

i in x′

18: if F (x′) ̸= F (x) and Cost (x′, x) ≤ σ then
19: return x′

20: end if
21: end for

4 Empirical Evaluation

4.1 Experiment Setting

Four publicly available datasets were used for validation
and performance evaluation of the WordHit algorithm,
and the specific data information is shown in Table 2.
word-based CNN (word-CNN) [12] and Bi-directional
LSTM (BiLSTM) [8] were used as the target models for
the experiments. Among them, the word-CNN consists of
a 300-dimensional embedding layer, three convolutional

layers and a fully connected layer, and the convolutional
layer consists of 256 convolutional kernels of size 2,3,4
with a step size of 1. The BiLSTM consists of a 300-
dimensional embedding layer, a bidirectional LSTM layer
and a fully connected layer, and the forward and back-
ward directions of the bidirectional LSTM layer consist of
64 LSTM units, respectively. The forward and backward
directions of the bi-directional LSTM layer are composed
of 64 LSTM cells respectively.

4.2 Comparison of Experimental Meth-
ods

Validation of the effectiveness of the WordHit algorithm
on the sentiment analysis task and comparison of two
baseline algorithms: DeepWordBug [6] and WordHand-
ing [16]. The performance of the WordHit algorithm was
evaluated separately on the spam classification task and
the news classification task. In the experiments, the max-
imum modification threshold δ was set to 11 for the news
classification task and 30 for the other tasks, and Word-
Hit selected the strategy of phonological modification for
important words or phrases, setting k to 0.5 and j to
0.6. The experimental results are shown in Table 3 and
Table 4.

For both datasets of the sentiment analysis task,
the model accuracy reduction exceeds that of the base-
line method, indicating that WordHit outperforms Deep-
WordBug and WordHanding in misleading classifiers with
better attacks. As shown by the experimental results of
the spam classification task and the news classification
task, the WordHit algorithm succeeds in both classifica-
tion tasks, bringing down the classification accuracy to
about 50%, proving its generality under multi-scene clas-
sification tasks.

In order to verify the relationship between the accu-
racy of model detection and the modification threshold,
the same experimental setup as the WordHanding algo-
rithm is maintained, and 1000 samples with length greater
than 120 words are selected from the two sentiment analy-
sis datasets respectively, and the adversarial examples are
generated by adjusting different modification thresholds
to investigate the effect of different thresholds on the ef-
fectiveness of the generated adversarial examples. Figure
2 and Figure 3 show the variation curves of the detection
accuracy of the two models with the modification thresh-
old on the Ctrip dataset and the JingDong(JD) dataset,
respectively. The accuracy of the model detection grad-
ually decreases as the modification threshold increases,
i.e., the text has enough modification space to modify the
keywords affecting the classification. Compared with the
baseline method, the WordHit algorithm can reduce the
model detection accuracy significantly by modifying only
a few words, and the attack effect has leveled off when
the number of modified words reaches 15, indicating that
WordHit can minimize the modification of the original
sample and ensure the text readability.
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Table 2: Statistics on the datasets

Dataset Classes Train samples Test samples Average words Task
Ctrip 2 12000 3000 132 Sentiment analysis
JD 2 35000 5000 36 Sentiment analysis

Spam 2 90000 10000 51 Spam classification
THUCNews 10 90000 10000 19 News classification

Table 3: Validation of the algorithm WordHit on sentiment analysis tasks

(a) word-CNN

Dataset Ori acc(%)
Baselines Ours

DeepWordBug WordHanding WordHit
Accuracy(%) Reduction Accuracy(%) Reduction Accuracy(%) Reduction

Ctrip 92.03 77.48 14.55 69.53 22.50 41.07 50.96
JD 91.46 75.04 16.42 70.43 21.03 48.42 43.04

(b) BiLSTM

Dataset Ori acc(%)
Baselines Ours

DeepWordBug WordHanding WordHit
Accuracy(%) Reduction Accuracy(%) Reduction Accuracy(%) Reduction

Ctrip 92.03 77.48 14.55 69.53 22.50 41.07 50.96
JD 91.46 75.04 16.42 70.43 21.03 48.42 43.04

4.3 Adversarial Examples Quality Mea-
surement

To measure the quality of the generated adversarial ex-
amples, the WMD (Word Mover’s Distance) is used to
measure the similarity between adversarial examples and
the original samples. The smaller the WMD, the higher
the semantic similarity. 1000 data and their correspond-
ing adversarial examples are randomly selected from two
datasets for the experiment. The proportion of WMDs in
different intervals is shown in Figure 4.

WordHit algorithm has the largest percentage on the
interval of 0-0.2, which indicates that the adversarial ex-
amples generated by WordHit algorithm have higher se-
mantic similarity with the original samples. The WMD
of the adversarial examples generated by WordHit algo-
rithm in the interval of 0-0.6 accounts for 78.3% of the
data, which is higher than the baseline method, indicat-
ing that most of the generated adversarial examples have
higher quality and can better retain semantic information.
Table 5 shows examples of the adversarial examples gen-
erated using the WordHit algorithm, which can be seen
that the generated adversarial examples retain the origi-
nal semantics and can be understood by humans.

4.4 Human Evaluation

To further explore the impact of the adversarial exam-
ples generated by the WordHit algorithm on human read-
ing, we conducted a human evaluation. The main two
aspects of the evaluation were to assess the accuracy of

human classification of the generated adversarial exam-
ples and to assess the naturalness of the adversarial ex-
amples from the perspective of human perception. This
was done by randomly selecting 100 clean and correspond-
ing confrontation samples from the two sentiment analy-
sis datasets, disrupting the samples and giving them to
volunteers for classification, and giving them a likelihood
score between 1 and 5, the higher the score, the more
likely the human was to write the article. A total of six
volunteers participated in the experiment, and Table 6
shows the evaluation results.

As can be seen from Table 6, although adversarial ex-
amples make the model misclassify, the human classifica-
tion effect is still very good, and the difference between
the classification accuracy and that of the clean samples
is less than 5%, indicating that the adversarial examples
generated by the WordHit algorithm retain the semantic
information of the original text better and do not affect
people’s reading comprehension of the text content. In
terms of the naturalness score, although it is lower than
that of the clean sample, the difference is small, indicating
that the naturalness of the adversarial example is within
the range acceptable to humans.

4.5 Transferability Assessment

In the field of text classification, the transferability of ad-
versarial examples means that the adversarial examples
generated against one classification model can be used to
attack other models as well. Using the transferability of
adversarial examples, adversarial examples can be gener-
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Table 4: Evaluating WordHit performance on spam classification and news classification tasks

Dataset Model Ori acc(%)
WordHit

Accuracy(%) Reduction

Spam
word-CNN 99.86 49.95 49.91
BiLSTM 99.76 49.78 49.98

THUCNews
word-CNN 90.89 53.40 37.49
BiLSTM 90.64 52.79 37.85

Table 5: Examples of original samples and generated adversarial examples
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(b) BiLSTM

Figure 2: The variation curve of detection accuracy with
modification threshold for the adversarial example of
Ctrip review dataset
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(b) BiLSTM

Figure 3: The variation curve of detection accuracy with
modification threshold for the adversarial example of JD
review dataset
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Table 6: Comparison with human evaluation.

Dataset Model Examples Accuracy of model(%) Accuracy of human(%) Score[1-5]

Ctrip
word-CNN

Original 97.00 97.00 4.70
Adversarial 18.00 93.00 3.83

BiLSTM
Original 93.00 97.00 4.70

Adversarial 21.00 93.00 3.83

JD
word-CNN

Original 96.00 98.00 4.50
Adversarial 23.00 95.00 3.95

BiLSTM
Original 95.00 98.00 4.50

Adversarial 25.00 95.00 3.95

Table 7: Results of adversarial examples generated using BiLSTM model to attack other models/systems

Dataset Model/Cloud Platform Ori acc(%)
WordHit

Accuracy(%) Reduction

Ctrip

word-CNN 92.03 57.37 34.66
BERT 91.60 58.40 33.20

Tencent Cloud 87.67 61.40 26.27
Baidu AI 88.43 63.10 25.33

JD

word-CNN 91.46 61.37 30.09
BERT 92.52 62.78 29.74

Tencent Cloud 89.42 65.44 23.98
Baidu AI 88.90 63.78 25.12
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Figure 4: Proportion of the number of samples in different
WMD distance intervals to the total samples

ated on alternative models to achieve a black-box attack
on the target model. To evaluate the transferability of the
adversarial examples generated by the WordHit method,
in addition to the word-CNN model and the BiLSTM
model, the BERT [2] model, and two actual deployed sen-
timent analysis systems (Tencent Cloud Sentiment Anal-
ysis System and Baidu Cloud Sentiment Analysis System)
were additionally introduced. Table 7 and Table 8 show
the results of adversarial example attacks on other mod-
els (systems) generated using the BiLSTM model and the
word-CNN model, respectively. The results show that the
adversarial examples generated by the WordHit algorithm
for both models can be effectively transferred to the other
four models (systems), causing the classification accuracy

of the word-CNN, BILSTM and BERT models to drop by
about 30% and the accuracy of the two sentiment analysis
systems to drop by about 25%.

4.6 Adversarial Training

Adversarial training is a technique to improve model ro-
bustness by adding adversarial examples to the training
set and repeating the training to improve model robust-
ness, which is commonly used in image classification and
can also be used as a means to enhance model general-
ization in natural language processing tasks. To analyze
the effect of adversarial training on classification accuracy,
5000 data items are randomly selected from the Ctrip ho-
tel review dataset, and adversarial examples are generated
as the ensemble A using WordHit on the BiLSTM model.
Several adversarial examples are randomly selected from
the ensemble A and added to the original training set to
evaluate the classification accuracy of the original test set
and the classification accuracy of the adversarial example
test set.

The data in Figure 5(a) show that the adversarial train-
ing helps to improve the accuracy of the classification
model. Figure 5(b) illustrates that when more and more
adversarial examples are involved in the training, the ro-
bustness of the model steadily improves and the classifi-
cation accuracy can be improved to over 80%.

5 Conclusions

Adversarial example generation for Chinese text classifi-
cation models is important for evaluating and improving
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Table 8: Results of adversarial examples generated using word-CNN model to attack other models/systems

Dataset Model/Cloud Platform Ori acc(%)
WordHit

Accuracy(%) Reduction

Ctrip

BiLSTM 90.13 54.33 35.80
BERT 91.60 60.57 31.03

Tencent Cloud 87.67 59.83 27.84
Baidu AI 88.43 62.50 25.93

JD

BiLSTM 92.24 61.52 30.72
BERT 92.52 63.48 29.04

Tencent Cloud 89.42 62.38 27.04
Baidu AI 88.90 64.22 24.68

(a) Accuracy of original sample test set (b) Accuracy of adversarial example test set

Figure 5: Effect of adversarial training on the classification accuracy of original and adversarial examples

Chinese text classification systems. In the WordHit al-
gorithm, we use the word form and speech features of
Chinese characters to construct a candidate pool, find
the keywords or phrases affecting classification by im-
portant sentence screening and word importance calcu-
lation, and design a modification strategy for adversarial
example generation, finally realizing a word-level black
box attack against Chinese text classification models un-
der a multi-scene classification task. The experimental
results show that the adversarial examples generated by
the WordHit algorithm effectively reduce the classifica-
tion accuracy while retaining the semantic information of
the original text with good readability. The vulnerability
of current Chinese text classification models is revealed
by attacking the BERT model and the actual deployed
sentiment analysis system using the transferability of ad-
versarial examples, and the impact of adversarial train-
ing on the classification accuracy of the original test set
and the adversarial example test set is further analyzed.
Therefore, we use this as the basis for our work on the
defense of such attack algorithms in the next phase, and
explore more robust deep learning models and methods.
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Abstract

Cloud-based E-health systems can support users to store
their health records in the cloud for better care, and
ciphertext-policy attribute-based encryption (CP-ABE)
with particular functionalities can enhance secure shar-
ing. However, most traceable and revocable schemes only
considered user traceability, and the revoked users could
access data by conspiring with an unrevoked user. This
paper presents a collision resistance CP-ABE scheme with
accountability, revocation, and policy hiding. A user’s de-
cryption key is associated with the path in a binary tree
and a self-selected secret value. By auditing the leaf node
value and the secret value, a user or the authority is de-
termined to take responsibility for a compromised key.
Then using the binary tree can implement user revoca-
tion, which ensures collision avoidance and backward se-
curity. Furthermore, the security of the proposed scheme
is proven, and the performance analysis indicates that the
proposed scheme is efficient.
Keywords: Accountable Authority; Attribute-based En-
cryption; Collusion Resistance; User Revocation

1 Introduction

With the progress of cloud computing technology, cloud
storage system has provided great convenience for users
in data storage and sharing [28]. Hence, individuals and
enterprises tend to outsource their data to the cloud for
reducing storage costs. Due to the above characteristics,
cloud storage system is appropriate for electronic health
(E-health) system [24]. In order not to impede data shar-
ing and ensure data security, a fine-grained access control

system over encrypted data is urgently needed.
Attribute-based encryption is first described by Sahai

and Waters [1], which can implement “one to many” ac-
cess control. However, some malicious users existing in
the system may reveal their decryption keys for some ben-
efits. Since a decryption key is related to a user’s attribute
set, the user who had the same attribute set and divulged
the decryption key cannot be identified. In order to settle
the above problem, the concept of traceable CP-ABE [5]
was proposed. Furthermore, a malicious user should be
revoked immediately. In addition, most of the existing re-
vocable CP-ABE schemes [12–14,25,26] supposed that the
authority is fully trusted. However, the authority gener-
ates the decryption keys for all users and could also abuse
the keys. Therefore, there are great expectations for a re-
vocable CP-ABE with the authority accountability for the
E-health system.

Moreover, considering that access policies in the form
of plaintext are coupled with ciphertext and stored di-
rectly in the cloud, it is inevitable to reveal the sensitive
information of patients in the E-health system [4]. In
order to enhance the privacy protection of users in the E-
health system, the CP-ABE schemes that can implement
hidden policy were proposed [11,17].

1.1 Related Works

In order to track down malicious users, Li et al. presented
the first accountable CP-ABE scheme [6] that supports
AND-gate policies. To enhance the expressiveness of ac-
cess policies, Liu et al. constructed a white-box traceable
CP-ABE scheme supporting any monotone access struc-
tures [5] and a black-box traceable CP-ABE scheme [7]
in 2013. However, Liu et al.’s two accountable schemes
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were structured by utilizing bilinear groups of composite
order that were inefficient. Later, a white-box traceable
CP-ABE schemes were proposed by Ning et al. [8], which
based on bilinear groups of prime order.Unfortunately, the
above schemes only offered the solution of user key abuse.
Nevertheless, the authority can generate decryption keys
for illegal users without the threats of being caught. Out
of that reason, Ning et al. designed the first account-
able authority CP-ABE scheme [9] based on the bilinear
groups of composite order, which can support flexible ac-
cess policies. Later, Zhang et al. described a CP-ABE
scheme [10] based on LSSS that supports the authority
accountability, and Li et al. presented an accountable au-
thority CP-ABE scheme [11] with hidden policy by uti-
lizing the bilinear groups of prime order. But none of the
above schemes took into account user revocation. Con-
sidering, the privilege for the baleful user to decrypt a
ciphertext should be revoked immediately. Thus, a se-
cure revocation CP-ABE scheme needs to be proposed to
revoke the malicious user.

To revoke the illegal user, Hur et al. constructed an
indirect user revocation CP-ABE scheme [13] based on a
more expressive access tree structure, where a secret key
or decryption key includes two parts. Unfortunately, Hur
et al.’s scheme suffered from collusion attacks. In order
to avoid user collusion, Li et al. [14] proposed a CP-ABE
scheme, in which group secret key and private key are
bound together by embedding the same random values in
two keys. To improve the expressiveness, Lee et al. put
forward a revocable CP-ABE scheme [15] that can sup-
port LSSS access policy. Recently, Ning et al. [16] struc-
tured two schemes with authority accountability and user
revocation: ATER-CP-ABE and ATIR-CP-ABE, where
the former realizes revocation by the revocation list and
the later implements revocation by key update, and Han
et al. proposed a scheme [17] with traceability and user
revocation. However, their schemes cannot implement the
backward security, which means that the previous cipher-
text cannot be decrypted by the revoked user [4]. At the
same time, the above schemes fail to consider such a prob-
lem that the access structure stored directly in the cloud
could reveal user sensitive information in the E-health
system.

Although numerous of ABE schemes have been pre-
sented to protect users’ privacy data, sensitive informa-
tion carried by access policies in ciphertext will still ex-
pose users’ privacy. To prevent the above problem, many
hidden-policy CP-ABE schemes [18,19] were constructed.

1.2 Our Motivation and Contributions

Han et al. [17] proposed a multi-purpose CP-ABE scheme,
which implemented user accountability, user revocation
and hidden policy. However, their scheme could encounter
with the collusion attacks that the revoked users can coop-
erate with the unrevoked users to decrypt the ciphertext
and required the authority is full trusted. Though the
schemes of Ning et al. [16] and Li et al. [11] considered

the semi-trusted authority, the former failed to guarantee
the backward security, while the later cannot adopt the
flexible LSSS access policies and achieve user revocability.

1.2.1 Comments on Han et al.’s Scheme

In Han et al.’s scheme [17], suppose that there are two
users Alice and Bob, where the former has the decryp-
tion key (K ′ = c, K = g

α
a+c · hr, L = gr, L′ = ga·r,

{Kτ = gsτ ·r ·u−(a+c)·r}τ∈IS , KA = g
r

xid , {xi}i∈path(id),S)
and the latter has the decryption key ((K ′)∗ = c∗,
K∗ = g

α
a+c∗ · hr∗ , L∗ = gr

∗
, (L′)∗ = ga·r

∗
, {K∗

τ =

gsτ ·r
∗ · u−(a+c∗)·r∗}τ∈I∗

S
, KB = g

r∗
xi∗

d , {xi}i∈path(i∗d)
,S∗).

They want to access the ciphertext (C = m · e(g, g)αs,
C0 = gs, C ′

0 = ga·s, {Ci,1 = hλi · uki , Ci,2 = g−ki·tρ(i)+λi ,
Ci,3 = gki}i∈[1,l], {Tj = ysj}j∈cover(R),R,W ), where the
set cover(R) means the minimum cover set associated
with the revocation listR. Alice is an unrevoked user, but
her attribute set S does not meet W . On the other hand,
Bob’s attribute set S∗ meets W , but as a revoked user,
Bob cannot also decrypt the ciphertext since there are
no elements in cover(R) ∩ path(i∗d). Furthermore, none
of {xi}i∈path(i∗d)

can be used to decrypt the ciphertext.
Although they fail to decrypt the ciphertext individually,
they can successfully decrypt the ciphertext if they com-
bine their respective decryption keys. Since Alice is not be
revoked, she can obtain the node j ∈ cover(R)∩ path(id)
and give xj to Bob. Once Bob obtains xj , and since his
attribute set S∗ meets W , he can decrypt the ciphertext
as follows:

1) Firstly, use xj to compute
xi∗

d

xj
, then compute B =

e(KB , Tj)

xi∗
d

xj = e(g, g)r
∗·s.

2) Secondly, calculate E, F , and D:

E =[e((L∗)(K
′)∗ · (L′)∗, Ci,1) · e(L∗, Ci,2)

· e(K∗
ρ(i), Ci,3)]

=e(g, h)(a+c∗)·r∗·λi · e(g, g)r
∗·λi ,

F =
∏
i∈I

(E)ci = e(g, h)(a+c∗)·r∗·s · e(g, g)r
∗·s,

D =e(K∗, C
(K′)∗

0 · C ′
0)

=e(g, g)α·s · e(g, h)(a+c∗)·r∗·s.

3) Finally, recover the message m = C·F
D·B .

Moreover, Bob can decrypt the ciphertext without any-
one’s help, just by changing the decryption algorithm a
little. B is computed as follows:

B =e(KB , C0)
xi∗

d = e(g, g)r
∗·s,

and E,F,D are calculated by the same way as before.
Thus Bob can successfully get the plaintext. Due to the
aforementioned flaws, Han et al.’s scheme cannot support
the backward security and forward security, where the
forward security means the revoked user cannot decrypt
the ciphertext in the future [4].
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1.2.2 Our Contributions

Inspired with Han et al.’s scheme [17] and Li et al.’s
scheme [11], an accountable and revocable CP-ABE (AR-
CP-ABE) scheme with privacy protection is proposed,
which can provide the authority and user accountabil-
ity, the direct user revocation, the backward security, and
the partial hidden policy. The main contributions and
techniques are as follows:

1) Authority and user accountability. We con-
struct a CP-ABE scheme with the authority and the
user accountability based on the bilinear groups of
prime order and flexible LSSS access policies. In the
proposed scheme, the full decryption key of a user
contains the partial keys generated by the authority
based on the attribute set and the path in a binary
tree that one leaf node value corresponds to one user,
which is used to trace the user, and a secret value
chosen by the user, which is used to ultimately de-
termine whether the compromised key was generated
by the user or the authority.

2) User collusion avoidance. In the proposed
scheme, we bind the values of the node on the user
path to the value in connection with the user’s iden-
tity, which can avoid the collusion between the un-
revoked user and the revoked user. Furthermore, we
define the collusion resistance security model between
the revoked user and the unrevoked user, and give a
detailed proof that our scheme can resist the user
collusion attack.

3) Backward security and forward security. In
Han et al.’s scheme [17], the revoked user can obtain
the plaintext with knowing the value xid of node,
which could break the backward security and forward
security. To solve this problem, we embed xid into
the key instead of sending {xi}i∈path(id) directly to
the user, and then update the previous or old cipher-
text.

1.3 Organization

The remainder of the paper is structured as follows. In
Section 2, we first recall some background knowledge used
in this paper. In Section 3, the formal definition and se-
curity model of AR-CP-ABE are given. The detailed con-
struction of the proposed scheme is described in Section 4
and the security proof in Section 5. In Section 6, we com-
pare our work with the other related works on function-
alities and efficiency. Finally, in Section 7, a conclusion
and the future work are given.

2 Preliminaries

2.1 Linear Secret Sharing Scheme

Suppose that L = {L1,L2, · · · ,Ln} is an attribute name
universe, and for ∀Li ∈ L, the set of attribute value is

Figure 1: Binary tree T

Li = {ai,1, ai,2, · · · ai,ni}. A linear secret-sharing scheme
(LSSS) [17] can stand for an access control policy by
(M,ρ), where M is an l × n matrix and ρ is a mapping
from the rows of M to attribute names in L. The LSSS
comprises of two algorithm:

1) Share s. The purpose of the algorithm is to hide a
value s ∈ Zp. Choose a vector v⃗ = (s, v2, · · · , vn)⊤,
where v2, · · · , vn ∈ Zp are chosen randomly. Com-
pute λi = Mi · v⃗ as a sharing of s, where λi matches
with the attribute name ρ(i), and Mi is the i-th row
vector of M .

2) Reconstruct s. The algorithm is utilized to recover
s. Suppose that S is an authorized set, where S
satisfies the access policy (M,ρ) and I = {i : ρ(i) ∈
IS} ⊆ {1, 2, · · · , l}. Then, some coefficients {ci|i ∈
I} such that

∑
i∈I

ciλi = s will be found.

Set S = (IS , S) as a user attribute set, where IS ⊆ L
is a set of user attribute name, and S = {si}i∈IS stands
for attribute values. Furthermore, the access policy is
represented byW = (M,ρ, T ), whereM is an l×nmatrix,
ρ is a mapping from rows of M to attribute names in L
that each attribute name can occur only once, and T =
{tρ(i)}i∈[1,l] is the attribute value related to (M,ρ). Let
S ∈ W denote S matches W , which means that there
exists a set I = {i : ρ(i) ∈ IS} ⊆ {1, 2, · · · , l} satisfying
W and for ∀i ∈ I, sρ(i) = tρ(i), and S /∈ W denote S
dose not match W . Finally, the access policy removing
the attribute values is represented by W = (M,ρ).

2.2 Binary Tree

A set of all users in the system and a revocation list are
represented by U andR, respectively. A binary tree T [20]
is described as:

� Each leaf node is related to a user U . Set |U| as the
total number of users. Supposed that the nodes are
numbered by natural numbers. Concretely, 0 is the
serial number of the root node and 2|U| − 2 is the
last.

� Let path(i) be a path from the root node to the node
related to i and cover(R) be a minimum set of the
nodes that can cover all users that are not in R, we
call it the minimum cover set.
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Figure 2: System construction of AR-CP-ABE

As depicted in Figure 1, given a revocation list R =
{U4, U6} = {10, 12}, then cover(R) = {3, 9, 11, 6}. From
the tree, the path of U7 : path(U7) = path(13) =
{0, 2, 6, 13} can be obtained. Thus, the intersection j =
cover(R) ∩ path(U7) = {6} can be computed.

2.3 Hardness Assumptions

Now we review three well-known complexity assumptions
[21–23] that the security of the proposed scheme are re-
ducible to.

Definition 1. Let G be a multiplication cyclic groups of
prime order p, and g be a generator of G. Given a tuple
(g, gz), where z ∈ Z∗

p, the Discrete Logarithm Problem
(DLP) is to output z. Furthermore, the DLP hardness
assumption holds if no PPT adversary A can calculate z
with non-negligible advantage.

Definition 2. Let G and GT be two multiplication cyclic
groups of prime order p, g be a generator of G, and
e : G × G → GT be a bilinear map. Given Y =
(g, gs, gd, gd

2

, · · · , gdq

, gd
q+2

, · · · , gd2q

), where s, d ∈ Z∗
p,

the q-Bilinear Diffie-Hellman Exponent (q-BDHE) prob-

lem is to distinguish e(g, g)d
q+1·s from an element Z that

is selected in GT randomly. Moreover, the q-BDHE hard-
ness assumption holds if no PPT adversary A can solve
the q-BDHE problem with non-negligible advantage.

Definition 3. Let G and GT be two multiplication
cyclic groups of prime order p, g be a generator of G,
and e : G × G → GT be a bilinear map. Given

(l + 1)-tuple (g, gx, gx
2

, · · · , gxl

), where x ∈ Z∗
p, the l-

Strong Diffie-Hellman (l-SDH) problem is to output a tu-
ple (c, g1/(a+c)). Furthermore, the l-SDH hardness as-
sumption holds if no PPT adversary A can calculate
(c, g1/(a+c)) with non-negligible advantage.

3 System and Security Models

In this section, the system architecture, the formal defini-
tion, and a series of security models about AR-CP-ABE

will be given.

3.1 System Framework

There are five entities in the system framework of AR-
CP-ABE, as depicted in Figure 2.

� Semi-trusted authority. A semi-trusted authority
can setup the system, publish the public parameters,
and generate the decryption keys and the update keys
for the users and cloud server, respectively.

� Data owner (Patient). The data owners can en-
crypt the health record according to the specified ac-
cess policy to the cloud.

� Cloud server. A cloud, which is honest-but-curious,
can store the ciphertext for the data owner and up-
date the ciphertext by using of the update key from
the authority.

� User (Medical personnel and specialists, etc).
A user can decrypt the ciphertext successfully when
the user’s attributes can satisfy the access policy and
identity is not in the revocation list.

� Auditor. A trusted auditor is responsible for the
audit and revocation procedure, and returns the cor-
responding results to the users.

3.2 The Formal Definition of AR-CP-
ABE

A formal AR-CP-ABE scheme mainly includes seven al-
gorithms as follows:

� Setup(λ, T ,L) → (PP,MSK). The algorithm is ex-
ecuted by the authority. Take as input the security
parameter λ, a binary tree T and the attribute uni-
verse L, then output the public parameters PP and
the master secret key MSK that is kept secretly.
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� KeyGen(MSK,U,S) → SK. The authority inter-
acts with a user U , and runs the algorithm. The
authority inputs the master secret key MSK, the
user U and its attribute set S = (IS , S), then sends
the intermediate key for the user.

� Encryption(PP,m, (M,ρ, T ),R) → CT . The algo-
rithm is executed by the data owner that inputs the
public parameter PP , a message m, the newly revo-
cation list R, and the access policy W = (M,ρ, T ),
and generates a ciphertext CT .

� Decryption(SK,CT ) → m. After inputting the ci-
phertxt CT and her or his decryption key SK, the
ciphertext can be decrypted successfully when the
user’s attributes can satisfy the access policy and
identity is not in R.

� KeySanityCheck(SK) → 1/⊥. As a third party,
the auditor runs this algorithm to evaluate whether
the key is formal well.

� Trace(SKsuspected, PP,R) → U/authority/⊥. The
auditor executes this algorithm and outputs who is a
dishonest party, and manages the revocation list R.

� CTUpdate(CT,R′, X ′) → CT ′. The ciphertext up-
date algorithm is executed by the cloud. Take the
ciphertext CT , the new revocation list R′ and the
update key X ′ from the authority as input, and out-
put an updated ciphertext CT ′.

3.3 IND-CPA Security Model

The IND-CPA security [17] of AR-CP-ABE scheme is de-
picted by a game executed between a challenger C and an
adversary A. Specific steps are as follow:

� Initialization: A determines a challenged access
policy W ∗ = (M∗, ρ∗, T ∗) and a revocation list R∗,
where M∗ is an l∗ × n∗ matrix with n∗ ≤ q, ρ is a
mapping from rows of M to attribute names in L,
and T ∗ = {tρ∗(i)}i∈[1,l∗] is the attribute value related
to (M∗, ρ∗).

� Setup: The challenger C generates a master secret
key MSK and public parameters PP , and submits
PP to A by utilizing the Setup algorithm.

� Phase 1: In this phase, the adversary A submits a
series of user attribute sets {(U1,S1), · · · , (Uq,Sq)}
to C.

– Case 1: If Si ∈ W ∗ and U /∈ R∗, then C aborts.

– Case 2: If Si /∈ W ∗ or U ∈ R∗, C generates the
intermediate keys for A by running the KeyGen
algorithm.

� Challenge: A chooses two equal-length messages
m0,m1 and sends them to C. Then C flips a coin
υ ∈ {0, 1} randomly and encrypts mυ under the ac-
cess policy (M∗, ρ∗) and the revocation list R∗. Fi-
nally, the ciphertext CT ∗ will be sent to A by C.

� Phase 2: Phase 2 is as same as Phase 1.

� Guess: A outputs a guess υ′ of υ. A will win the
game if υ′ = υ.

The advantage ofA that wins the above game is defined
as

Adv(A) = |Pr[υ′ = υ]− 1/2|.

Definition 4. The AR-CP-ABE scheme is IND-CPA se-
cure if all the PPT adversaries have at most negligible
advantage in the above game.

3.4 Accountability Security Model

The accountability security model that used by Ning
et al. [11] includes three security games: Dishonest-
Authority game, Dishonest-User-I game and Dishonest-
User-II game. We also use the accountability security
model in the proposed scheme.

1) Dishonest-Authority game. The meaning of the
game is that the adversarial authority attempts to
forge user’s key family number ω in the user’s de-
cryption key. The Dishonest-Authority game for the
proposed scheme proceeds as follows.

� Setup: The adversary A (dishonest authority)
submits the public parameters PP to C by call-
ing the Setup algorithm.

� Key Generation: A invokes the KeyGen al-
gorithm to generate a intermediate key for C.
C can abort the game when intermediate key is
not well-formed.

� Key Forgery: A outputs a forged decryption
key SK ′ associated with U . Then C checks
whether SK ′ is well-formed. The C can abort
the game if SK ′ is not well-formed.

Suppose that the event that the adversary wins the
game is represented by ζ. The advantage of the ad-
versary in Dishonest-Authority game is defined as

Adv(A) = Pr[ζ].

2) Dishonest-User-I game. The intuition under the
game is that a decryption key of a new user U cannot
be forged by an adversarial user. The Dishonest-
User-I game will be carried out as follows.

� Setup: The challenger C generates a master
key MSK and submits the public parameters
PP by calling the Setup algorithm.

� Key Query: A submits the attribute sets
{(U1,S1), · · · , (Uq,Sq)} to C for requesting the
intermediate keys. Then C invokes the KeyGen
algorithm to generate the intermediate keys.

� Key Forgery: A outputs a forged key
SK∗. If Trace(SK∗,R, PP ) ̸= ⊥ and
Trace(SK∗,R, PP ) /∈ {U1, · · · , Uq}, A wins
the game.
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The advantage of A in the above game is defined as

Adv(A) =Pr[Trace(SK∗,R, PP ) ̸= ⊥
∪ Trace(SK∗,R, PP ) /∈ {U1, · · · , Uq}].

3) Dishonest-User-II game. The meaning of the
game is that another key family number (represented
by ω) cannot be forged by an adversarial user. The
Dishonest-User-II game for the proposed scheme will
be carried out as follows.

� Setup: The challenger C generates a master se-
cret key MSK and the public parameters PP
by executing the Setup algorithm. Then C sub-
mits PP to A.

� Key Query: A submits attribute sets
{(U1,S1), · · · , (Uq,Sq)} to C. Then C generates
the intermediate keys for A by calling the Key-
Gen algorithm.

� Key Forgery: A outputs a forged key SK∗

of the user U . A wins the game if (U, c) =
(Ui, ci) ∈ {(U1, c1), · · · , (Uq, cq)}, ω ̸= ωi and
SK is well-formed.

The advantage of A in the above game is defined as

Adv(A) =Pr[Trace(SK∗,R, PP ) ∈ {U1, · · · , Uq}
∪Audit(SK∗) → innocent].

Definition 5. The AR-CP-ABE scheme is accountable if
all the PPT adversaries have at most negligible advantage
in the above three games.

3.5 Collusion Resistance Security Model

In order to apply to the proposed scheme with user revo-
cation, we modify the security model of Li et al. [14] by
replacing the attribute with the user. The game between
an adversary A and a challenger C is defined as follows:

� Initialization: A sends a challenged access policy
W ∗ = (M∗, ρ∗, T ∗) and a revocation list R∗ to C.

� Setup: The challenger C generates a master secret
key MSK and public parameters PP , and submits
PP to A by calling the Setup algorithm.

� Phase 1: In this phase, the adversary A can issue
two types of queries as follows:

– Type-I key query ⟨UI ,SI⟩: User attribute set
SI /∈ W ∗, but the user UI is unrevoked. C in-
teracts with A and then generates a decryption
key by running the KeyGen algorithm. Finally,
C returns the key to A.

– Type-II key query ⟨UII ,SII⟩: User UII al-
ready has been revoked, while the user attribute
set SII ∈ W ∗. C interacts with A and then gen-
erates a decryption key by running the KeyGen
algorithm. Later, C sends the key to A.

� Challenge: After receiving two equal-length mes-
sages m0,m1 from A, C flips a coin b ∈ {0, 1} ran-
domly and encrypts mb by using the challenged ac-
cess policy W ∗ and the revocation list R∗. Finally,
the ciphertext CT ∗ will be sent to A.

� Phase 2: Phase 2 is as same as Phase 1.

� Guess: A outputs a guess b′ of b. A will win the
game if b′ = b.

The advantage ofA that wins the above game is defined
as

Adv(A) = |Pr[b′ = b]− 1/2|.

Definition 6. The AR-CP-ABE scheme with user revo-
cation is secure against collusion attacks if all the PPT
adversaries have at most negligible advantage in the above
game.

4 Construction of AR-CP-ABE

Inspired with Han et al.’s scheme [17] and Li et al.’s
scheme [11], we will construct an AR-CP-ABE scheme
in this section.

� Setup(λ,L, T ) → (PP,MSK). The algorithm is
executed by the authority, and takes as input a se-
curity parameter λ, an attribute universe L and a
binary tree T associated with user U that U ∈ U .
Let G and GT be two multiplication cyclic groups of
prime order p, g be a generator of G, and e : G × G
→ GT be a bilinear mapping. The algorithm is im-
plemented as follows:

1) Pick h, u ∈ G and a, α ∈ Zp randomly.

2) For each node of T , randomly select

{xi}2|U|−2
i=0 ∈ Z∗

p, and compute {yi = gxi}2|U|−2
i=0 .

3) Select a probabilistic symmetric encryption
scheme (Enc,Dec) from {0, 1}∗ to Zp , which
sets k̄ ∈ Zp as secret key. Then, the authority
sends k̄ to the auditor.

Finally, the public parameters are published as:

PP = (p,G,GT , e, g, h, u, e(g, g)
α, ga, {yi}2|U|−2

i=0 ),

and the master key is kept secretly as:

MSK = (a, α, {xi}2|U|−2
i=0 , k̄).

� KeyGen(MSK,U,S) → (SK). The authority in-
teracts with a user U whose attribute set is S =
(IS , S), where IS is a set of user attribute name, and
S = {si}i∈IS stands for a set of attribute values.
Then, the authority computes c = Enck̄(id), where
id is the value of the leaf node about the user U . The
algorithm is executed as follows:
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1) The user randomly chooses ω ∈ Z∗
p, computes

H = hω, and sendsH to the authority. The user
also needs to make a proof of knowledge to the
authority with regard to the discrete logarithm
of H.

2) If the proof of knowledge is valid, the author-
ity selects r ∈ Zp, and for ∀τ ∈ IS , com-

putes as follows: (K ′ = c,K = g
α

a+c · Hr, L =
gr, L′ = ga·r, L′′ = gr·xid , {Kτ = gxid

·sτ ·r ·
u−(a+c)·r}τ∈IS ).

3) Suppose path(id) = {i0, · · · , id}, where
i0 = root and id is the value of a leaf node about
the user U in the tree. The authority computes

{KUi = g
r·

xid
xi }i∈path(id) for the user U , then

sends a tuple (U, id) and the intermediate key
(K ′,K, L, L′, L′′, {KUi}i∈path(id), {Kτ}τ∈IS ,S)
to the auditor and the user, respectively.

4) Finally, the user sets the full decryption key
SK = (K ′,K, T ′ = ω,L, L′, L′′, {Kτ}τ∈IS ,
{KUi}i∈path(id),S), and the auditor adds the
tuple (U, id) in the list LN that is used to trace.

� Encryption(PP,m, (M,ρ, T ),R) → CT . Taking as
input the public parameters PP , a message m ∈ GT ,
the latest revocation list R, and an access policy
W = (M,ρ, T ), where T = {tρ(i)}i∈[1,l] is the at-
tribute value, a data owner runs the algorithm in the
following.

1) Choose a vector v⃗ = (s, v2, · · · , vn)⊤ randomly,

where s, v2, · · · , vn ∈ Zp, and calculate λ⃗ =
(λ1, λ2, · · · , λl)

⊤ = Mv⃗.

2) Select ki ∈ Zp randomly, where i ∈ [1, l], and
compute a partial ciphertext based on the access
policy W : (C = m · e(g, g)αs, C0 = gs, C ′

0 =
ga·s, {Ci,1 = hλi ·uki , Ci,2 = g−ki·tρ(i)+λi , Ci,3 =
gki}i∈[1,l]).

3) Compute a partial ciphertext related to the re-
vocation list R: ({Tj = ysj}j∈cover(R)).

4) Finally, send a full ciphertext as follows: CT =
(C,C0, C

′
0, {Ci,1, Ci,2, Ci,3}i∈[1,l], {Tj}j∈cover(R),R,

W ), where W = (M,ρ) is the access policy that
removes the attribute value set.

� Decryption (SK,CT ) → m. Taking the ciphertxt
CT as input, the user who owns the full decryption
key SK = (S,K ′,K, T ′, L, L′, L′′, {KUi}i∈path(id),
{Kτ}τ∈IS ) and the attribute set S can implement the
following algorithm.

1) For U /∈ R, there must exist a node j that j ∈
cover(R) ∩ path(U). Suppose that path(U) =
{i0, · · · , idep(j), · · · , id}, where idep(j) = j, and
compute

B =e(KUj , Tj)
T ′

= e(g, g)r·xid
·s·ω.

2) Let I = {i : ρ(i) ∈ IS} ⊆ [1, 2, · · · , l]. There
exist coefficients {ci|i ∈ I} such that

∑
i∈I

ciλi =

s. And then compute

E =[e(LK′
· L′, Ci,1) · e(L′′, Ci,2) · e(Kρ(i), Ci,3)]

T ′

=e(g, h)(a+c)·r·λi·ω · e(g, g)r·xid
·λi·ω,

F =
∏
i∈I

(E)ci = e(g, h)(a+c)·r·s·ω · e(g, g)r·xid
·s·ω,

D =e(K,CK′

0 · C ′
0) = e(g

α
a+c ·Hr, g(a+c)·s)

=e(g, g)α·s · e(g, h)(a+c)·r·s·ω.

3) Finally, recover the message as m = C·F
D·B .

� KeySanityCheck (SK) → (1/⊥). The algorithm
is used to check whether a decryption key SK =
(K ′,K, T ′, L, L′, L′′, {KUi}i∈path(id), {Kτ}τ∈IS ,S) is
well-formed. The auditor executes this algorithm as
follows:

T ′,K ′ ∈ Zp,K, L, L′, L′′,Kτ ∈ G, (1)

e(g, L′) = e(ga, L) ̸= 1, (2)

e(K, ga · gK
′
) = e(g, g)α · e(LK′

· L′, hT ′
) ̸= 1, (3)

∃τ ∈ IS , s.t. e(Kτ , g) · e(L · L′, u) = e(L′′, g)sτ ̸= 1.
(4)

The decryption key SK is reviewed as a well-formed
key only if it satisfies these Equations (1,2,3,4), and
then the algorithm outputs 1; otherwise ⊥.

� Trace(SKsuspected, PP,R) → (U/authority/⊥).
The auditor runs this algorithm. If the decryption
key SKsuspected is not well-formed, then the algo-
rithm outputs ⊥. Otherwise, firstly obtain id =
Deck̄(K

′) and T ′ = ω from SKsuspected, and then
search id in LN = {U, id}. If there not exists the
same value in LN , the algorithm outputs the author-
ity, which means that the dishonest authority fakes a
user. Otherwise, the algorithm compares T ′ = ω in
SKsuspected with ωU associated with the real user U .
If ω ̸= ωU , the algorithm outputs the authority as a
dishonest party and claim that the user is innocent.
If ω = ωU , the algorithm outputs the user U , which
indicates the user U is dishonest, and generates the
new revocation list R′ = R

⋃
{U}.

� CTUpdate(CT,R′, X ′) → (CT ′). The ciphertext
updated algorithm is executed by the cloud. The
authority selects η ∈ Zp randomly, calculates X ′ =

{x′
i = η · xi mod p}2|U|−2

i=0 , and then sends them to
the cloud. The update key X ′, the latest revocation
list R′ and the ciphertext CT are put into the algo-
rithm by the cloud. Subsequently, the algorithm will
output the new ciphertext CT ′ associated with the
new revocation list R′. For j′ ∈ cover(R′), there are
two case:
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1) If there exists j ∈ cover(R) such that j = j′,
then set Tj′ = Tj .

2) If there exists j ∈ cover(R) such that j is an
ancestor of j′, suppose that

path(j′) = path(j)
⋃

{idep(j)+1, · · · idep(j′)},

where idep(j) = j and idep(j′) = j′. Let Yj = Tj ,
compute iteratively

Yik+1
= (Yik)

x
′
ik+1

x′
ik = ysik+1

,

where k = dep(j), · · · , dep(j′) − 1 and
set Tj′ = Yj′ . The other partial ci-
phertext remains to be unchanged, and
then the updated ciphertext is CT =
(C,C0, C

′
0, {Ci,1, Ci,2, Ci,3}i∈[1,l], {Tj′}j′∈cover(R′),

R′,W ).

5 Security Analysis

In this section, we first prove the IND-CPA security
and accountability, and then give the proof of resistance
against the collusion attacks between a revoked user and
an unrevoked user.

5.1 IND-CPA Security

In the proposed AR-CP-ABE scheme, we only prove the
security of the fresh ciphertext, since the distribution of
updated ciphertext is as same as the fresh ciphertext.
The security proof of our AR-CP-ABE scheme will be
described below.

Theorem 1. If the decisional q-BDHE hardness assump-
tion holds, there is no polynomial time adversary that can
break our AR-CP-ABE scheme with non-negligible advan-
tage under the selective access policy and chosen plaintext
attacks.

Proof. Suppose that there exists a PPT adversary A that
can break our scheme with a non-negligible advantage ε,
then we can construct a challenger C that can solve the
q-BDHE problem with the advantage ε/2.

Let G and GT be two multiplication cyclic groups of
prime order p, g be a generator of G, and the mapping
e : G × G → GT be a bilinear map. Suppose that
q > 2|U|−2. Then C randomly flips a fair coin µ = {0, 1}.
Given Y ′ = (g, gs, gd, gd

2

, · · · , gdq

, gd
q+2

, · · · , gd2q

), C sets

Z = e(g, g)d
q+1s, if µ = 0; Otherwise, C selects Z ∈ GT

randomly. Furthermore, in order to utilize A to distin-
guish Z, C should simulate a challenger for A. Thus, the
simulation is as follows:

� Initialization: A chooses a challenge access policy
W ∗ = (M∗, ρ∗, T ) and a revocation list R∗, where
M∗ is an l∗ × n∗ matrix and n∗ ≤ q, ρ∗ is a map-
ping from rows of M∗ to the attribute name, and

T = {tρ∗(i)}i∈[1,l∗] is the attribute value related to
(M∗, ρ∗).

� Setup: C generates the public parameter as follows:

1) Select α′ ∈ Zp and set e(g, g)α = e(gd, gd
q

) ·
e(g, g)α

′
, which means implicitly α = α′+ dq+1.

Then pick a ∈ Zp, compute ga, and set h =
gd, u = gd

q

.

2) Given the revocation list R∗, let IR∗ = {i ∈
path(U)|U ∈ R∗}, and select vi ∈ Zp,∀i =

0, 1, · · · , 2|U| − 2. If i ∈ IR∗ , set yi = gvigd
i

,
which implies xi = vi + di. Otherwise, let
yi = gvigd

q

, which means implicitly xi = vi+dq.

The public parameters are published as follows:

PP = (p,G,GT , e, g, h, u, e(g, g)
α, ga, {yi}2|U|−2

i=0 ).

� Phase 1: To request the related intermediate keys,
A picks randomly ω, computes H = hω with a
zero-knowledge proof, and submits H and a series
of user attribute sets {U,S = (IS , S)} to C, where IS
and S = {si}i∈IS are the attribute name and at-
tribute value of the user, respectively. Similar to
the case in A-IBE [27], utilizing the knowledge ex-
tractor, C can extract ω. Then for each attribute
value sτ ∈ S and i ∈ {1, 2, . . . , l∗}, if sτ = tρ∗(i),

set uτ = sτ +
n∗∑
n=1

dnM∗
k,n; Otherwise, let uτ = sτ .

According to the four combinations that whether the
attribute satisfies the access policy and whether the
user is revoked, C runs as follows:

– Case 1: If S ∈ W ∗ and U /∈ R∗, then C aborts.

– Case 2: If S ∈ W ∗ and U ∈ R∗, C executs as
follows:

1) Choose c ∈ Zp randomly, set K ′ = c, and
compute K,L,L′, L′′, {Kτ}τ∈IS in the fol-
lowings:

K =g
α′
a+c

(
g

dq

a+c

)M∗
i,1

M∗
i,2 = g

α
a+c hrω,

L =[(gd
q

)
1

(a+c)ω ]−1[(gd
q−1

)
1

(a+c)ω ]

M∗
i,1

M∗
i,2 = gr,

L′ =(gr)a, L′′ = gr·(vid+did ) = grxid ,

Kτ =[(g(vid+did )dq )
sτ

(a+c)ω ]−1

· [(g(vid+did )dq−1

)
sτ

(a+c)ω ]

M∗
i,1

M∗
i,2

· (gd
2q

)
1
ω [(gd

2q−1

)

M∗
i,1

M∗
i,2 ]−

1
ω

·
[
(

n∗∏
k=2

gd
q+kM∗

i,k )−1

· (
n∗∏

k=1,k ̸=2

gd
q+k−1M∗

i,k )

M∗
i,1

M∗
i,2

] 1
(a+c)ω

=gxid
uτ ru−(a+c)r,
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which means implicity r = − dq

ω(a+c) +

dq−1

ω(a+c) ·
M∗

i,1

M∗
i,2

.

2) Suppose that path(id) = {i0, · · · , id},
where i0 = root and id is the value of
the leaf node related to the user U . Since
U ∈ R∗, then id ∈ IR∗ and xid = vid + did .
For i ∈ path(id), C can compute

KUi =
[
(gd

q

)−1 · (gd
q−1

)

M∗
i,1

M∗
i,2

] (vid
+did )

(vi+di)(a+c)ω

=g
r

xid
xi .

– Case 3: If S /∈ W ∗ and U ∈ R∗, C does as
follows:

1) Select ω⃗ = (ω1, · · · , ωn∗) ∈ Zn∗

p , where
ω1 = −1 and M∗

i · ω⃗ = 0 for all i such that
ρ∗(i) ∈ IS . Select c ∈ Zp randomly, and set
K ′ = c.

2) Choose t ∈ Zp randomly, and calculate
K,L,L′, L′′:

K =(gα
′+dt

n∗∏
i=2

gωid
q+2−i

)
1

a+c = g
α

a+chrω,

L =[g
t

a+c

n∗∏
i=1

(gωid
q+1−i

)
1

a+c ]
1
ω = gr,

L′ =(gr)a, L′′ = gr·(vid+did ) = grxid ,

which means implicity r = 1
(a+c)ω (t+ω1d

q+

ω2d
q−1 + · · ·+ ωn∗dq−n∗+1).

3) ∀τ ∈ IS , if ∃i, s.t. ρ∗(i) = τ and sτ = tρ∗(i),
then C computes Kτ as follows:

Kτ =
[ n∗∏
j=1

(gtd
j

n∗∏
k=1

gωkd
q+1+j−k

)Mi,j

] 1
(a+c)ω

·
(
gtd

q
n∗∏
i=1

gωid
2q+1−i

)− 1
ω · L(vid+did )sτ

=gxid
uτru−(a+c)r.

Otherwise, C computes Kτ as follows:

Kτ = L(vid+did )sτ (gtd
q

n∗∏
i=1

gωid
2q+1−i

)−
1
ω .

4) Suppose that path(id) = {i0, · · · , id},
where i0 = root and id is the value of
the leaf node related to the user U . Since
U ∈ R∗, id ∈ IR∗ and xid = vid + did . For
i ∈ path(id), C computes

KUi =
(
gt

n∗∏
i=1

gωid
q+1−i

) (vid
+did )

(vi+di)(a+c)ω
= g

r
xid
xi .

– Case 4: If S ∈ W ∗ and U /∈ R∗, then
K,K ′, L, L′, L′′, {Kτ}τ∈IS can be calculated as

Case 3. Since U /∈ R∗, then id /∈ IR∗ and
xid = vid + dq. Next, for i ∈ path(id), C sets

KUi =
(
gt

n∗∏
i=1

gωid
q+1−i

) (vid
+dq)

(vi+dq)(a+c)ω

= gr·xid .

� Challenge: A sends two equal-length messages
m0,m1 to C. C computes a challenge ciphertext as
follows:

1) C flips a fair coin υ ∈ {0, 1} and computes C =
mυ · Z · e(g, g)α′s, C0 = gs, C ′

0 = (ga)s.

2) C selects r2, · · · , rn∗ ∈ Z∗
p randomly, sets v⃗ =

(s, sd+ r2, · · · , sdn
∗−1 + rn∗)⊤ ∈ Zn∗

p , and then
computes

Ci,1 =

n∗∏
j=2

(gdrj )M
∗
i,j

n∗∏
j=1

(gsd
j

)M
∗
i,jg−adq+i

,

Ci,2 =(gtρ∗(i))−adi
n∗∏
j=2

(gd
jM∗

i,j )−adi
n∗∏
j=2

(grj )M
∗
i,j

·
n∗∏
j=1

(gsd
j−1

)M
∗
i,j = g−tiuρ∗(i)+λi ,

Ci,3 =g−adi

.

3) ∀j ∈ cover(R∗), since xj = vj + dq and yj =
gvj+dq

, then C sets Tj = (gs)vj+dq

= ysj .

Finally, C sends the challenge ciphertext CT =(
C,C0, C

′

0, {Ci,1, Ci,2, Ci,3}i∈[1,l∗], {Tj}j∈cover(R∗)

)
to A.

� Phase 2: Phase 2 is the same as Phase 1.

� Guess: A guess υ′ of υ will be output by A.

1) If υ = υ′, C will output a guess µ′ = 0 of µ.

In this case, C sets Z = e(g, g)d
q+1

and A will
obtain a legal ciphertext. Since the advantage of
A is ε, |Pr[υ = υ′|µ = 0]− 1

2 | = ε. Furthermore,
Pr[υ = υ′|µ = 0] = Pr[µ = µ′|µ = 0] can be
concluded. Then we have Pr[µ = µ′|µ = 0] =
ε+ 1

2 .

2) If υ ̸= υ′, C outputs a guess µ′ = 1 of µ. In
this case, C selects Z ∈ GT randomly and A
cannot obtain any information of υ. Thus, the
advantage ofA is 1

2 , that is to say, Pr[υ ̸= υ′|µ =
1] = 1

2 , In addition, Pr[υ ̸= υ′|µ = 1] = Pr[µ =
µ′|µ = 1] is easily concluded. Therefore, we
have Pr[µ = µ′|µ = 1] = 1

2 .
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Finally, the advantage of C in the game is

|Pr[µ = µ′]− 1

2
| =|Pr[µ = µ′|µ = 0]Pr[µ = 0]

+ Pr[µ = µ′|µ = 1]Pr[µ = 1]− 1

2
|

=|(ε+ 1

2
) · 1

2
+

1

2
· 1
2
− 1

2
|

=
1

2
ε.

5.2 Accountability Security

In this section, we prove the accountability security of
AR-CP-ABE scheme by the following three theorems.

Theorem 2. If the DLP hardness assumption holds, the
advantage of an adversary in the Dishonest-Authority
game is negligible for AR-CP-ABE scheme.

Proof. Assume that there exists a PPT adversary A
who has a non-negligible advantage ε in the Dishonest-
Authority game, then we can construct a challenger C
that can solve a DLP problem with a non-negligible ad-
vantage ε.

Furthermore, in order to utilize A to solve the DLP
problem, C should interact with A as follows:

� Setup: The adversary A calls the Setup algo-
rithm and submits the public parameters PP =

(p,G,GT , e, g, h, u, e(g, g)
α, ga, {yi}2|U|−2

i=0 ) and c =
Ek̄(id) about a user U to C.

� Key Query: C receives a challenge H =
hω ∈ G, where ω is unknown for C. Us-
ing rewinding techniques of Zero-knowledge Proof
of Knowledge of Discrete log protocol in Goyal’s
scheme [27], C can give the required proof
without knowledge of ω. Then A computes
(K ′,K, L, L′, L′′, {KUi}i∈path(id), {Kτ}τ∈IS ,S) to C.

� Key Forgery: A outputs a decryption key SK∗ =
((K ′)∗,K∗, (T ′)∗ = ω′, L∗, (L′)∗, (L′′)∗, {K∗

τ }τ∈IS ,
{KU∗

i }i∈path(id),S) associated with U . Then T ′ = ω′

will be a solution of the discrete logarithm problem
if SK∗ is well-formed.

If A can successfully forge a decryption key, C must
solve the discrete logarithm problem. Since DLP hardness
assumption cannot be solved in probabilistic polynomial
time, there does not exist an A who has a non-negligible
advantage in the Dishonest-Authority game.

Theorem 3. If the l-SDH hardness assumption holds, the
advantage of an adversary in the Dishonest-User-1 game
is negligible for the AR-CP-ABE scheme under q < l,
where q is the number of key query.

Proof. Suppose that there exists a PPT adversary A who
has a non-negligible advantage ε in the Dishonest-User-
1 game with q key queries and l = q + 1, then we can
construct a challenger C that attacks the l-SDH hardness
assumption with a non-negligible advantage ε. Let G and
GT be two multiplication cyclic groups of prime order p,
g be a generator of G, and e : G×G → GT be a bilinear

mapping. Given an l-SDH problem (g1, g
a
1 , g

a2

1 , · · · , gal

1 ),
where g1 ∈ G, a ∈ Zp, the objective of C is to find a tuple

(cr, ϖr = g
1

a+cr
1 ). For i = 0, 1, · · · , l, set Ai = ga

i

1 . Then
the simulation will be executed as follows:

� Setup: C selects randomly q different values
c1, c2, · · · , cq ∈ Z∗

q and α, θ ∈ Zp, u ∈ G. Let

f(y) =
q∏

i=1

(y + ci) =
q∑

i=0

αiy
i, where α0, · · · , αq ∈ Zp

are the coefficients of f(y). Then C executes as fol-
lows:

1) Let g =
q∏

i=0

(Ai)
αi = g

f(a)
1 , ga =

q+1∏
i=1

(Ai)
αi−1 =

g
f(a)·a
1 .

2) For each node of T , C chooses {xi}2|U|−2
i=0 ∈ Zp

randomly, computes {yi = gxi}2|U|−2
i=0 and pub-

lishes the public parameters PP =(p, G, GT , e,

g, h = gθ, u, e(g, g)α, ga, {yi = gxi}2|U|−2
i=0 ).

� Key Query: A requests q key queries. For i-th
query, A submits (Ui,Si) and Hi = hωi to C, where
ωi ∈ Zp. Then set

fi(y) =
f(y)

y + ci
=

q∏
j=1,j ̸=i

(y + cj) =

q−1∑
j=0,j ̸=i

βjy
j ,

where β0, · · · , βq−1 ∈ Zp are the coefficients of fi(y).
C computes

σi =

q−1∏
j=0

(Aj)
βj = g

fi(a)
1 = g

f(a)
a+ci
1 = g

1
a+ci .

Then C chooses r ∈ Zp randomly and computes a
partial key about (Ui, Si) as: (K

′ = ci,K = (σi)
α =

g
α

a+ci Hr, L = gr, L′ = (ga)r, L′′ = grxid , {Kτ =
gxid

sτr(ua ·uci)−r = gxid
sτru−(a+ci)r}τ∈IS). Suppose

path(id) = {i0, . . . , id}, where i0 = root and id is a
leaf node the value associated with the user Ui in

the tree. C sets the key component KUi = g
r·

xid
xi

of the user Ui. Finally, C sends the intermediate
key (K ′,K, L, L′, L′′, {Kτ}τ∈IS , {KUi}i∈path(id),Si)
to A.

� Key Forgery: A sends a forged key SK∗ to C. Let
ξ1 stand for the event that A wins the Dishonest-
User-1 game. Suppose that SK∗ satisfies the condi-
tions of the key sanity check and K ′ /∈ {c1, · · · , cq}.

1) If ξ1 dose not occur, C chooses a tuple (cr, ϖr) ∈
Zp ×G as the solution of l-SDH problem.
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2) If ξ1 occurs, C writes a polynomial f(y) =

φ(y)(y + K ′) + φ − 1, where φ(y) =
q−1∑
i=0

φiy
i

and φ − 1 ∈ Z∗
p. Since f(y) =

q∏
i=1

(y + ci),

ci ∈ Z∗
p and K ′ /∈ {c1, · · · , cq}, (y + K ′) can

not divide into f(y). C sets σ = (K/LθT ′
)α

−1

=

g
1

a+K′ = g
f(a)

a+K′
1 = g

φ(a)
1 g

φ−1
a+K′
1 and then can

compute cr = K ′, ϖr = (σ ·
q−1∏
i=0

A−φi

i )
1

φ−1 =

g
1

a+K′
1 . Since e(ga1g

cr
1 , ϖr) = e(ga1g

K′

1 , g
1

a+K′
1 ) =

e(g1, g1), (cr, ϖr) is the solution to the l-SDH
problem.

Let ξ2 denote the event that (cr, ϖr) is the solution
to the l-SDH problem. If C randomly selects (cr, ϖr),
ξ2 occurs with negligible advantage, for simplicity with
0. In the case where A succeeds and gcd(φ − 1, p) =
1, the probability of (cr, ϖr) that satisfies the condition

e(ga1g
cr
1 , ϖr) = e(ga1g

K′

1 , g
1

a+K′
1 ) is 1. So the probability of

C to solve the l-SDH problem is:

Pr[ξ] =Pr[ξ|A succeeds] · Pr[A succeeds]

+ Pr[ξ|A succeeds ∧ gcd(φ− 1, p) ̸= 1]

· Pr[A succeeds ∧ gcd(φ− 1, p) ̸= 1]

+ Pr[ξ|A succeeds ∧ gcd(φ− 1, p) = 1]

· Pr[A succeeds ∧ gcd(φ− 1, p) = 1]

=0 + 0 + 1 · Pr[A succeeds ∧ gcd(φ− 1, p) = 1]

=ε.

Theorem 4. If the DLP hardness assumption holds, the
advantage of an adversary in the Dishonest-User-2 game
is negligible for the AR-CP-ABE scheme.

Proof. Suppose that there exists a PPT adversary A that
has a non-negligible advantage ε in the Dishonest-User-2
game, then we can construct a challenger C that can solve
the DLP problem (g, gz) with a non-negligible advantage.
In order to utilize A to obtain z, C should simulate a
challenger for A, and interacts with A as follows:

� Setup: C sends the public parameters PP to A by
calling the Setup algorithm. Then C selects t, µ ∈ Zp

randomly and computes h = gt, u = gµ.

� Key Query: A submits a series of attribute sets
to C for requesting the intermediate keys. For ev-
ery query, when A makes a proof of knowledge of
the discrete log of hω with respect to h for C, C will
extract the discrete log ω by using a knowledge ex-
tractor [27]. Then C selects γ ∈ Zp and computes

(K ′ = c,K = g
α

a+c gωzγt = g
α

a+c gωrt, L = gzγ =
gr, L′ = gazγ = gar, L′′ = gxid

zγ = gxid
r, {Kτ =

gxid
sτzγg−(a+c)zγµ}τ∈IS = gxid

sτrg−(a+c)rµ}τ∈IS),
which means implicitly r = γ · z. Finally, C sends
(K ′,K, L, L′, L′′, {Kτ}τ∈IS ,S) to A.

� Key Forgery: A outputs a forged key SK∗ related
with (U, c). Suppose that (U, c) has been queried,
let’s call that (Ui, ci), but ω does not equal to ωi. The
key of (Ui, ci) is (K

′ = c,K = g
α

a+chωr, L = gr, L′ =
gar, L′′ = gxid

r, {Kτ = gxid
sτru−(a+c)r}τ∈IS , T

′ =
ωi). A outputs a forged key SK∗ =

(
(K ′)∗ =

c,K∗ = g
α

a+chω∗r∗ , L∗ = gr
∗
, (L′)∗ = gar

∗
, (L′′)∗ =

gxid
r∗ , {K∗

τ = gxid
sτr

∗
u−(a+c)r∗}τ∈IS , (T

′)∗ = ω∗).
Now, we analyze K and K∗, Kτ and K∗

τ . If A can
forge K∗ and K∗

τ successfully, then we can suppose that
K∗ = K · hp1 ⇒ ωr + p1 = ω∗r∗ and K∗

τ = Kp2
τ ⇒

rp2 = r∗. Since A knows ω, ω∗, p1, p2, then A can get
r = p1/(ω

∗p2 − ω). Suppose that the probability ω∗p2 =
ω can be negligible and since r = γz, A can compute
the solution of DLP problem z = r/γ = p1/γ(ω

∗p2 −
ω). However DLP hardness assumption cannot be solved
in probabilistic polynomial time, there does not exist an
adversary A who has a non-negligible advantage in the
Dishonest-User-2 game.

5.3 Collusion Resistance

Theorem 5. If the DLP difficulty problem holds, the pro-
posed AR-CP-ABE scheme with user revocation is secure
against user collusion in the selective model.

Proof. Suppose that there exists a PPT adversary A who
can break the proposed scheme with a non-negligible ad-
vantage ε after q1 Type-I queries and q2 Type-II queries,
then we can construct a challenger C that can solve
the DLP problem (g, gz) with the advantage at most
ε/(q1 · q2). Furthermore, in order to utilize A to obtain z,
C should simulate a challenger for A. Then, C interacts
with A as follows:

� Initialization: A chooses a challenge access policy
W ∗ = (M∗, ρ∗, T ∗) and a revocation list R∗, where
M∗ is an l∗ × n∗ matrix and n∗ ≤ q, ρ∗ is a map-
ping from rows of M∗ to the attribute name, and
T ∗ = {tρ∗(i)}i∈[1,l∗] is the attribute value related to
(M∗, ρ∗).

� Setup: C generates the public parameters by call-
ing the Setup algorithm and sends the public pa-
rameters PP to A. Note that for each node of
the binary tree T , select {xi}2|U|−2

i=0 ∈ Z∗
p randomly.

If a user U /∈ R∗, C sets A = gz and computes
{yi = Axi = gzxi}i∈path(id). Otherwise, C computes
{yi = gxi}i∈path(id).

� Phase 1: C first sets two empty lists LI and LII . A
submits some queries as follows.

– Type-I key query ⟨UI ,SI⟩: User UI already
has been revoked, but her or his attribute set
SI = (IS , S) ∈ W ∗, where IS and S = {si}i∈IS

are the attribute name and attribute value of
the user. Firstly, A computes H = hω and
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Table 1: Functionality comparisons

schemes Revocation Update
Collusion
Resistance

Authority
Accountability

Hidden Policy Backward Security

Li et al. [11] × × −
√ √

−
Vaanchig et al. [29] attribute ciphertext, key

√
× ×

√

ATIR-CPABE [16] user key
√ √

× ×
Han et al. [17] user ciphertext × ×

√
×

Zhang et al. [18] × × − ×
√

−
Ours user ciphertext

√ √ √ √

Table 2: Efficiency comparisons

schemes KeyGen Encrypt Decrypt Trace Update

Li et al. [11] (7 + 3s)E + (1 + 2s)M
(4 + 5l)E

+(3 + 2l)M
(1 + 3l)P + 5E
+(5 + 2l)M

− −

Vaanchig et al. [29] (1 + s)E +M
(1 + 5l)E

+M
(2n+ 1)P + nE

+(2 + n)M
− 2ncE

ATIR-CPABE [16] (10 + s)E + (9 + s)M
(6 + 3l)E
+(1 + l)M

(5 + 2n)P + (6 + n)E
+(6 + n)M

(8 + 2s)P + 7E
+4M

4E + 3M

Han et al. [17] (6 + s)E + (1 + s)M
(3 + 4l + r)E
+(1 + l)M

(2 + 3n)P + (3 + n)E
+(5 + 2n)M

(6 + s)P + (2 + s)E
+(3 + s)M

t1E

Zhang et al. [18] (3 + 2s)E + (3 + 2s)
(4 + 6l)E

+(2 + 6l)M
(2n+ 1)P + nE + nM − −

Ours (6 + s+ j)E + (1 + s)M
(3 + 4l + r)E
+(1 + l)M

(2 + 3n)P + (4 + n)E
+(5 + 2n)M

(6 + s)P + (3 + s)E
+(3 + s)M

t1E

An exponent operation in GT ,G is represented by E. A bilinear pairing operation is represented by P . A multi-
plication is represented by M . The number of attributes that the access policy contains is represented by l. The
number of attributes that the user owns is represented by s. The number of attributes that meets the access policy
is represented by n. The number of cover(R) is represented by r. The length of path(U) is represented by j.

gives a zero-knowledge proof to C for requesting
the intermediate keys. In Goyal’s scheme [27],
a simulator can use a knowledge extractor to
extract ω. Thus C can use this technology to
obtain ω. Then C can generate a intermediate
key in the following:

1) Choose c, rI ∈ Zp randomly, and compute
K ′,K, L, L′, L′′, {Kτ}τ∈IS as follows:

K ′ =c, K = g
α

a+chrIω,

L =grI , L′ = (grI )a = garI ,

L′′ =grIxI,id ,Kτ = gxI,id
·sτ ·rI · u−(a+c)·rI ,

where τ ∈ IS .

2) Suppose that path(id) = {i0, · · · , id},
where i0 = root and id is the
value of the leaf node related to
the user UI . C computes {KUI,i =

g
rI ·

xI,id
xI,i }i∈path(id). Finally, C sends the key

(K ′,K, L, L′, L′′, {KUI,i}i∈path(id), {Kτ}τ∈IS ,
S) to A and adds it into LI .

– Type-II key query ⟨UII ,SII⟩: User UII is un-
revoked, but her or his attribute set SII /∈ W ∗.

Then C chooses c, rII ∈ Zp randomly and gener-
ates a intermediate key by running the KeyGen
algorithm as follows.

K ′ =c, K = g
α

a+c · hrII ·ω, L = grII ,

L′ =ga·rII , L′′ = (gz)rII ·xII,id ,

Kτ =(gz)xII,id
·sτ ·rII · u−(a+c)·rII ,

{KUII,i =g
rII ·

xII,id
xII,i }i∈path(id).

Finally, (K ′,K, L, L′, L′′, {KUII,i}i∈path(id),
{Kτ}τ∈IS ,S) will be sent to A and added to LII

by C.

� Challenge: A sends two equal-length messages
m0,m1 to C. Then C flips a coin b̄ ∈ {0, 1} randomly
and computes a ciphertext of mb̄ as follows:

1) Select ki, s ∈ Zp randomly, where i ∈
[1, l], and calculate a partial ciphertext en-
crypted by the access policy W ∗: (C =
mb̄ · e(g, g)αs, C0 = gs, C ′

0 = gas, {Ci,1 =
hλiuki , Ci,2 = g−ki·tρ(i)+λi , Ci,3 = gki}i∈[1,l]).

2) Set the other ciphertext component ({Tj = ysj =
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gzxjs}j∈cover(R∗)), which is related to the revo-
cation list R∗.

� Phase 2: Phase 2 is as same as Phase 1.

� Guess: If the challenge ciphertext can be decrypted
by A, he has to combine K ′,K, L, L′, L′′, {Kτ}τ∈IS

of UI and {KUII,i}i∈path(id) of UII . Then
C can successfully select matching tuples
K ′,K, L, L′, L′′, {Kτ}τ∈IS and {KUII,i}i∈path(id)

from LI and LII . Hence, he can compute

B =e(KUII,j , Tj)
T ′

= e(g
rII ·

xII,id
xj , ysj )

ω

=e(g
rII ·

xII,id
xj , gzxjs)ω = e(g, g)rI ·xI,id

·s·ω.

Therefore, only if rII ·xII,id · z = rI ·xI,id , the above
equation holds and the ciphertext can be decrypted
correctly. Finally, C outputs z =

rI ·xI,id

rII ·xII,id
as his

answer.

Suppose that A issues q1 Type-I key queries and q2
Type-II key queries, then the probability that C selects
matching tuples is 1/(q1 · q2). Thus the advantage of C is
at most ε/(q1 · q2).

6 Performance Analysis

In this section, we will compare the functionality and eval-
uate the efficiency between the proposed scheme and the
existing schemes [11,16–18,29].

6.1 Functionality Comparisons

Table 1 shows that Ning et al.’s implicitly revocable
CP-ABE scheme (ATIR-CPABE) [16] and the proposed
AR-CP-ABE scheme can support the authority and user
accountability and user revocation, while Han et al.’s
scheme [17] and Zhang et al.’s [18] scheme can achieve
hidden policy merely. Vaanchig et al. [29] can also imple-
ment user revocation and Li et al.’s scheme [11] can also
realize the authority accountability. However, Vaanchig
et al. [29] cannot trace the malicious user and Li et al.’s
scheme [11] cannot remove the malicious users from the
E-health system. Furthermore, Ning et al.’s scheme [16]
cannot implement the backward security and the hid-
den policy, Han et al.’s scheme [17] cannot support the
accountability and the backward security. At the same
time, Ning et al.’s [16] and Han et al.’s [17] schemes could
be vulnerable to user collusion attacks. Fortunately, the
proposed AR-CP-ABE scheme can implement these func-
tionalities at the same time and avoid the above security
flaws.

6.2 Efficiency Analysis

In Table 2, we denote t1 =
∑

j′∈cover(R′)

(dep(j′)−1−dep(j))

and nc as the number of ciphertexts including an at-
tribute in its access structure. Table 2 shows that in the
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Figure 3: The comparisons of the results

KeyGen and Trace algorithm, since the pairing operation
takes more time than the exponent operation, the pro-
posed scheme is more efficient than Li et al.’s scheme [11]
and Ning et al.’s ATIR-CPABE scheme [16] in Trace al-
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Figure 4: The efficiency of the update

gorithm. In the update algorithm, ATIR-CPABE scheme
[16] and Vaanchig et al. [29] needs to generate the updated
keys for all the unrevoked users, while only the ciphertext
needs to be updated in the proposed scheme, thus the up-
date time cannot be compared. It is pointed out that the
proposed scheme can implement the accountability, user
revocation and policy hiding at the same time, but the
efficiency of the proposed scheme is comparable to that
of Han et al.’s scheme [17].

Furthermore, Figure 3 demonstrates the efficiency test
about the proposed scheme and related schemes and Fig-
ure 4 shows the efficiency of the Update algorithm with
the number of attributes from 10 to 50. The machine
for execution is 11th Gen Intel(R) Core(TM) i5-1135G7
@ 2.40GHz 2.42 GHz with 16.0GB RAM running 64 bits
Windows 10. We set the attribute number from 10 to 50
and the revocation list from R = ∅ to R∗ = {U6}. Figure
3 vividly shows the comparisons of the KeyGen time, the
Encryption time, Decryption time and the Trace time, re-
spectively. It is clear that the proposed scheme is more
efficient than other schemes [11, 16, 18]. Figure 4 shows
that the update time is independent of the attributes in
our scheme, which only updates the ciphertexts.

7 Conclusions

In this paper, we have presented a collusion resistance CP-
ABE scheme with accountability, revocation and policy
hiding. By binding together the secret value of the binary
tree decryption node to the specific information of users,
the proposed scheme can avoid user collusion attacks and
achieve the backward security. At the same time, our
scheme can implement the white-box accountability by
embedding the secret value of user in the key and the
partial hidden policy. Furthermore, the proposed scheme
is proved to be secure under the decisional q-BDHE hard-
ness assumption in the standard model. In the future,
we aim to construct an accountable and revocable CP-
ABE scheme with full hidden policy and use fine-grained
attribute revocation to manage user permissions.
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Abstract

We show that the outsourcing algorithms [IEEE ITJ,
7(4), 2020, 2968–2981] for solving quadratic congruence
in the Internet of Things are flawed. (1) The Cipolla
algorithm is unsuitable for the discussed scenario. The
underlying modulus is generally a composite containing
two strong primes to resist some factorization algorithms.
Besides, the Rabin cryptosystem explicitly requires that
p ≡ q ≡ 3 mod 4. In this case, the Cipolla algorithm is un-
necessary. (2) The outsourcer can finish the computation
solely, even if p ̸≡ 3 mod 4 and q ̸≡ 3 mod 4. He doesn’t
have to outsource the original problem because he must
pay out equal-cost O(log3 p) in the proposed outsourcing
scenario.

Keywords: Adleman-Manders-Miller algorithm; Cipolla
Algorithm; Pollard Method; Quadratic Congruence;
Strong Prime

1 Introduction

The Internet of Things (IoT) consists of a large amount
of resource constrained devices to collect and compute
data. These devices need to execute some public-key
cryptographic protocols for confidentiality and authen-
tication [2]. But some public-key computations are too
expensive for these devices to finish. It becomes usual
for these resource constrained devices to outsource those
heavy computations to cloud or edge servers.

In the outsourcing scenario, one has to tackle some
security challenges [14]. Usually, it requires that:

� The sensitive information contained in the out-
sourced data should not be exposed to the cloud
servers.

� The outsourcer can verify the correctness of the re-
turned results.

� The outsourcer can save much computational cost in
comparison with the incurred communication cost.

Dreier and Kerschbaum [10] have put forth a method
for secure outsourcing of linear programming. After that,
Wang et al. [21] proposed a scheme for outsourcing large-
scale systems of linear equations. But its homomorphic
encryption system [15] was not compatible with Jacobi
iteration [3]. In 2014, Chen et al. [7] presented one algo-
rithm for outsourcing linear regression problem, but ne-
glected to check whether the client can solve the original
problem solely [4].

In 2015, Salinas et al. [18, 19] have presented an out-
sourcing scheme for large-scale sparse linear systems of
equations. In 2018, Ding et al. [9] pointed out that in
the Salinas et al.’s scheme the cloud server can recover
a client’s input. In 2020, Cao and Markowitch [5] ar-
gued that in the discussed scenario it was unnecessary
for a client to outsource the problem because he can fin-
ish the computations solely. Recently, Wang et al. [11,22]
have presented a survey for reversible data hiding for VQ-
compressed images. Pan et al. [8, 12, 13, 16, 17, 20] put
forth some batch verification schemes for identifying ille-
gal signatures, smart card-based password authentication
schemes, and data collaboration scheme with hierarchical
attribute-based encryption in cloud computing scenario.

The Rabin cryptosystem is based on the intractability
of solving x2 ≡ modn, where n is an RSA modulus. It
has been proved that the security of Rabin cryptosystem
was equivalent to factoring n, while the security of RSA
has not yet been proven. So, in some cases the Rabin
cryptosystem is more appreciated because the encryptor
only needs to do one multiplication modulo n. For exam-
ple, the IoT security framework makes use of the Rabin
encryption to offer confidentiality.

Table 1: Cipolla algorithm

Let p be an odd prime, n ∈ Fp be a quadratic residue.

Find a ∈ Fp such that (a2 − n)
p−1
2 ≡ −1 mod p.

Compute the quadratic root x = (a+
√
w)

p+1
2 mod p

within the filed Fp(
√
w), where w = a2 − n.
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The Cipolla algorithm (Table 1) can be used to solve
quadratic congruences. Recently, Zhang et al. [23] have
presented two outsourcing algorithms based on Cipolla
algorithm. In this note, we show that the outsourcing
algorithms have two flaws.

2 Review of the Algorithms

Given the odd prime p and n ∈ Fp, the client transforms
the two numbers into p′ = pq, n′ = n−r1p, where q, r1 are
two random blinders. We now only describe the second
outsourcing algorithm as below (Table 2). Its correctness
is based on that

x ≡(a+
√

a2 − n′)kR′
2 mod p

≡(a+
√

a2 − n′)k((a+
√

a2 − n′)d
′
2 mod p′) mod p

≡(a+
√

a2 − n′)k+d′
2 mod p

≡(a+
√
a2 − n′)(p+1)/2 mod p

((a2 − n′)d
′
mod p′) mod p

≡ (a2 − n′)(p−1)/2+r2(p−1) mod p

≡ (a2 − n′)(p−1)/2 mod p

≡ (a2 − n)(p−1)/2 mod p ≡ −1.

3 Analysis

In general, an outsourcing algorithm should meet two ba-
sic requirements: privacy—nobody can know the client’s
input and output except himself; efficiency—the client
can save much cost in comparison with solving the origi-
nal problem solely. But we find the proposed outsourcing
algorithms fail to meet the second requirement.

3.1 Strong Primes Should Be Chosen

In order to resist some factorization algorithms such as
the Pollard ρ + 1 or ρ − 1 methods, PKCS suggests the
using of strong primes. A strong prime p satisfies that
p − 1 contains a large prime factor, and p + 1 also con-
tains a large prime factor. The Rabin cryptosystem in
particular requires that p ≡ q ≡ 3 mod 4. In this case,
the user can simply recover the square root by comput-

ing n
p+1
4 mod p. The claim that [page 2979, Ref. [23]] “in

the Rabin cryptosystem, p and q are not necessary to be
p ≡ q ≡ 3 mod 4” is incorrect. To the best of our knowl-
edge, the Cipolla algorithm is unnecessary for a public
key cryptographic scheme based on the intractability of
factorization.

3.2 The Outsourcer Can Finish The
Computation Solely

The outsourcing algorithms fail to save much cost for the
outsourcer, even if p ̸≡ 3 mod 4. As we see, the out-
sourced task is just to do the computation of finding a

such that
(a2 − n)

p−1
2 ≡ −1 mod p

For a randomly chosen a ∈ Fp, the checking re-
quires O(log2 p) cost by computing the Legendre Symbol(

a2−n
p

)
. Assuming Extended Riemann Hypothesis, it re-

quires O(log p) tests [1] to find out a quadratic nonresidue

ρ such that ρ
p−1
2 ≡ −1 mod p. The modular exponentia-

tion
(a+

√
w)

p+1
2 mod p.

requires O(log3 p) cost. Thus, the client only needs to pay
O(log3 p) cost to find the square root, if he tries to solve
the problem solely.

In the outsourcing scenario the client needs to pay
O(log k log2 p) cost to compute

(a+
√
a2 − n′)kR′

2 mod p.

The cloud (not knowing the modulus p) should ultimately
find out a ∈ Fp′ such that

((a2 − n′)d
′
mod p′) mod p ≡ −1.

The procedure needs to do O(log p) interactions between
the client and the cloud, which requires much cost be-
cause the communicators and transferred data should be
authenticated. Usually, it requires at least O(log2 p) cost
(equal to doing a multiplication of two integers with the
same length log p) for the client to authenticate the trans-
ferred data in each loop. So, the client needs to pay out
O(log3 p) cost at least. See Table 3 for the cost compar-
isons. Thus, it is unnecessary for the client to outsource
the original problem because he needs to pay out equal
cost O(log3 p) in the outsourcing scenario.

Other flaws. The communication cost analysis (Ta-
ble II, [23]) neglects the cost for underlying communi-
cators authentication and data integrity authentication.
The listed references [16, 21] are misleading due to the
shortcomings shown in [3,5]. By the way, the expressions
R′

1 = (a2 − n)d
′
and R′

1 = a2 − n′ (page 2975, Ref. [23])
are not computed over the ring Zn, which should be re-
vised as R′

1 = (a2−n)d′
mod p′, where p′ is a secret prime

factor owned only by the outsourcer.

3.3 Further Discussions

There is a more efficient algorithm for root extraction,
i.e., the Adleman-Manders-Miller algorithm [1] (Table 4).
Its basic idea can be described as below. Write p − 1 =
2ts, 2 ∤ s. Given a quadratic residue δ and a quadratic
nonresidue ρ, i.e.,

(δs)
2t−1

≡ 1 mod p, (ρs)
2t−1

≡ −1 mod p.

If t ≥ 2, then (δs)
2t−2

mod p ∈ {1,−1}. Take k1 ∈ {0, 1}
such that

(δs)
2t−2

(ρs)
2t−1·k1 ≡ 1 mod p.
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Table 2: SoSQC2

Client: {n, p} Cloud
[Transformations]
Pick r1, r2 ∈ Fp, a short random
integer k, and a large prime q.
Compute p′ = pq, n′ = n− r1p,
d′ = (p− 1)/2 + r2(p− 1),

d′2 = (p+ 1)/2− k.
n′,d′,d′

2,p
′

−−−−−−−−→
[Quadratic nonresidue finding]
Pick a ∈ Fp, compute

Check R′
1 ≡ −1 mod p. R′

1 = (a2 − n′)d
′
mod p′.

If it fails, ask for a new number
R′

1←−−−
until such an integer is found.

OK−−−−→ Upon receiving “OK”, compute

R′
2 = (a+

√
a2 − n′)d

′
2 mod p′.

a,R′
2←−−−−−

[Retrieval] Compute

x = (a+
√
a2 − n′)kR′

2 mod p.
Check that x2 ≡ n mod p.

Table 3: Cost comparisons

Unoutsourcing case Outsourcing case
(1) Find a ∈ Fp such that (1) Do O(log p) interactions with

(a2 − n)
p−1
2 ≡ −1 mod p, the cloud to find R′

1 ≡ −1 mod p,

which requires O(log3 p) cost. which requires O(log3 p) cost at least.
(2) Compute (2) Compute

(a+
√
w)

p+1
2 mod p (a+

√
a2 − n′)kR′

2 mod p

which requires O(log3 p) cost. which requires O(log k log2 p) cost.

Since (δs)
2t−3

(ρs)
2t−2·k1 mod p ∈ {1,−1}, take k2 ∈

{0, 1} such that

(δs)
2t−3

(ρs)
2t−2·k1 (ρs)

2t−1·k2 ≡ 1 mod p.

Likewise, take k3, · · · , kt−1 ∈ {0, 1} such that

δs (ρs)
2·k1+22·k2+···+2t−1·kt−1 ≡ 1 mod p.

Thus,(
δ

s+1
2

)2 (
(ρs)

k1+2·k2+···+2t−2·kt−1

)2

≡ δ mod p.

Its computational complexity is O(log3p + t2log2p) (see
[6]). Since p is usually set as a strong prime, i.e., t = 1,

it becomes O(log3p), and δ
p+1
2 ≡ δ mod p.

If 4 | p + 1, then δ
p+1
4 mod p is just a square root of δ

modulo p. This is the reason that the Rabin Cryptosys-
tem specifies p ≡ q ≡ 3 mod 4. In this case, it avoids the
need to find a quadratic nonresidue.

The complexities of Cipolla algorithm and Adleman-
Manders-Miller algorithm are both dominated by the pro-
cedure to find a quadratic nonresidue. The Cipolla algo-
rithm needs to find a special quadratic nonresidue which
should be written as a2−n, while the Adleman-Manders-
Miller algorithm only needs to find a common quadratic

Table 4: Adleman-Manders-Miller algorithm

Let p be an odd prime, δ ∈ Fp be a quadratic residue.
Write p− 1 as 2ts, where 2 ∤ s.
Find a quadratic nonresidue ρ, i.e., ρ

p−1
2 ≡ −1 mod p.

Take k1, · · · , kt−1 ∈ {0, 1}, such that

δs (ρs)
2·k1+22·k2+···+2t−1·kt−1 ≡ 1 mod p.

Compute the quadratic root

x ≡ δ
s+1
2 (ρs)

k1+2·k2+···+2t−2·kt−1 mod p.

nonresidue ρ. So, the Adleman-Manders-Miller algorithm
is more efficient than the Cipolla algorithm. Besides, the
Adleman-Manders-Miller algorithm can be extended to
rth root extraction (r > 2).

4 Conclusion

We show that the Zhang et al.’s outsourcing algorithms
cannot save much cost for the client. We want to stress
that the Adleman-Manders-Miller algorithm is more effi-
cient than the Cipolla algorithm because the latter needs
to find out a special quadratic nonresidue.
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Abstract

In order to solve the problem of anomaly analysis in dis-
tributed firewalls, a rule anomaly detection method based
on spatial relationship comparison is proposed. Firstly,
all firewall rules on the network path are mapped into the
Firewall Design Matrix(FDM) in reverse order to form
independent unit space sets. Secondly, the unit space
overlap of all the upstream firewalls corresponding to the
most downstream firewall FWd is obtained. Then this
overlap is mapped to the rule space of FWd, where the
uncovered area of FWd is the desired shadowing anomaly.
For spuriousness anomaly, we first calculate the unit space
overlap of all downstream firewalls corresponding to the
most upstream firewall FWu and then map the overlap
to the rule space of FWu, where the uncovered area of
FWu is the desired spuriousness anomaly. Simulation re-
sults show that this method can accurately and efficiently
detect all the rule shadowing anomalies and spuriousness
anomalies.

Keywords: Anomaly Detecting; Distributed Firewall;
Firewall Policy; Policy Anomaly Analysis

1 Introduction

Firewalls are critical components of network security and
are deployed at the entrances between a private network
and the Internet to monitor all incoming and outgoing
packets. The function of a firewall is to examine the field
values of every packet and decide whether to accept or
discard a packet according to the firewall policies. The
policy is specified as a sequence of rules, each of which
has a predicate over some packet header fields and a de-
cision to be performed upon the packets that match the
predicate. With the rapid development of the Internet,
it is more and more difficult to efficiently manage fire-
wall rules as the number of rules increases. It is known

that the rules in a firewall policy are logically entangled
because of conflicts among rules and the resulting order
sensitivity [23]. Ordering the rules correctly in a firewall
is critical and difficult.

In a traditional perimeter firewall environment, the lo-
cal firewall policy may include intra-firewall anomalies,
where the same packet may match multiple filtering rules.
Moreover, in distributed firewall environment, firewalls
might also have inter-firewall anomalies when individual
firewalls in the same path perform different filtering ac-
tions on the same traffic [1]. Therefore, the administra-
tor must give special attention not only to all rule rela-
tions in the same firewall in order to determine the cor-
rect rule order, but also to all relations between rules in
different firewalls, in order to determine the proper rule
placement in the proper firewall. In addition, a typical
large-scale enterprise network might involve hundreds of
rules that might be written by different administrators at
different times. This significantly increases the potential
of anomaly occurrence in the firewall policy, jeopardizing
the security of the protected network. Therefore, the ef-
fectiveness of firewall security depends on the provision
of policy analysis techniques that network administrators
can use to analyze the correctness of written firewall fil-
tering rules.

In this paper, we address the problem of anomaly anal-
ysis in distributed firewalls. Our work presents a signif-
icant contribution in this field since it offers a new ap-
proach to analyze anomalies within distributed firewall
filtering rules, which is based on the complete definition of
anomalies stated in the work of Al-Shaer and Hamed [1].
Our paradigm is based on a two-stage analysis process. In
the first stage, for intra-firewall anomalies, we design an
approach to eliminate them while maintaining the con-
sistency, compactness and completeness of the original
firewall rules [10]. In the second stage, we propose a new
approach to analyze inter-firewall anomalies based on the
comparison of rule spatial relation, this method can ac-
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curately and efficiently discover the shadowing anomalies
and spuriousness anomalies of distributed firewall policy.
The approach is also very effective, performance analysis
and simulation results show that the algorithm has a high
execution efficiency.

The rest of this paper is organized as follows: the re-
lated work is presented in Section 2; then we define the
intra-firewall anomalies, and present the algorithm for
elimination of them in Section 3. In Section 4, we first give
the classification and detection algorithm of inter-firewall
anomalies, followed by the analysis of experimental results
in Section 5. Finally, the conclusion is drawn in Section 6.

2 Related Work

Although distributed firewall policy analysis has been
given strong attention in the research community, some
excellent algorithms and corresponding tools are mostly
focused on the problems of rule design, rule compression
and rule conflict detection for traditional perimeter fire-
walls [8–10, 14, 16], while methods and tools for anomaly
detection of distributed firewall policies are not many
yet [17,18,22].

Nowadays, the design, optimization and management
of firewall policies have attracted wide attention of re-
searchers, the problem of firewall policy design is to de-
sign corresponding firewall rules according to the network
security requirements described by natural language. At
present, the common method is to define and analyze fire-
wall security policies using specific design models, such as
Trie binary tree [3], FDD [10], FDM [8] et al, and then
generate filtering rules through policy mapping. In our
prior work [8], an approach to designing firewall based on
multidimensional matrix was proposed. Specifically, we
developed a new designing model, namely firewall design
matrix (FDM), and the corresponding construction algo-
rithm for mapping firewall rules to FDM, whose consis-
tency and compactness can be achieved by the construc-
tion algorithm, and then a firewall generation algorithm
was proposed to generate the target firewall rules equiva-
lent to the original ones while maintaining the complete-
ness.

During the process of firewall filtering packets, when a
packet matches two or more rules at the same time and
the decision of these rules differs, rules conflict. At this
time, data packets are processed according to the decision
defined by the high priority rule. Generally speaking, rule
conflicts need to be detected and eliminated as many as
possible, otherwise some packets will be filtered incor-
rectly, which will bring some adverse consequences to the
network. At present, most of the research on rule con-
flict focuses on the traditional perimeter firewall, includ-
ing conflict classification, conflict detection and conflict
elimination.

The classification of rule conflicts have a detailed dis-
cussion in [11]. The traditional perimeter firewall rule
conflicts are classified as shadowing anomaly, correla-

tion anomaly, generalization anomaly and redundancy
anomaly. Rule conflict detection is to find all conflict rule
pairs in a rule set, or to find all rules that conflict with a
rule set. Conflict elimination technology refers to the rule
set does not have any conflict rules after rule conflicts
are eliminated. Literature [12] compares and analyzes
the inconsistent parts of rule decision-making in each seg-
ment to detect rule conflicts and to eliminate them by
adjusting the order of rules. But because rules often span
multiple segments, it is possible to introduce anomalies
to other segments when adjusting the order of rules in
one segment. Moreover, in some cases, no matter how to
adjust, it can not achieve the purpose of eliminating con-
flicts [2]. In addition, with the development of network
applications, the number of firewall rules is increasing, it
is too complicated to detect and eliminate conflicts man-
ually by administrators, even though recent studies have
been trying to resolve errors among polices and optimize
a performance of firewall [4, 7, 21]. For this reason, it is
important to reveal policy conflicts and potential prob-
lems automatically, and provide an intuitive solution to
the network administrator. F.Chen et al. presented a
method to automatically detect rule anomalies [6], they
first defined a fault model includes five types of faults:
wrong order, missing rules, wrong decisions, wrong pred-
icates, and wrong extra rules. For each type of fault,
they proposed a correction technique based on the passed
and failed tests of a firewall policy,where the passed and
failed tests are automated generated and classified based
on packet generation and classify techniques [13]. The ap-
proach is effective to correct a faulty firewall policy with
faults of wrong order, wrong decisions, and wrong extra
rules, but it is not ideal for the correction results of two
types of faults: missing rules and wrong predicates.

In distributed firewall environment, the local firewall
policy may include intra-firewall anomalies, and might
also have inter-firewall anomalies when individual fire-
walls in the same path perform different filtering actions
on the same traffic. In [1], Al-Shaer and Hamed classified
various intra-firewall and inter-firewall anomalies, promi-
nent of which being Shadowing, Redundancy, Correlation
and Generalization. Based on the specified anomalies,
a Firewall Policy Advisor tool (FPA) was developed to
detect the existing firewall anomalies in the specified net-
work. The disadvantages of the tool include detection of
only pair wise firewall anomalies. Similar to FPA, Lihua
Yuan et al. [24] introduced Fireman, a toolkit for anomaly
analysis in distributed firewalls, while it evaluates firewall
configurations as a whole piece rather than just limiting
to relation between two firewall rules. Chi-Shih Chao pro-
posed an anomaly diagnosis system in which a RAR (Rule
Anomaly Relation) tree is created based on ACL’s [5].
The system detect inter- as well as intra-firewall anoma-
lies in a feasible time range. Also, the system suggests
network administrators regarding correction in behavior
mismatching errors. In [19], Pedditi et al. presented a
design of a new protocol namely FIEP (Firewall Infor-
mation Exchange Protocol) which provides a communi-
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cation mechanism for distributed firewalls to communi-
cate with each other. Like the Border Gateway Protocol
(BGP) that enables routers to exchange routing infor-
mation, the firewalls can automatically check for incon-
sistencies in their firewall configuration through message
passing. The disadvantages of the protocol include the
need to change the existing enterprise hardware which
is time consuming and expensive, difficult to implement
in existing networks. In order to solve the problem of
insufficient usability caused by the limitations of text in-
terface and the complexity of practical use, K. Taeyong et
al. presented a three-dimensional hierarchical visualiza-
tion method F/Wvis for intuitive ACL management and
analysis [15]. F/Wvis can provide in-depth user interface
through hierarchical visualization method, support ACL
management of large-scale networks and analysis of policy
details and exceptions.

In this paper, we will discuss the inter- and intra-
firewall anomalies in detail along with the definition of
distributed firewall network model in [1], which is the ba-
sis of our anomaly analysis of the distributed firewall poli-
cies.

3 Analysis and Detection of Intra-
firewall Anomalies

3.1 Intra-firewall Anomaly Definition

Packet classification is performed by sequentially match-
ing the packet against firewall rules until a match is found.
If the rules are independent of each other, the order be-
tween them is inessential. However, it is very common
to have firewall rules interrelated while their decisions are
different. In this case, the rules in a firewall policy are
logically entangled because of conflicts and the resulting
order sensitivity.

Therefore, an intra-firewall policy anomaly is defined
as the existence of two or more filtering rules that may
match the same packet, or the existence of a rule that can
never match any packet that cross the firewall [10].

3.2 Intra-firewall Anomaly Classification

According to the definition of policy anomaly, the rule
configuration anomaly can be classified as conflict, incom-
plete and redundancy. Take the firewall which has four
rules as an example:

r1:F1∈[0,8] ∧ F2∈[3,7] →accept,

r2:F1∈[0,9] ∧ F2∈[3,9] →discard,

r3:F1∈[2,7] ∧ F2∈[3,6] →accept,

r4:F1∈[0,8] ∧ F2∈[0,3] →accept.

Although the number of rules in this firewall is small,
it exemplifies all the three problems of firewall, namely
consistency, completeness and compactness. Consistency
means that the rules are ordered correctly, completeness
means that every packet satisfies at least one rule in the

firewall, and compactness means that the firewall has no
redundant rules [10].

The two rules r1 and r2 are conflicting because there
are packets whose fields satisfy the predicates of both r1
and r2 (for example, a packet with F1∈[0,8] ∧ F2∈[3,7]
can satisfy the predicates of both r1 and r2) and these
two rules have different decisions. Therefore, the relative
order of these two rules with respect to one another in
the sequence of rules becomes very critical. The relative
order of rules r1 and r2 is likely a consistency error. The
second error in the above rule sequence is that any packet
with F1∈[9,9] ∧ F2∈[0,2] does not satisfy the predicate of
any of the four rules. Such an error is referred to as a
completeness error, which can be corrected by adding one
new rule r5:F1∈[0,9] ∧ F2∈[0,9]→discard. The third error
in the above rule sequence is that r3 is redundant. That
is to say, if rule r3 is removed, the effect of the resulting
policy will be unchanged. Such an error is referred to as
a compactness error.

3.3 Intra-firewall Anomaly Analysis

In [8], we proposed a firewall rule design method based
on multidimensional matrix. By mapping the rules into
multidimensional matrix in reverse order, the object rules
are non-redundant, conflict-free and completed.

For simplicity, we consider a two-dimensional firewall
policy which contains six rules,

r1:F1∈[2,6] ∧ F2∈[4,6] →accept,
r2:F1∈[8,9] ∧ F2∈[8,9] →accept,
r3:F1∈[3,5] ∧ F2∈[0,5] →accept,
r4:F1∈[7,8] ∧ F2∈[0,5] →discard,
r5:F1∈[6,8] ∧ F2∈[0,5] →accept,
r6:F1∈[0,8] ∧ F2∈[0,9] →discard.
After mapping these rules into the multidimen-

sional matrix, we obtain three independent unit spaces:
[(3,6)(0,6)],[(8,9)(8,9)],[(2,2)(4,6)], the corresponding fire-
wall rules are

r1:F1∈[3,6] ∧ F2∈[0,6] →accept,
r2:F1∈[8,9] ∧ F2∈[8,9] →accept,
r3:F1∈[2,2] ∧ F2∈[4,6] →accept,
r4:F1∈[0,9] ∧ F2∈[0,9] →discard.
It can be seen that the semantics of the object rules

are the same as the original policy, while the generated
rules r1,r2,r3 are independent of each other without any
redundancy and conflicts, and r4 ensures the complete-
ness.

4 Analysis and Detection of Inter-
firewall Anomalies

4.1 Inter-firewall Anomaly Definition

In general, an inter-firewall anomaly may exist if any two
firewalls on a network path take different filtering actions
on the same traffic. Referring to Figure 1, we assume a
traffic flowing from domain D1 to domain D2. At any
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Figure 1: Cascaded firewall isolating domains D1 and D2

point on this path in the direction of flow, a preceding
firewall is called an upstream firewall, whereas a follow-
ing firewall is called a downstream firewall. The closest
firewall (FW1) to the flow source domain (D1) is called the
most upstream firewall, while the closest firewall (FWn)
to the flow destination domain (D2) is called the most
downstream firewall.

Even if each firewall policy in the network does not
contain the rule anomalies described in Section 3, there
could be anomalies between policies of different firewalls.
For example, an upstream firewall might block a traffic
that is permitted by a downstream firewall or vice versa.

As defined in [1], using the network model as shown in
Figure 1, for any traffic flowing from domain D1 to domain
D2, an anomaly exists if one of the following conditions
holds:

1) The most downstream firewall accepts a traffic that
is blocked by any of the upstream firewalls;

2) The most upstream firewall permits a traffic that is
blocked by any of the downstream firewalls;

3) A downstream firewall denies a traffic that is already
blocked by the most upstream firewall.

At the same time, all upstream firewalls should per-
mit any traffic that is permitted by the most downstream
firewall in order that the flow can reach the destination.

4.2 Inter-firewall Anomaly Classification

In the cascaded firewall network shown in Figure 1, it is
assumed that there are no anomalies in the intra-firewall.
According to the definition of distributed firewall policy
anomaly, if the downstream firewall denies the traffic that
has been blocked by the most upstream firewall, a redun-
dancy anomaly will occur. However, we note that accord-
ing to the definition of intra-firewall anomaly analysis, af-
ter eliminating the intra-firewall anomaly, all rules are ac-
cept except for the last default rule. Considering that the
firewall policy follows the principle of ”reject everything
that is not explicitly allowed”, and from the perspective
of ensuring the integrity of the rule, we accept the redun-
dancy of this rejection rule. Therefore, for the ”condition
in definition of the distributed firewall policy anomaly:
the downstream firewall denies the traffic blocked by the

most upstream firewall.”, we do not define this condi-
tion as a policy anomaly when detecting the inter-firewall
anomalies. In other words, we focus on the following two
types of policy anomalies:

1) Shadowing anomaly (Ash): the shadowing anomaly
occurs if the upstream firewall blocks the network
traffic accepted by a downstream firewall;

2) Spuriousness anomaly (Asp): the spuriousness
anomaly occurs if the upstream firewall permits the
network traffic denied by a downstream firewall.

4.3 Inter-firewall Anomaly Detection Al-
gorithm

In this section, we firstly define the related concepts of
our approach, and then introduce the algorithm for de-
tecting Inter-firewall anomalies. Table 1 lists the nota-
tions used in this article. Taking the distributed firewall
network shown in Figure 1 as an example, there are n
cascaded firewalls between domains D1 and D2, named
FW1,FW2,. . . ,FWn respectively. It is assumed that these
n firewalls in the network have been processed by the rule
mapping method based on multidimensional matrix [8],
which means that the rules in each firewall are indepen-
dent of each other and have decision accept, except for
the last default discard rule. For simplicity, we use blank
strips to describe the ”accept” firewall rule, as shown in
Figure 2 and Figure 3. According to the classification of
inter-firewall anomalies, in the first case, if an upstream
firewall blocks the traffic allowed by the most downstream
firewall FWn, a shadowing anomaly Ash will occur. In an-
other case, a spuriousness anomaly Asp occurs when the
most upstream firewall FW1 allows traffic discarded by a
downstream firewall.

Table 1: Notations used in this article

Notation Paraphrase

Fi The ith dimension
D(Fi) Domain of Fi

FWi The ith Firewall
FWu The most upstream firewall
FWd The most downstream firewall
R Firewall rule
US Unit space
Mk A k -dimensional matrix
FDM Firewall design matrix model
Ash Shadowing anomaly
Asp Spuriousness anomaly

4.3.1 Shadowing Anomaly Detection

Suppose there are four cascaded firewalls in the network
path, named FW1,FW2,FW3 and FW4 respectively, and
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Figure 2: Detecting shadowing anomaly

the blank strip represents the corresponding area of the
firewall accept rules, as shown in Figure 2. According
to the definition of Ash, shadowing anomaly detection is
equivalent to locating the strip that filled with crossing
lines. In this case, we first calculate the overlapping area
of all the three upstream firewalls accepting rules, denoted
as FW1 ∧ FW2 ∧ FW3; Then we change the decision of
rule in this area to discard and map it to the most down-
stream firewall FW4; Finally, we obtain the shadowing
anomaly Ash.

Next, let us take FW1 and FW2 as examples to illus-
trate how to calculate firewall overlap. First, the decision
of the strip area [1,9] representing FW1 is changed to dis-
card and mapped to the corresponding area [3,10] of FW2,
as shown in Figure 2. At this time, the uncovered area
of FW2 is [9,10]; Then we change the decision of these
rules to discard and map them again to the original area
[3,10] of FW2, where the uncovered area [3,9] of FW2 is
the overlap of FW1 and FW2.

According to this method, the overlapping areas of
FW1,FW2 and FW3 can be calculated as [3,7] and [8,9].
Finally, the decision of these rules in the overlapping area
is changed to discard and mapped to the most down-
stream firewall FW4, where the uncovered area [7,8] of
FW4 is the shadowing anomaly Ash we seek. This means
that the most downstream firewall FW4 allows packets
in [7,8], which are blocked by upstream firewalls, that
means a shadowing anomaly occurs in this area. In addi-
tion, based on this algorithm, we can obtain the shadow-
ing anomaly between any two firewalls on the distributed
firewall network path.

Take any network path in the distributed fire-
wall network, assuming that there are n firewalls
FW1,FW2,. . . ,FWn in the network path, where FW1 is
the most upstream firewall, FWn is the most downstream
firewall, and FWi is the upstream firewall of FWj(i < j ).

Our algorithm includes the following three steps: (1)
map all upstream firewall rules of the most downstream
firewall into a multidimensional matrix to form a set of
independent unit spaces. (2) calculate the unit space over-

lap of all upstream firewalls. (3) generate the correspond-
ing firewall rules from the overlapping unit space, change
the rule decision to discard and map it to the multidi-
mensional matrix corresponding to the most downstream
firewall. In this case, the unit space area that uncovered
by the most downstream firewall is called the Shadowing
Anomaly Ash.

1) Rule mapping and rule generating
According to the rule mapping idea of FDM method,
any rule with the form F1 ∈ D(F1) ∧ . . .∧ Fk ∈ D(Fk)
→decision can be mapped to k -dimensional matrix
Mk. In the mapping process, the area with accept
decision is represented by independent unit spaces
US (k -dimensional matrix unit). In order to gen-
erate the corresponding firewall rules from the unit
spaces, all unit spaces are arranged in descending or-
der according to their area size, and the correspond-
ing firewall rules are respectively generated according
to the sorted unit spaces.

2) Calculating the overlapping unit spaces
For the two unit spaces USi and USj , we first gen-
erate the corresponding rule set Ri based on USi,
where the rule decision of Ri is accept ; Then change
their decision to discard and map it to USj , at this
time, the overlapping area of USi and USj can be cov-
ered by rule Ri, and then we take the uncovered area
of USj to generate the corresponding rule Rj−i∧j ,
change its decision to discard and map it to the orig-
inal USj again, here the unit space not covered in
USj is the overlapping part of USi and USj , which is
recorded as USi∧j .

Referring to the above descriptions (1) and (2), the spe-
cific process of detecting inter-firewall shadowing anoma-
lies is described in Algorithm 1. The input of the main
algorithm is n firewalls FW1,. . . ,FWi,FWj ,. . . ,FWn in
a network path, in which FWi is the upstream firewall
of FWj(i < j ), the algorithm output is the Shadowing
anomaly (Ash).

4.3.2 Spuriousness Anomaly Detection

As shown in Figure 3, the blank strip represents the area
corresponding to the firewall acceptance rule. Accord-
ingly, spuriousness anomaly detection is equivalent to lo-
cating the shaded area filled with cross lines. We first
calculate the overlapping area of all downstream firewalls,
namely FW2 ∧ FW3 ∧ FW4; Then we change the decision
of the rule in this area to discard and map it to the most
upstream firewall FW1. The final area is the spuriousness
anomaly Asp.

Specifically, we first change the decision of the blank
strip representing FW2 to discard and map it to FW3, as
shown in Figure 3. At this time, the uncovered area of
FW3 is [8,10], we change the decision of this rule to discard
and map it to the original area [3,10] of FW3, here the un-
covered area [3,8] of FW3 is the overlapping part of FW2
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Algorithm 1 Inter-firewall Shadowing Anomaly Detec-
tion
1: Begin
2: map FW1,. . . ,FWn into Mk to form a set of unit

spaces US1,. . . ,USn.
3: for i :=1 to (n-2) do
4: USi+1 ← Overlap(USi,USi+1).
5: end for
6: generate rules Rn−1 from USn−1.
7: change the decision of Rn−1 to discard and map them

into USn.
8: return the uncovered unit spaces in USn, denoted as

Ash.
9: Overlap(USi,USj)

10: generate rules Ri from USi.
11: change the decision of Ri to discard and map them

into USj .
12: generate rules Rj−i∧j from the uncovered unit space

in USj .
13: change the decision of Rj−i∧j to discard and map

them into USj .
14: record the uncovered unit spaces in USj , which is the

overlap of USi and USj , denoted as USi∧j .
15: return USi∧j .
16: End

and FW3; Then, we change the decision of rule in [3,8] to
discard and map it to FW4, and obtain the overlapping
area [3,7] of FW2, FW3 and FW4. Finally, the decision of
the overlapping area is changed to discard and mapped to
the most upstream firewall FW1, where the uncovered ar-
eas [2,3],[7,9] of FW1 is the desired spuriousness anomaly
Asp. This means that the most upstream firewall FW1

permits packets in [2,3] and [7,9], which are blocked by
the downstream firewall, thus spuriousness anomalies oc-
cur in this area. In addition, based on this algorithm, we
can locate the spuriousness anomalies between any two
firewalls on the network path of the distributed firewall
environment.

The algorithm process includes the following three
steps: (1) all downstream firewall rules of the most up-
stream firewall are mapped by FDM method respec-
tively to obtain a series of independent unit spaces;
(2) calculate the overlap of all unit spaces correspond-
ing to the downstream firewall rules; (3) generate the
corresponding firewall rules from the overlapping area,
change the rule decision to discard and map them to the
multidimensional matrix corresponding to the most up-
stream firewall, in which the uncovered unit space area of
the most upstream firewall is the Spuriousness Anomaly
Asp. The input of the main algorithm is n firewalls
FW1,. . . ,FWi,FWj ,. . . ,FWn in a network path, in which
FWi is the upstream firewall of FWj(i < j ), the algorithm
output is the Spuriousness anomaly (Asp).

The execution process of function Overlap(USi,USi+1)
is the same as that of Algorithm 1. According to the idea
of our inter-firewall anomaly detection algorithm, the time

Figure 3: Detecting Spuriousness anomaly

Algorithm 2 Inter-firewall Spuriousness Anomaly De-
tection
1: Begin
2: map FW1,. . . ,FWn into Mk to form a set of unit

spaces US1,. . . ,USn.
3: for i :=2 to (n-1) do
4: USi+1 ← Overlap(USi,USi+1).
5: end for
6: generate rules Rn from USn.
7: change the decision of Rn to discard and map them

into US1.
8: return the uncovered unit spaces in US1, denoted as

Asp.
9: End

complexity of the algorithm mainly depends on the num-
ber of firewalls on the network path of the distributed
firewall and the execution efficiency of the FDM method.
In [8], the time complexity of FDM method is analyzed
in detail, which is O(k2n2), where n and k are the num-
ber and dimension of firewall rules respectively. From the
perspective of detection process, one of the main charac-
teristics of this method is that all firewalls in the network
path can be regarded as a whole and can comprehensively
discover the anomalies caused by multiple rules, it is no
longer limited to the traditional inter-firewall anomalies
detection algorithm, which can only discover the anoma-
lies between any two rules [1].

5 Performance Analysis and Sim-
ulation Results

5.1 Time Complexity Analysis

Suppose that there are t firewalls on the network path
from the most upstream firewall FW1 to the most down-
stream firewall FWt. For simplicity, suppose the rules
number of each firewall is n, then for Step (1) of Algo-
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rithm 1, the time complexity of FDM mapping for t fire-
walls is O(tk2n2). For Step (2), to calculate the overlap
of all unit spaces of the upstream firewalls, the execution
time of this step is mainly consumed in the circular ex-
ecution function Overlap(USi,USj), while there are two
mapping operations during each round of function execu-
tion. The first mapping is to generate the rule set Ri from
USi, change its decision value to discard, and then over-
write and map it to USj . Since the number of unit spaces
obtained by FDM is generally not more than that of the
original rules, the number of unit spaces contained in the
t unit space sets is also not more than n. Considering the
worst case, each unit space in USi is included in that of
USj , when mapping each rule corresponding to USi into
a multidimensional matrix, an existing unit space in the
multidimensional matrix will be divided into 2k sub-unit
spaces. Therefore, the time required for the first mapping
is:

ck
∑n

i=1 (n− i+ 2ki) = ck
∑n

i=1 [n+ (2k − 1)i]

= ck[n2 + (2k − 1)n(n+1)
2 ]

≤ ckn2 + ck2n(n+ 1) = ck(k + 1)n2 + ck2n

(1)

At this time, a maximum of 2kn unit spaces in the mul-
tidimensional matrix are not covered. Let us continue to
consider the second mapping operation, which includes
the process of generating the corresponding rule set from
the uncovered unit spaces USj−i∧j in USj , changing the
rule decision to discard, and mapping them into the origi-
nal USj . Different from the last mapping operation, there
are 2kn rules that need to be mapped to the multidimen-
sional space in turn. The time required is:

ck
∑2kn

i=1 (n− i+ 2ki) = ck
∑2kn

i=1 [n+ (2k − 1)i]

= ck[2kn2 + (2k − 1) 2kn(2kn+1)
2 ]

≤ 2ck2n2 + ck2n(n+ 1) = 4ck3n2 + 2ck3n

(2)

Considering the worst case, each unit space in USi is
included in USj , so the number of unit spaces overlapped
by USi and USj is exactly n, which means the overlap-
ping USi∧j of USi and USj contains n unit spaces. The
algorithm has t-2 cycles, so the time complexity of the
algorithm is O(tk3n2), where t is the total number of fire-
walls, k is the rule dimension and n is the number of
rules.

For Step (3), a corresponding rule is generated from the
overlapping area of US1,. . . ,USn−1, change the rules de-
cision to discard, and map it to the multidimensional ma-
trix space corresponding to the most downstream firewall.
This step is equivalent to performing an FDM mapping
operation. As mentioned earlier, in the worst case, the
overlap of US1,. . . ,USn−1 has n unit spaces correspond-
ing to n rules, so the time complexity of this mapping
operation is O(k2n2). Based on the above description,
the total time of the algorithm is the sum of these three
steps. Therefore, the worst-case time complexity of the
algorithm is O(Tworst)=O(tk3n2).

Figure 4: Intra-firewall: The average processing time for
eliminating anomalies.

5.2 Experimental Results

In order to test the effectiveness of our method, we refer
to the two virtual firewall policies given in [22], and use
our algorithm to analyze the policy anomalies between
the two firewalls. The specific configurations of the two
firewalls are shown in Table 2 and Table 3. The upstream
firewall FWu contains ten rules and the downstream fire-
wall FWd contains seven rules.

Firstly, the intra-firewall anomaly analysis method is
used to eliminate the intra-firewall anomalies in the up-
stream firewall FWu and the downstream firewall FWd

respectively; Then, algorithm 1 and algorithm 2 are used
to discover the shadowing anomaly and the spuriousness
anomaly. The algorithms detects ten anomalies, including
four shadowing anomalies and six spuriousness anomalies,
which are consistent with the detection results in [22] and
the actual situation. These six spuriousness anomalies are
shown in Table 4.

Specifically, we first map FWu and FWd to Mk to form
a set of unit spaces USu and USd respectively; Then we
generate rules Rd from USd, change the decision of Rd to
discard, and map it to USu; Finally, the uncovered unit
spaces in the USu are the spuriousness anomaly Asp we
desired.

For example, data packet ”source IP =’B’, destination
IP =’M’, source port =’*’, destination port =’25’, pro-
tocol =’TCP’” matches rule 3. Obviously, the packet is
allowed to pass through the most upstream firewall FWu,
and blocked by the most downstream firewall FWd. As
mentioned earlier, if the upstream firewall permits net-
work traffic denied by the downstream firewall, a spuri-
ousness anomaly will occur. Therefore, rule 3 conforms
to the definition of spuriousness anomaly.

In order to evaluate the efficiency of the proposed al-
gorithm, we use Classbench [20] to generate six groups
of firewall policies, each of which contains 20, 50, 100,
200, 500 and 1000 rules respectively. Each group con-
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Table 2: The upstream firewall FWu policy

SourceIP DestIP SourcePort DestPort Prot Action
1 A,B,C H * 80 TCP discard
2 B,C M,N * 23,25 TCP discard
3 * M,N * * TCP accept
4 * * * * TCP discard
5 C,D,E H,K * 53 UDP discard
6 C,D,E * * 53 UDP accept
7 * * * * UDP discard

Table 3: The downstream firewall FWd policy

SourceIP DestIP SourcePort DestPort Prot Action
1 D,E,F O * 80 TCP accept
2 B O * 80 TCP accept
3 B M,N * 25 TCP accept
4 B M,N * 23 TCP accept
5 E,F * * 139 UDP accept
6 F H * 53 UDP accept

Table 4: Spuriousness anomalies detection result

SourceIP DestIP SourcePort DestPort Prot Action
1 A,B,C H * 80 TCP discard
2 A,B M,N * 23,25 TCP accept
3 * M,N * 23,25 TCP discard
4 A,C O * * TCP discard
5 * O * 80 TCP accept
6 * * * * TCP discard
7 C,D,E H * 53 UDP discard
8 * H * 53 UDP accept
9 E,F * * 139 UDP accept
10 * * * * UDP discard

Table 5: The time(ms) of anomalies detection

Method Anomalies Link100 Link200 Link300 Link400 Link500
Method-W Ash 279.24 337.30 351.25 362.62 400.46

Asp 26.61 32.23 35.02 50.45 54.20
Method-C Ash 212.45 264.05 300.26 335.80 371.45

Asp 14.24 26.05 21.65 35.06 37.09
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Figure 5: Intra-firewall: The number of rules after elimi-
nating anomalies.

tains three firewall policies on average, named FW1, FW2

and FW3. These algorithms were implemented in Java
JDK 1.6, and we conducted our experiments on a desktop
PC running Windows 7 with 4.0G memory and Intel(R)
Core(TM) Processor of 2.60GHz.

We first eliminate the intra-firewall anomalies, the av-
erage running time of the program is shown in Figure 4.
with the increase of the number of rules in firewall policy,
the time required to eliminate policy anomalies increases
accordingly. For example, when the number of firewall
rules is 500, the system processing time is 65ms, while
when the number of firewall rules reaches 1000, the system
only needs about 160ms. It can be seen that the execu-
tion time of the system roughly conforms to the quadratic
function curve, which also verifies the time complexity
O(k2n2) of FDM algorithm, and the execution efficiency
of the method is high. Figure 5 shows the amount of unit
space in each group of firewalls after eliminating policy
anomalies. The result also verify that the number of unit
spaces is less than the number of original rules.

In order to further evaluate the time performance of the
inter-firewall spuriousness anomaly detection algorithm,
we designed five different network paths to obtain the av-
erage processing time of the algorithm. For convenience,
each path contains four firewalls with the same number
of rules, expressed as FW1, FW2, FW3, FW4 from the
most upstream firewall to the most downstream firewall.
The number of firewall rules in these five network paths is
100, 200, 300, 400 and 500, respectively. Accordingly, we
record them as path 100, path 200, path 300, path 400,
and path 500. For example, path 100 means that there
are four firewalls in the network path, and each firewall
has 100 rules. The names of other paths follow the same
principle. We execute algorithm 1 and algorithm 2 on the
five paths respectively, the required running time of shad-
owing anomalies and spuriousness anomalies detected are
shown in Table 5.

Figure 6: Processing time of detecting the inter-firewall
anomalies

Figure 6 shows the time taken to detect the inter-
firewall anomaly for each path using the Method-C herein
and the Method-W described in [22], respectively. With
the increase of the number of firewall rules in the path, the
time required to detect firewall anomalies also increases.
For a network path with four firewalls, especially when the
number of rules in each firewall reaches 500, the method
in this paper can detect the shadowing anomalies in only
370ms. From the comparison results, it can be seen that
our algorithm has higher execution efficiency.

6 Conclusions

This paper presents a method for detecting and eliminat-
ing the intra-firewall anomalies. This method can com-
pletely discover the anomalies while maintaining the con-
sistency, compactness and completeness of the original
firewall rules. Then the definition and classification of
inter-firewall anomalies are discussed, and an approach
of inter-firewall anomalies detection based on rule space
comparison is proposed. Theoretical analysis and simula-
tion results show that this method can detect shadowing
anomalies and spuriousness anomalies accurately and ef-
ficiently.
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Abstract

Aiming at the problems of the traditional speech encryp-
tion scheme in cloud storage, such as security risks, exces-
sive communication consumption, low robustness to resist
multiple types of attacks, and low efficiency of the speech
homomorphic encryption scheme, an adaptive speech ho-
momorphic encryption scheme based on energy in cloud
storage was proposed. Firstly, by comparing the thresh-
old of speech energy, the improved Adaboost algorithm
is used to design an adaptive classifier. Then, the speech
data is divided into the sound and silent parts according
to the energy threshold. Secondly, the BGV homomor-
phic encryption algorithm is used to encrypt the sound
part of the information. Then, the Paillier homomorphic
encryption algorithm is used to encrypt the silent part
of the information. Finally, the two parts of ciphertext
are combined to realize ciphertext domain operation and
adaptive decryption. The experimental analysis shows
that the proposed scheme has good encryption and de-
cryption efficiency and low ciphertext expansion and can
resist various attacks (including statistical, entropy, and
chosen-plaintext attacks).

Keywords: Adaptive Classifier; BGV Homomorphic En-
cryption; Homomorphic Encryption; Paillier Homomor-
phic Encryption

1 Introduction

With the rapid development of the cloud storage and In-
ternet technology, more and more users choose to store
multimedia data uploaded to the cloud. Cloud stor-
age separates the ownership and management rights of
data [20,26], which makes the security of multimedia data
and the protection of personal privacy in cloud storage
attract people’s attention [4, 10]. Therefore, ensuring the
security of speech content has become an important re-
search issue. As a standard and an effective technology
to protect the security of digital multimedia information
content, speech encryption plays an important role in the

applications of speech retrieval [18].

At present, common speech encryption methods in-
clude homomorphic encryption [6, 15, 16], chaotic map-
ping encryption [1] (including Lorenz mapping, Logistic
mapping, Henon mapping, etc.), scrambling encryption,
RSA, AES, etc. Since homomorphic encryption can not
only protect data privacy, but also allow the operation of
encrypted data (such as simple addition, subtraction and
multiplication). It can support the extraction of effective
features from encrypted data [20]. By analyzing the full
homomorphic encryption scheme [17] and the applications
of homomorphic encryption, homomorphic encryption is
more and more widely used in the field of data encryp-
tion [9] and multimedia data encryption (such as image
data [25], speech data [6, 15, 16, 20], etc.). Speech homo-
morphic encryption has become one of the key compo-
nents of secure speech storage in public cloud computing.

Adaptive control [13] can automatically adjust the pro-
cessing method, processing sequence, processing param-
eters, boundary conditions or constraints according to
the data characteristics of the processed data to adapt
to the statistical distribution characteristics and struc-
tural characteristics of the processed data, so as to ob-
tain the best processing effect and realize random opti-
mization. When parameters are estimated from massive
speech data according to the optimal scheme, adaptive
control can abandon the local optimal in the solution
space and tends to the global optimal [8], which is more
suitable for massive speech classification in the cloud en-
vironment. In recent years, the multimedia data com-
bined with adaptive algorithms, encryption algorithms
and other methods have made great achievements in the
fields of data encryption [11], image encryption, speech
encryption [23] and video encryption. Adaptive technol-
ogy has also made great achievements in the research of
speech processing fields such as semantic analysis, speech
retrieval [3], audio watermarking, etc. Adaptive encryp-
tion methods can generate speech residual similar to any
other speech signal, which can further protect the secu-
rity of speech data [7,14,21]. Therefore, for the practical
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applications such as speech data security and ciphertext
speech retrieval in cloud storage environment, it is of great
significance to research adaptive homomorphic encryption
methods suitable for the characteristics of speech signals.

To solve the above problems, an adaptive speech ho-
momorphic encryption scheme based on energy in cloud
storage is proposed to ensure the security of cloud data
and adaptive encryption for speech signal characteristics.
The main contributions of this work are as follows:

1) In order to improve the efficiency of the encryption
scheme, the parameters are estimated by comparing
the threshold of speech energy, and an adaptive clas-
sifier is designed to reduce the complexity of low-
energy data encryption and strengthen the robust-
ness against various types of attacks (including sta-
tistical attack, entropy attack, and chosen-plaintext
attack).

2) By using adaptive parameters to classify speech data
based on energy, the original speech data is divided
into multiple data blocks according to the energy
threshold, and the data blocks are numbered. The
strong correlation between adjacent speech blocks is
reduced by different homomorphic encryption for the
data blocks of the sound and silent part respectively.

3) Parallel adaptive encryption and decryption. Differ-
ent homomorphic encryption is carried out for the
speech data of the sound and silent part after the
adaptive selection. Similarly, the parallel decryption
is carried out after the adaptive ciphertext differen-
tiation, which minimizes the amount of computation
while maintaining a certain computational complex-
ity and improves the encryption efficiency of the en-
cryption scheme.

The rest of the paper is arranged as follows. Section 2
analyzes relevant research work in detail. Section 3 gives
the system model of the encryption scheme, and describes
the adaptive speech homomorphic encryption algorithm
and its processing process in detail. Section 4 analyzes the
encryption performance of the encryption scheme. Sec-
tion 5 gives the experimental results and the performance
analysis compared with existing schemes. Finally, we con-
clude our work in Section 6.

2 Related work

Speech encryption is one of the key steps in ciphertext
speech retrieval. In recent years, while exploring homo-
morphic speech encryption [6, 15, 16], chaotic speech en-
cryption [18] and other encryption schemes, many schol-
ars have proposed adaptive encryption technology for
speech data [7, 21] to protect the privacy and security
of data in the cloud environment [19]. At present, the
combination of multimedia data and adaptive methods
has made considerable achievements in image and speech
encryption [25]. Adaptive speech encryption is robust to

multiple types of attackers (including ciphertext attack-
ers and plaintext attackers), it is not an encryption algo-
rithm, but a combination of speech signal processing and
multiple encryption technologies.

Aiming at the security of speech data in cloud stor-
age, Shi [16] proposed a digital speech encryption scheme
based on homomorphic encryption by using the symmet-
ric key cryptosystem (MORE-method) with probability
statistics and complete homomorphism characteristics to
encrypt speech signals, but this scheme has a large ci-
phertext expansion and cannot resist statistical analysis
estimation. In order to solve the above problems, Shi [15]
improved the scheme in 2019 and proposed a probability
statistics addition homomorphic encryption scheme with
small expansion of ciphertext. This scheme limits the ex-
pansion of ciphertext data and resists statistical analysis
attacks. Imran [6] proposed the El-Gamal speech homo-
morphic encryption scheme. The security of this scheme
is based on computing discrete logarithmic moduli of large
prime numbers, which would take thousands of years for
attackers to crack. In order to solve the problems of the
above schemes, this paper will use the existing efficient ho-
momorphic encryption scheme to encrypt and decrypt the
speech data. BGV (Brakerski-Gentry-Vaikuntanathan)
homomorphic encryption [2,5] is the most efficient scheme
among the current mainstream homomorphic encryption
algorithms. Using homomorphic encryption can realize
the operation of addition, subtraction and multiplication
in the encryption domain, and can further realize the fea-
ture extraction operation in the ciphertext domain. Pail-
lier [12] algorithm is the most commonly used and prac-
tical additive homomorphic encryption algorithm, which
has been applied in many application scenarios. In this
paper, BGV algorithm and Paillier algorithm are used for
encryption, and the ciphertext can be filtered by a step
of multiplication before decryption to support different
decryption operations.

In order to further improve the data security in the
cloud, Shahadi [14] proposed an adaptive speech encryp-
tion method, combining the biggest advantages of cryp-
tography and steganography, and adapting the wavelet
coefficients of encrypted speech to any other speech sig-
nal coefficients. Neither send the encrypted content of
the secret speech nor extend the bandwidth of the trans-
mission message. The ciphertext speech retrieved by the
scheme shows high speech quality and is robust to both
ciphertext-only and plaintext attacks. Jahanshahi [7]
designed a robust adaptive control scheme to encrypt
speech. The adaptive mechanism was used to estimate
the unknown parameters of the system, and the output
of the proposed adaptive mechanism was used in the con-
trol scheme to achieve a fractional order system of speech
encryption. But its efficiency limits the application of
the system to a great extent. In order to improve the ef-
ficiency of adaptive encryption, Tutueva [21] proposed a
new pseudo-random generation method based on the con-
cept of adaptive symmetric chaotic mapping. Adaptive
coefficients combined with chaos-based Pseudo-Random
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Number Generator (PRNG) are easier to implement than
existing chaos-based improved generators, and chaotic
maps with adaptive symmetry are suitable for stream ci-
phers. However, the various attacks on cryptographic sys-
tems based on adaptive mapping are not discussed in this
paper, which is not enough to prove their security.

In summary, the existing adaptive encryption schemes
and homomorphic encryption schemes are mostly used in
image fields, and the existing speech adaptive schemes are
mostly combined with chaotic encryption and scrambling
encryption. There are relatively few studies on sensitive
speech data, and the combination of homomorphic en-
cryption and adaptive control is rarely applied to speech
data. To solve these problems, an energy-based adap-
tive speech homomorphic encryption scheme is proposed,
which can implement adaptive selective encryption for
speech data, making the encryption more efficient and
less data expansion, and having strong robustness to a
variety of types of attackers.

3 The Proposed Scheme

3.1 System Model

Figure 1 shows the system model in the proposed scheme.
The system model consists of four entities: data owner
(DO), cloud server (CS), adaptive classifier (AC), and re-
trieval user (RU).

As shown in Figure 1, the components of the system
model accomplish the following:

Data Owner (DO): DO owns local speech data S =
S1, S2, . . . , Sn. To ensure the privacy and security of
speech data, the speech data is encrypted after adap-
tive classification, and the ciphertext speech data
C = C1, C2, . . . , Cn is obtained. Where n represents
the number of speech data. Finally, the generated ci-
phertext speech data C is outsourced to CS for stor-
age.

Adaptive Classifier (AC): AC is an adaptive classi-
fier for speech data generated by threshold estima-
tion. In order to improve the encryption perfor-
mance, the original speech is classified into sound
data S′ = {S′

1, S
′
2, . . . , S

′
n} and silent data S′′ =

{S′′
1, S

′′
2, . . . , S

′′
n} by adaptive selection, and the

ciphertext speech data C ′ = {C ′
1, C

′
2, . . . , C

′
n} and

C ′′ = {C ′′
1, C

′′
2, . . . , C

′′
n} are obtained after par-

allel encryption. Finally, the ciphertext speech data
C = C1, C2, . . . , Cn is generated.

Cloud Server (CS): CS stores ciphertext speech data
C uploaded by DO and performs ciphertext calcula-
tions on C to obtain the new ciphertext C∗. When
receiving RU’s search request, CS returns the query
result C∗ to RU.

Retrieval User (DU): DU decrypts the plaintext
speech data by using the key sent by DO after
receiving the query result from CS.

3.2 Adaptive Classifier

In the process of processing and analysis, adaptive control
automatically adjusts the processing method, processing
sequence, processing parameters, boundary conditions or
constraints according to the data characteristics of the
processed data to adapt to the statistical distribution
characteristics and structural characteristics of the pro-
cessed data, so as to obtain the best processing effect.
Adaptive control usually uses the adaptive algorithm to
generate online estimation of unknown parameters.

The adaptive boosting (Adaboost) algorithm [24] is im-
proved to combine multiple weak classifiers into a strong
classifier in this paper. The principle of adaptive classi-
fier is to adjust its parameters according to some criteria
and adaptive algorithm to minimize the cost (objective)
function of adaptive classifier and achieve the purpose of
optimal equilibrium. Figure 2 shows the adaptive classi-
fier (AC) model designed by Adaboost algorithm in the
proposed scheme.

The dotted line in Figure 2 represents the iteration
effect of different rounds, and each iteration adds a clas-
sification structure. The work of the i-th iteration is as
follows:

1) Add weak classifier Yi and weak classifier weight
Alpha(i);

2) The weak classifier Yi is trained by data set Data and
data weight W(i), and its classification error rate is
obtained, so as to calculate its weak classifier weight
Alpha(i);

3) Combine each trained weak classifier Yi into an adap-
tive classifier AC. After the training process of each
weak classifier is over, if the final error rate is lower
than the set threshold (this paper is set to 3%), then
the iteration ends; if the final error rate is higher than
the set threshold, then update the data weight to get
W(i+ 1).

The basic principle of the adaptive classifier designed
in this paper is to combine multiple weak classifiers
(weak classifiers generally use single-layer decision trees)
to make them a strong classifier. The algorithm adopts
the idea of iteration. Only one weak classifier is trained
for each iteration, and the trained weak classifier will par-
ticipate in the use of the next iteration. That is, in the
i-th iteration, there are a total of i weak classifiers, of
which i− 1 are already trained, and their various param-
eters are no longer changed. This time the i-th classifier
is trained. The relationship of the weak classifier is that
the i-th weak classifier is more likely to match the data
that the first i− 1 weak classifier did not match, and the
final classification output is the comprehensive classifica-
tion result of the i classifiers.

There are two kinds of weights in the Adaboost algo-
rithm, one is the weight of the data, and the other is the
weight of the weak classifier. Where the weight of the data
is mainly used for the weak classifier to find the decision
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Figure 1: Energy-based adaptive speech homomorphic encryption system model

Figure 2: Adaptive classifier (AC) model

point with the smallest classification error. The weight of
a weak classifier depends on its error rate. The lower the
error rate, the higher the weight. In Adaboost, each weak
classifier has its own threshold, and each weak classifier
only focuses on a part of the entire dataset, so they must
be combined to achieve the final classification.

3.3 Adaptive Homomorphic Encryption

Figure 3 shows the specific processing flow of the energy-
based adaptive speech homomorphic encryption scheme.
After the preprocessed original speech is classified by the
designed adaptive classifier, the homomorphic encryption
of different classes of speech data is performed in parallel.
When the speech frame data belongs to the −1 category,
it is subjected to BGV homomorphic encryption. When
the speech frame data belongs to the +1 category, it is
subjected to Paillier homomorphic encryption.

The specific processing steps are as follows:

Step 1: Pretreatment. Read the original speech data
and perform smoothing processing to obtain the

value range of the data.

Step 2: Adaptive classification. The speech data is
divided into −1 category and +1 category through
the trained adaptive classifier.

Step 3: Batch packaging. Use the Chinese remainder
theorem (CRT) and single instruction multiple data
(SIMD) to pack the classified data into a one-
dimensional array to implement parallel encryption
operations.

Step 4: Adaptive homomorphic encryption.
Perform BGV homomorphic encryption on category
−1 sound data; perform Paillier homomorphic
encryption on category +1 silent data.

The security of the BGV homomorphic encryption al-
gorithm is based on the shortest vector problem (SVP).
The algorithm establishes a new method to construct a
FHE scheme with a fixed circuit depth without Gentry’s
bootstrapping (able to evaluate circuits of arbitrary poly-
nomial size). The ciphertext multiplication operation will
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Figure 3: Adaptive speech homomorphic encryption processing flowchart

cause the explosive growth of the ciphertext dimension,
resulting in the solution can only perform a constant num-
ber of multiplication operations. But the algorithm can
use key exchange technology and module exchange tech-
nology to solve this problem: the key exchange technology
can control the dimensional expansion of the ciphertext
vector. After the ciphertext is calculated, the expanded
ciphertext dimension is restored to the original ciphertext
dimension through key exchange; Modular switching tech-
nology can replace the Bootstrapping process in the Gen-
try scheme to control the noise increase generated by the
homomorphic operation of ciphertext. Therefore, after
each ciphertext multiplication operation, it is necessary
to reduce the dimensionality of the ciphertext through
the key exchange technology, and reduce the noise of the
ciphertext through the modular exchange technology, so
that the next calculation can be continued.

The security of the Paillier homomorphic encryption al-
gorithm is based on the complex remaining difficult prob-
lems, and it is a public key encryption algorithm. Before
encryption and decryption, public keys n and g that can
be used for encryption must be generated. n is the prod-
uct of two large prime numbers of similar size:n = p · q. g
is a semi-random number, and its order must be in Z∗

n2 ,
that is, the order of g modulo n2 must be a multiple of
n. The public key used for the actual encryption and de-
cryption operation process is (n, g). With the release of
the public key, anyone can use the public key to encrypt
data and pass the ciphertext to the private key holder.

3.4 Encryption and Decryption Scheme

Figure 4 is the processing flow of this text encryption and
decryption scheme, which mainly includes three parts of
processing work. First, the adaptive classifier AC is de-
signed, and the classifier model used for homomorphic
encryption is trained to perform adaptive homomorphic
encryption. Then the data owner DO sends the speech
database to AC for adaptive classification, adaptively en-

crypts the -1 and +1 speech data, stores the encrypted
speech in the cloud, and CS performs outsourcing cal-
culation and retrieval. Finally, the authorized user RU
decrypts the retrieved speech returned from the cloud to
obtain the decrypted speech.

The definitions of symbols used in the proposed scheme
are shown in Table 1.

Table 1: Symbol definitions

Symbol Definitions
S = S1, S2, . . . , Sn Speech data set
C = C1, C2, . . . , Cn Encrypted speech data set

SK = sk1, sk2 Private key sk1, sk2
PK = pk1, pk2 Public key pk1, pk2

EVK = evk1, evk2 Calculation key evk1, evk2
i Number of iterations
N Total number of sample data

The proposed adaptive speech homomorphic encryp-
tion and decryption scheme consists of 5 algorithms:
Setup, GenKey, Enc, Eval, Dec.

1) Adaptive classifier algorithm. mi ←Setup(S, i). In-
put speech sample data set S = S1, S2, . . . , Sn and
the number of iterations i, Generate a strong classi-
fier G(x) and output the classification result mi.

2) Key generation algorithm. sk, pk, evk ←GenKey
(λ, p, q). This algorithm is a probabilistic key gener-
ation algorithm. Enter λ, p, q, and return the private
key (sk1, sk2), public key (pk1, pk2) and ciphertext
calculation key (evk1, evk2).

3) Speech encryption. c ←Enc(pk,m). This algorithm
is a probabilistic algorithm. Input the public key pk
and the speech data m, and return the ciphertext
speech data c.

4) Ciphertext calculation algorithm. c′ ← Eval
(evk, C, c). Input the ciphertext calculation key evk,
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Figure 4: Adaptive speech homomorphic encryption and decryption processing flow

circuit C and ciphertext c, and output the ciphertext
calculation result c′.

5) Speech decryption. m′ ←Dec(sk, c′). This algo-
rithm is a deterministic algorithm. Enter the private
key sk and the ciphertext calculation result c′, and
return the decrypted speech m′.

The processing process of the adaptive speech homo-
morphic encryption and decryption system is as follows:

Step 1: Adaptive classification. The parameter
adaptive algorithm is combined with the discrete sys-
tem to obtain the estimated parameters.

After 3 iterations, the process of implementing adap-
tive classification is as follows:

1: Initialize the weight distribution of the training
data (each sample). Each training sample is initial-
ized with the same weight W1 = 1/N .

2: Perform multiple iterations, i = 1, 2, 3, i repre-
sents the number of iterations. The adaptive classi-
fier designed in this paper iterates 3 times in total.

1) Use the training sample set with the weight dis-
tribution wi(i = 1, 2, 3) for learning, and get the
weak classifier Yi(x). The criterion is shown in
Equation (1). The error function of the weak
classifier is the smallest, that is, the sum of the
weights corresponding to the wrong samples is
the smallest.

εi =

N∑
n=1

w(i)
n I (Yi (xn) ̸= tn) (1)

Yi (x) : χ→ {−1,+1} (2)

2) Calculate the weight of the weak classifier Yi(x),
and the weight w(i) indicates the importance of

Yi(x) in the final classifier.

w(i) =
1

2
log

1− εi
εi

(3)

This value increases as εi decreases. That is, a
classifier with a small error rate is more impor-
tant in the final classifier.

3) Update the weight distribution of the training
sample set. Used in the next iteration. The
weight of the misclassified samples will increase,
while the weight of the correct score will de-
crease.

3: After the iteration is completed, the combined
weak classifier is the final adaptive classifier AC.

AC =

3∑
i=1

w(i)Yi(x) (4)

Step 2: Key generation. This scheme is a multi-key
homomorphic encryption system, and the key gener-
ation algorithm is composed of two key generation
functions.

1: BGV key generation

Randomly select an element on χ as the private key:
sk1 = s ← χ, take a ← Rq, e ← χ, and get the

public key pk1 =
(
[− (as+ e)]q,a

)
. Thus, the key

pair (sk1, pk1) is obtained.

2: Paillier key generation

In the case of the same key length, the keys g =
n + 1, λ = φ (n) , µ = φ (n) − 1modn can be quickly
generated, where φ (n) refers to the Euler function,
and its value is (p − 1) × (q − 1). Get the key pair
(sk2, pk2), the public key pk2 = (n, g), and the pri-
vate key sk2 = (λ, µ).
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Step 3: Speech encryption. Use BGV homomorphic
encryption to encrypt the sound part of the speech
information; Paillier homomorphic encryption to en-
crypt the silent part of the speech information.

1: BGV encryption

Encryption algorithm of BGV homomorphic encryp-
tion: c1 = ([∆ ·m+ p[0]u+ e1]q, [p[1]u+ e2]q). Get
the ciphertext c1.

2: Paillier encryption

1) The plaintext m is a positive integer greater
than or equal to 0 and less than n.

2) Randomly select r to satisfy 0 < r < n and
r ∈ Z∗

n2 (a sufficient condition is that r and n are
relatively prime). r ∈ Z∗

n2 means that r has a
multiplicative inverse element in the remainder
of n2. Get the ciphertext c2 = gmrn mod n2.

Step 4: Ciphertext calculation. The ciphertext cal-
culation algorithm for homomorphic encryption.

1: BGV ciphertext calculation

Satisfy full homomorphisms. Input the ciphertext
calculation key evk1, the circuit C and the ciphertext
c1, and the output is the ciphertext calculation result
c′1.

2: Paillier ciphertext calculation

It satisfies add homomorphism, that is, the multipli-
cation of ciphertext is equal to the addition of plain-
text: D(E(m1) · E(m2)) = m1 + m2. Since it sup-
ports additive homomorphism, Paillier algorithm can
also support multiplication homomorphism, that is,
multiplication of ciphertext and plaintext. The ci-
phertext calculation is as follows:{

c1 ≡ gm1 · rn1 mod n2

c2 ≡ gm2 · rn2 mod n2

⇒ c1 · c2 ≡ gm1 · gm2 · r1n · r2n mod n2

⇒ c1 · c2 ≡ gm1+m2 · (r1 · r2)n mod n2

c1 · c2 can be regarded as m = m1 + m2 encrypted
ciphertext, and the decryption result of c1 · c2 is m.

Step 5: Decryption steps. Use adaptive ciphertext
data selection to filter the ciphertext and perform
homomorphic decryption.

1: BGV decryption

Input private key s = sk1, ciphertext c1, output de-

crypted plaintext m′
1 =

[
t
q [c1[0] + c1[1] · s]q

]
t
.

2: Paillier decryption

Input private key s = sk2, ciphertext c1, output de-
crypted plaintext m2 = L

(
c2

λ mod n2
)
µ mod n.

Step 6: Speech reconstruction. The decrypted
speech matrix is restored to a complete decrypted
speech.

4 Encryption Performance Analy-
sis

In order to evaluate the performance and efficiency of the
proposed speech encryption scheme, some unequal-length
speeches in the Chinese speech database THCHS-30 [22]
opened by Tsinghua University were selected as the test
speech for this experiment for encryption and decryption.
Among them, S1.wav is a 8s speech, S2.wav is a 6s speech,
and S3.wav is a 4s speech. Use PyCharm platform tools
to perform speech preprocessing to obtain adaptively clas-
sified speech data as a database to realize adaptive homo-
morphic encryption of speech data.

Experimental hardware environment: Intel(R) Core
(TM) i5-8250U CPU, 1.80GHz, RAM 12GB.

Software Environment: Windows 10, PyCharm, Mat-
lab R2017b.

4.1 Correlation Analysis

Correlation analysis [15], as a data statistical method, is
widely used in the performance evaluation of speech en-
cryption algorithms. If the value of the correlation coeffi-
cient is around +1 or −1, it indicates that the two speech
signals are highly correlated; if the value of the correla-
tion coefficient of the two speech signals is around 0, it
means that the correlation between the two speech signals
is extremely poor. The correlation coefficient expression
is shown in Equation (5), and its correlation expression is
as follows:

rxk =
C (x, k)√

V (x)
√
V (k)

(5)

C (x, k) =

∑
(x− x̄)(k − k̄)

N − 1
(6)

V (x) =
1

N

∑N

i=1
(xi − x̄)2 (7)

x̄ =
1

N

∑N

i=1
xi (8)

where x̄, k̄ are the mean values of the original speech
signal x and the encrypted speech signal k respectively;
C(x, k) is the covariance between the original speech sig-
nal x and the encrypted speech signal k; V (x) and V (k)
represent the variance between the original speech x and
the encrypted speech k.

Figure 5 shows the waveform of original speech, en-
crypted speech and decrypted speech of the S3.wav as an
example. Figure 5(a), Figure 5(b) and Figure 5(c) are
waveform diagrams of original speech, encrypted speech
and decrypted speech respectively.

It can be seen from Figure 5(b) that no speech wave-
form features can be seen in the encrypted speech, so the
encryption effect is good. In order to further reflect the
anti-statistical analysis attack performance of the encryp-
tion algorithm, the correlation coefficient before and after
the speech encryption is analyzed, and the Pearson cor-
relation coefficient is calculated by Equation (5) to mea-
sure the correlation between the signals. Table 2 shows
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(a) Original speech (b) Encrypted speech (c) Decrypted speech

Figure 5: Waveform diagram of original speech, encrypted speech and decrypted speech

the correlation analysis of the original speech, encrypted
speech and decrypted speech of different durations. Fig-
ure 6 shows the correlation comparison before and after
speech encryption.

Table 2: Correlation analysis of speech
File Original & Encrypted Original & Decrypted

S1.wav -0.0043 0.9890
S2.wav -0.0032 0.9920
S3.wav 0.0018 0.9983
Average 0.0031 0.9931

If the correlation coefficient is around +1 or −1, it in-
dicates that the two speech signals are highly correlated.
If the correlation coefficient between two speech signals is
around 0, it means that the correlation between the two
speech signals is extremely poor. It can be seen from Ta-
ble 2 and Figure 6 that the correlation coefficient between
the original speech and the encrypted speech is close to
0, indicating that the original speech and the encrypted
speech are unrelated and the speech encryption perfor-
mance is good. The correlation coefficient between the
original speech and the decrypted speech is between −1
and +1, indicating that the recovery and reconstruction
performance of the speech is extremely strong, and basi-
cally can achieve lossless recovery.

4.2 SNR and SNRseg

Signal-to-noise ratio (SNR) [16], as one of the most com-
mon and direct methods to verify the performance of data
encryption algorithms. It is mainly used to measure the
noise content and distortion degree of signals in encrypted
data, and is widely used in multimedia data encryption.
The expression of SNR is shown in Equation (9).

SNR=10× log10

∑
L
i=0x

2
i∑

L
i=1[xi − yi]

2 (9)

where L represents the number of samples; xi stands for
the original speech signal; yi stands for encrypted speech
signal. The higher the SNR is, the less noise is generated.
Generally speaking, the smaller the SNR is, the greater

the noise in the encrypted signal is, the higher the dis-
tortion degree is and the better the encryption quality
is.

Segmented SNR (SNRseg) [16] is the average of short-
frame SNR. This is one of the widely used objective
evaluation measurement methods, which can be used to
estimate the quality of the speech signal. The lower
the SNRseg value, the higher the encryption noise and
the better the encryption effect. The expression of the
SNRseg function is shown in Equation (10):

SNRseg=
10

M
×

M−1∑
m=0

log10

∑ Lm+L−1
n=Lm x2

i∑ Lm+L−1
n=Lm [xi − yi]

(10)

where M represents the number of frames in the speech
signal.

Table 3: SNR and SNRseg of encrypted speech

File SNR (dB) SNRseg (dB)
S1.wav -40.1540 -41.1022
S2.wav -38.4883 -40.5567
S3.wav -51.0261 -53.6930
Average -44.8495 -45.1173

The proposed scheme performs SNR and SNRseg tests
on encrypted speech data of different durations. It can be
seen from Table 3 that the SNR and SNRseg values of the
encrypted speech obtained from the experimental results
are lower, indicating that the proposed encryption scheme
has higher encryption quality and stronger security.

4.3 Security Analysis

In general, the security analysis must be satisfied when
a new encryption scheme is proposed. A perfect encryp-
tion scheme should be robust against all kinds of crypt-
analysis attacks (i.e., statistical attack, entropy attack,
chosen-plaintext attack, etc). Therefore, this paper con-
ducts some security analyses to demonstrate the effective-
ness of the proposed algorithm.

1) Statistical Attack

If the encryption performance of a speech encryp-
tion system is well, the encrypted speech statistics
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Figure 6: Correlation comparison before and after speech encryption

histogram [18] should be evenly distributed. This
section takes S3.wav as an example for encryption
performance analysis. Figure 7 shows the amplitude
histogram of the original speech and the encrypted
speech.

It can be seen from Figure 7 that the amplitude his-
togram of the original speech in Figure 7(a) has ir-
regular statistical features. The amplitude histogram
distribution of encrypted speech in Figure 7(b) is rel-
atively stable without large ups and downs, which
has a good masking effect on the statistical features
of the speech data. It can be seen from Figure 7(b)
that the encrypted speech data has poor correlation
and little statistical information, indicating that the
proposed encryption scheme is sufficient to resist sta-
tistical attack.

2) Entropy Attack

Information entropy analysis [10] is mainly used for
the error rate of encrypted speech data. Generally,
the value of information entropy is proportional to
the error rate of speech. The higher the information
entropy of encrypted speech data, the better the ef-
fect of speech encryption. The calculation expression
of information entropy is shown in Equation (11):

H= −
∑S

K=0
p(k)log2p(k) (11)

where p(k) is the input speech data, S represents the
number of sampling points.

For each speech file, if the entropy value of the en-
crypted speech data is close to 16, it indicates that
the speech encryption system has better encryption
effect and higher security. Table 4 shows the cal-
culation of information entropy for speech data of
different durations.

It can be seen from Table 4 that the information
entropy of encrypted speech data is basically close to

Table 4: Information entropy analysis of speech

File Original speech Encrypted speech
S1.wav 11.6241 15.4649
S2.wav 11.7700 15.6166
S3.wav 12.2390 15.7770
Average 11.5956 15.6594

the expected value of 16, indicating that the proposed
encryption scheme has high security and is sufficient
to resist entropy attack.

3) Chosen-plaintext Attack

The number of samples change rate (NSCR) [16] is
an evaluation index of chosen-plaintext attack, which
is widely used in the field of speech encryption. It
reflects the proportion of the data points in the same
position of two speech data to the whole data point.
NSCR reflects the proportion of data points that are
not equal in the same position of two speech data
that are not equal to the entire data point. If NSCR
is approximately equal to 100%, it is considered that
the encryption algorithm has high performance and
can resist various plaintext attacks. Table 5 shows
the sample rate of change for different durations of
speech.

Table 5: NSCR of speech

File NSCR (%)
S1.wav 100
S2.wav 99.999
S3.wav 99.996
Average 99.998

It can be seen from Table 5 that the NSCR val-
ues obtained by the proposed scheme are all close
to 100%, indicating that the encrypted speech data
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(a) Original speech (b) Encrypted speech

Figure 7: Amplitude histogram of original speech and encrypted speech

sample points are diametrically opposite to the orig-
inal speech, and the proposed scheme can effectively
resist differential attacks.

5 Experimental Analysis

5.1 Adaptive Classification

The adaptive classifier proposed in this paper has ob-
tained 3 decision points after 3 iterations. The decision
point 1 that is less than (equal to) −1.0124 is divided
into +1 category, the rest are divided into −1 category,
and the weight of classifier Y1 is 0.5. The decision point
2 is greater than (equal to) 1.0124 and divided into +1
category, the rest are divided into −1 category, and the
weight of classifier Y2 is 0.3. The decision point 3 is less
than (equal to) 2.4492 is divided into +1 category, the
rest are divided into −1 category, the weight of classifier
Y3 is 0.4.

This study loads the speech data as a sequence object,
i.e. one-dimensional arrays, each with a time label. Con-
firm that the datasets have been loaded correctly with the
summary data in Figure 8 and visualize these data as the
dataset waveforms as shown in Figure 9.

By observing the density of the training data set, we
can further understand the residual error of the data
structure analysis model. Ideally, the distribution of
residuals should follow a Gaussian distribution with zero
mean. The residual is calculated by subtracting the pre-
dicted value from the actual value. Figure 10 shows the
energy distribution of the sample data set used in this
article, and Figure 11 shows the residual density of the
designed classifier training model.

It can be seen from Figure 11 that the residual error of
the adaptive classifier designed in this paper is basically
Gaussian, the model has a small deviation, and the mean
value basically tends to zero. If there is any autocorrela-
tion in the residuals, it means there is an opportunity to
improve the model. Ideally, if the model fits properly, no
autocorrelation should be retained in the residuals. When

training the classifier, first extract the first 50 data of the
sample for autocorrelation analysis, and the autocorrela-
tion coefficient is shown in Figure 12; when all the data
of a sample is input to train the classifier, the autocorre-
lation coefficient is shown in Figure 13.

It can be seen from Figure 12 and Figure 13 that the
autocorrelation coefficient of training a sample of all data
is much lower than that of training a sample of a small
amount of data. The more samples in the training set, the
more the autocorrelation tends to zero. Figure 13 shows
that all autocorrelations have been captured in the train-
ing model, and there is no autocorrelation in the resid-
uals. Therefore, the training model has passed all the
standards, and this model can be saved as an adaptive
classifier for subsequent use.

5.2 Speech Encryption and Decryption
Efficiency Analysis

The complexity of the speech encryption system and the
efficiency of speech encryption and decryption are mu-
tually restricted. Existing algorithms often ignore the
speech encryption and decryption time when ensuring key
security, and are not suitable for massive speech encrypted
data. Table 6 shows the time efficiency analysis of en-
cryption and decryption of speech data with different du-
rations.

Table 6: Efficiency of speech encryption and decryption

File Encryption time(s) Decryption time(s)
S1.wav 15.7421 8.8643
S2.wav 11.3554 5.9435
S3.wav 8.1106 4.1652
Average 1.9560 1.0541

It can be seen from Table 6 that the encryption al-
gorithm use about 1.9560 s to encrypt speech per sec-
ond, and the decryption algorithm takes about 1.0541 s to
encrypt speech per second, indicating that the proposed
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Figure 8: Summary data Figure 9: Dataset waveform

Figure 10: Histogram of energy distribution Figure 11: Residual error density and distribution

Figure 12: Autocorrelation plot of the first 50 sample
data

Figure 13: Autocorrelation plot of all sample data

scheme has good encryption and decryption efficiency.

5.3 Comparative Analysis with Existing
Encryption Schemes

This section compares the experimental results with the
improved probabilistic statistics addition homomorphic
algorithm, El-Gamal, probabilistic homomorphic speech

encryption algorithm in the existing scheme [6,15,16] and
BFV speech homomorphic encryption scheme to objec-
tively and accurately evaluates the proposed scheme. The
experimental comparisons all adopt the speech data with
a duration of 4s, and take the average value of each item
for comprehensive evaluation as shown in Table 7.

It can be seen from Table 7 that compared with
Ref. [6, 15, 16] and BFV homomorphic encryption sys-
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Table 7: Performance comparison

Evaluation index Proposed Ref. [15] Ref. [6] Ref. [16] Ref. [1] Ref. [14] BFV
Key size 2× 256 - - 196 - L× 16 128
key space 22×256 - - 4× 2196 - 2L×16 2128

SNR (dB) -44.8495 -29.96 -35.0224 -45.0206 - -47.4953 -
SNRseg (dB) -45.1173 - -38.0201 -45.2222 - - -

Correlation coefficient
original & encrypted 0.9931 0.9438 - 0.7386 0.9901 0.9981 -
Correlation coefficient
original & decrypted 0.0031 0.0027 - 0.0115 0.0008 0.0032 -
Encryption time (s) 8.1106 25.3075 - 5.7208 2.3005 - 13.0878
Decryption time (s) 4.1652 24.2481 - 29.0230 2.8775 - 4.1264

Cipher expand 24.7519 6.6667× 106 - - - - 26.5397
Statistical attack ✓ ✓ × ✓ ✓ ✓ ✓
Entropy attacks ✓ × × × × × ×

Chosen-plaintext attack ✓ ✓ × × ✓ ✓ ✓

tem, the proposed scheme is generally superior than other
speech homomorphic encryption algorithms. Compared
with Ref. [14], the adaptive speech homomorphic encryp-
tion scheme proposed in this paper has a larger key space
than adaptive speech encryption model. This is mainly
because the proposed scheme performs adaptive classifi-
cation on the speech data at first, and then the classi-
fied data of different types are separately encrypted with
different homomorphic encryption in parallel. While en-
suring good encryption performance, the computational
complexity and the ciphertext expansion are reduced.
Compared with Ref. [1], the encryption and decryption
efficiency is lower than that of the speech chaotic encryp-
tion algorithm, but the proposed scheme has higher secu-
rity, and can realize the subsequent ciphertext operation
to support the ciphertext speech retrieval system.

6 Conclusions

In this paper, an adaptive speech homomorphic encryp-
tion scheme based on energy in cloud storage is proposed,
which solves the risks of data privacy exposure of tradi-
tional speech encryption methods, the low efficiency of
existing speech homomorphic encryption schemes, and
the poor adaptability of speech encryption schemes. The
proposed scheme combines adaptive technology and ho-
momorphic encryption technology to perform energy-
based adaptive data classification and batch encryption
of speech data, reducing the amount of the data en-
crypted by FHE to improve the efficiency of speech ho-
momorphic encryption. Using the ciphertext calculation
function supported by homomorphic encryption to real-
ize speech data calculation operations in the ciphertext
domain can greatly improve the security and calculation
efficiency of speech retrieval and speech recognition sys-
tems. The analysis of the encryption/decryption capabil-
ities of different test speech signals through multiple per-
formance indicators such as correlation coefficient, SNR,

and SNRseg shows that the proposed scheme can provide
encrypted speech signals with low residual intelligibility.
By comparing the performance with the existing scheme,
the proposed scheme effectively improves the efficiency of
speech homomorphic encryption, and can effectively im-
prove the adaptability of the encryption scheme under the
premise of keeping the algorithm complexity unchanged.
It has higher security and lower ciphertext expansion, and
can resist statistical attack, entropy attack, and chosen-
plaintext attack.

Acknowledgments

This work is supported by the National Natural Science
Foundation of China (No. 61862041, 61363078). The
authors also gratefully acknowledge the helpful comments
and suggestions of the reviewers, which have improved the
presentation.

References

[1] O. M. Al-Hazaimeh, “A new speech encryption algo-
rithm based on dual shuffling henon chaotic map,”
International Journal of Electrical and Computer
Engineering, vol. 11, no. 3, pp. 2203–2210, 2021.

[2] H. Chen, W. Dai, M. Kim, “Efficient multi-key ho-
momorphic encryption with packed ciphertexts with
application to oblivious neural network inference,” in
In the 2019 ACM SIGSAC Conference, pp. 395–412,
London, UK, November 2019.

[3] X. Feng, Y. Zhou, “English audio language re-
trieval based on adaptive speech-adjusting algo-
rithm,” Complexity, vol. 2021, pp. 2762180(1)–
2762180(12), 2021.

[4] M. S. Hwang, E. F. Cahyadi, S. F. Chiou, C. Y. Yang,
“Reviews and analyses the privacy-protection system
for multi-server,” Journal of Physics: Conference Se-



International Journal of Network Security, Vol.24, No.4, PP.628-641, July 2022 (DOI: 10.6633/IJNS.202207 24(4).05) 640

ries, vol. 1237, no. 2, p. 022091, IOP Publishing,
2019.

[5] I. Iliashenko, V. Zucca, “Faster homomorphic com-
parison operations for bgv and bfv,” Proceedings on
Privacy Enhancing Technologies, vol. 2021, no. 3,
pp. 246–264, 2021.

[6] O. A. Imran, S. F. Yousif, I. S. Hameed, “Imple-
mentation of el-gamal algorithm for speech signals
encryption and decryption,” Procedia Computer Sci-
ence, vol. 167, no. 3, pp. 1028–1037, 2020.

[7] H. Jahanshahi, A. Yousefpour, J. M. Munoz-
Pacheco, “A new fractional-order hyperchaotic mem-
ristor oscillator: Dynamic analysis, robust adap-
tive synchronization, and its application to voice en-
cryption,” Applied Mathematics and Computation,
vol. 383, no. 2, pp. 125310, 2020.

[8] H. Leng, H. Chen, “Adaptive hdg methods for
the brinkman equations with application to optimal
control,” Journal of Scientific Computing, vol. 87,
no. 46, pp. 2–34, 2021.

[9] Z. Y. Li, X. L. Gui, Y. J. Gu, X. S. Li, H. J. Dai,
X. J. Zhang, “Survey on homomorphic encryption al-
gorithm and its application in the privacy-preserving
for cloud computing (in chinese),” Ruan Jian Xue
Bao/Journal of Software (in Chinese), vol. 29, no. 7,
pp. 1830–1851, 2018.

[10] L. Liu, Z. Cao, C. Mao, “A note on one outsourc-
ing scheme for big data access control in cloud,” In-
ternational Journal of Electronics and Information
Engineering, vol. 9, no. 1, pp. 29–35, 2018.

[11] S. Najam, M. U. Rehman, J. Ahmed, “Data encryp-
tion scheme based on adaptive system,” in Global
Conference on Wireless and Optical Technologies
(GCWOT), pp. 1–4, University of Malaga, Spain,
October 2020.

[12] C. Orlandi., P. Scholl, S. Yakoubov, “The rise of
paillier: Homomorphic secret sharing and public-
key silent ot,” in Advances in Cryptology – EURO-
CRYPT 2021, pp. 678–708, Zagreb, Croatia, Octo-
ber 2021.

[13] A. Siswanto, C. Y. Chang, S. M. Kuo, “Multirate
audio-integrated feedback active noise control sys-
tems using decimated-band adaptive filters for re-
ducing narrowband noises,” Sensors, vol. 20, no. 22,
pp. 6693–6705, 2020.

[14] H. I. Shahadi. “Covert communication model for
speech signals based on an indirect and adaptive en-
cryption technique,” Computers and Electrical Engi-
neering, vol. 68, no. 4, p. 425–436, 2018.

[15] C. Shi, H. Wang, Y. Hu, “A speech homomorphic
encryption scheme with less data expansion in cloud
computing,” KSII Transactions on Internet and In-
formation Systems, vol. 13, no. 5, pp. 2588–2609,
2019.

[16] C. Shi, H. Wang, Q. Qian, H. Wang, “Privacy protec-
tion of digital speech based on homomorphic encryp-
tion,” in Cloud Computing and Security (ICCCS),
pp. 365–376, Nanjing, China, July 2016.

[17] Y. Tang, B. Zhu, X. Ma, “Decoding homomorphi-
cally encrypted flac audio without decryption,” in
2019 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 675–
679, Brighton, UK, May 2019.

[18] L. Teng, H. Li, J. Liu, “An efficient and secure cipher-
text retrieval scheme based on mixed homomorphic
encryption and multi-attribute sorting method under
cloud environment,” International Journal of Net-
work Security, vol. 20, no. 5, pp. 872–878, 2018.

[19] L. Teng, H. Li, S. Yin, “IM-Mobishare: An improved
privacy preserving scheme based on asymmetric en-
cryption and bloom filter for users location sharing
in social network,” Journal of Computers (Taiwan),
vol. 30, no. 3, pp. 59–71, 2019.

[20] P. Thaine, G. Penn, “Extracting mel-frequency and
bark-frequency cepstral coefficients from encrypted
signals,” in INTERSPEECH 2019, pp. 3715–3719,
Graz, Austria, September 2019.

[21] A. V. Tutueva, E. G. Nepomuceno, A. I. Karimov,
“Adaptive chaotic maps and their application to
pseudo-random numbers generation,” Chaos, Soli-
tons & Fractals, vol. 133, no. 3, p. 109615, 2020.

[22] D. Wang, X. Zhang, “Thchs-30: A free chinese
speech corpus,” arXiv preprint arXiv:1512.01882,
2015.

[23] Q. Wu, M. Wu, “Adaptive and blind audio water-
marking algorithm based on chaotic encryption in
hybrid domain,” Symmetry, vol. 10, no. 7, p. 284,
2018.

[24] A. Ww, C. Dsb, “The improved adaboost algorithms
for imbalanced data classification,” Information Sci-
ences, vol. 563, no. 7, pp. 358–374, 2021.

[25] S. Yin, J. Liu, L. Teng, “Improved elliptic curve cryp-
tography with homomorphic encryption for medical
image encryption,” International Journal of Network
Security, vol. 22, no. 3, pp. 419–424, 2020.

[26] X. Zhu, T. K. Han, M. Kim, “Privacy-preserving
multimedia data analysis,” The Computer Journal,
vol. 64, no. 7, pp. 991-992, 2021.

Biography

Qiu-yu Zhang Researcher/Ph.D. supervisor, graduated
from Gansu University of Technology in 1986, and then
worked at school of computer and communication in
Lanzhou University of Technology. He is vice dean of
Gansu manufacturing information engineering research
center, a CCF senior member, a member of IEEE and
ACM. His research interests include network and infor-
mation security, information hiding and steganalysis,
multimedia communication technology.

Yu-jiao Ba is currently a master student of the School
of Computer and Communication, Lanzhou University
of Technology, China. She received the BS degrees in
computer science and technology from Lanzhou Univer-
sity of Technology, Gansu, China, in 2019. Her research



International Journal of Network Security, Vol.24, No.4, PP.628-641, July 2022 (DOI: 10.6633/IJNS.202207 24(4).05) 641

interests include network and information security, audio
signal processing and application, multimedia data
security.



International Journal of Network Security, Vol.24, No.4, PP.642-647, July 2022 (DOI: 10.6633/IJNS.202207 24(4).06) 642

Quantum Synchronizable Codes From Sextic
Cyclotomy

Tao Wang, Xueting Wang, Qian Liu, and Tongjiang Yan
(Corresponding author: Tongjiang Yan)

College of Science, China University of Petroleum

Qingdao 266555, Shangdong, China.

Email: yantoji@163.com

(Received Oct. 22, 2021; Revised and Accepted Apr. 15, 2022; First Online May 1, 2022)

Abstract

Quantum synchronizable codes can be used to correct the
effects of both quantum noise on qubits and misalign-
ments in block synchronization. This paper contributes
to constructing quantum synchronizable codes from the
dual-containing cyclic codes obtained by sextic cyclotomy.
We show that these quantum synchronizable codes pos-
sess good synchronization capabilities, which can always
attain the upper bound, and good error-correcting capa-
bility towards bit errors and phase errors when the corre-
sponding cyclic codes are optimal or almost optimal.

Keywords: Cyclic Codes; Quantum Synchronizable Codes;
Sextic Cyclotomy

1 Introduction

In decades, quantum information theory has made great
progress in quantum information and quantum communi-
cation, especially in quantum error-correcting codes [16].
However, the studies on quantum error-correcting codes
tend to just focus on the simplest Pauli errors on qubits,
which roughly corresponds to additive noise in classical
encoding theory [3,9,17]. Meanwhile, the misalignment in
block synchronization can also cause catastrophic failure
in quantum information transmission. This kind of error
occurs due to the fact that the information processing de-
vices misidentify the boundaries of an information qubit
stream. For instance, suppose that the quantum informa-
tion can be expressed by an ordered sequence of informa-
tion block and each chunk of information is encoded into
a block of consecutive three qubits in a stream of qubit
|qi⟩, i ∈ I, where I is an indexed set. If three blocks
of information are encoded, we have 9 ordered qubits
(|q0⟩|q1⟩|q2⟩|q3⟩|q4⟩|q5⟩|q6⟩|q7⟩|q8⟩), then each of the three
blocks (|q0⟩|q1⟩|q2⟩), (|q3⟩|q4⟩|q5⟩) and (|q6⟩|q7⟩|q8⟩) forms
an information chunk. Suppose the synchronization sys-
tem was established at the beginning of information trans-
mission, but synchronization may be lost during the quan-
tum communications or quantum computations. The mis-

alignment occurs when the receiver incorrectly locates the
boundary of each block of data by a certain number of po-
sitions towards the left or right. For example, the receiver
wrongly read out (|q5⟩|q6⟩|q7⟩) instead of the correct in-
formation chunk (|q6⟩|q7⟩|q8⟩). For more details, see [4].

As a subclass of quantum error-correcting codes, quan-
tum synchronizable codes (QSCs) can be used to pre-
vent both the interference of quantum noises on qubits
and misalignments in block synchronization. In order to
ensure information security, it is of great significance to
study the construction of QSCs. In 2013, Fujiwara et
al. [5, 6] proposed the framework of quantum block syn-
chronization and gave the first example of QSCs. In 2014,
Xie et al. [18] used quadratic residue codes to produce bi-
nary QSCs which attain the upper bound on synchroniza-
tion capabilities. Recently, Li and Yue [13] obtained two
families of QSCs with good error-correcting performance.
Some further studies about QSCs can be seen in [12,14].

Although we now have the theoretical framework of
QSCs, there exists only a few families of QSCs in the lit-
erature. Cyclotomic classes can be used to constructed
self-dual codes [7, 11], which have important appliance
in constructing QSCs. Hence, we use the cyclic codes
obtained by sextic cyclotomy to construct QSCs in this
work. This paper is arranged as follows. In Section 2,
we review some general conclusions of cyclic codes and
cyclotomic classes. In Section 3, we construct some dual-
containing cyclic codes and discuss their minimum Ham-
ming distance. In Section 4, we construct two classes of
QSCs and discuss their synchronization capabilities and
error-correcting performance. Finally, some concluding
remarks are given in Section 5.

2 Preliminaries

2.1 Cyclic Codes and Dual Codes

Let Fq be a finite field with q elements, where q is a prime
power. An [n, k, d]q linear code C is a k-dimensional sub-
space of the n-dimensional vector space over Fq such that
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min{wt(v)|v ∈ C, v ̸= 0} = d, where wt(v) is the Ham-
ming weight of v. A linear code with parameters [n, k, d]q
is called optimal if and only if its minimum Hamming dis-
tance reaches the Hamming bound, see e.g. [2]. A linear
code with parameters [n, k, d]q is called almost optimal
means that the code with parameters [n, k, d+ 1]q is op-
timal. An [n, k]q cyclic code C is a linear code with the
property that if a codeword c = (c0, c1, · · · , cn−1) ∈ C,
then (cn−1, c0, · · · , cn−2) ∈ C. It is known that C can be
seen as an principal ideal ⟨g(x)⟩ in Fq[x]/(x

n − 1). The
polynomial g(x) with degree n − k is a monic divisor of
xn−1, and it is called the generator polynomial of C. The
polynomial h(x) = xn − 1/g(x) is called the parity-check
polynomial of C.

The Euclidean inner product between two codewords
x = (x0, x1, . . . , xn−1) and y = (y0, y1, . . . , yn−1) is de-

fined by (x, y) =
n−1∑
i=0

xiyi. The Euclidean dual code

C⊥ = {x ∈ Fn
q |(x, c) = 0,∀c ∈ C} of C is also a cyclic

code [10], and the generator polynomial of C⊥ has the
form

h̃(x) = h(0)−1xkh
(
x−1

)
, (1)

which is called the reciprocal polynomial of h(x).

Let C1 = ⟨g1(x)⟩ and C2 = ⟨g2(x)⟩ be two cyclic codes
with parameters [n, k1]q and [n, k2]q respectively. If C1 ⊆
C2, then C2 is said to be C1-containing, and C2 is called
the augmented code of C1. If C⊥

2 ⊂ C2, C2 is called
dual-containing.

2.2 Sextic Cyclotomic Classes

Let n = 12m+ 7 be an odd prime and γ be a fixed prim-
itive element in Fn. Then the sextic cyclotomic classes

C
(6,n)
0 , C

(6,n)
1 , . . . , C

(6,n)
5 in Fn are

C
(6,n)
i = {γ6j+i|0 ≤ j ≤ n− 1

6
− 1}, for i = 0, 1, · · · , 5.

Trivially C
(6,n)
i = γiC

(6,n)
0 and F∗

n =
⋃5

i=0 C
(6,n)
i , where

F∗
n = Fn\{0}.

Lemma 1. Let the notations be defined as above. Then

C
(6,n)
i = −C

(6,n)
i+3 ,

where i = 0, 1, · · · , 5, and i+ 3 means i+ 3 (mod 6).

Proof. Since γ is a fixed primitive element in Fn, −1 =

γ
n−1
2 = γ6m+3 ∈ C

(6,n)
3 . Then the result can be obtained

immediately.

From now on, we let q ∈ C
(6,n)
0 , and η be a n-th prim-

itive root of unity in Fqordn(q) , where ordn(q) is the mul-
tiplicative order of q modulo n. Let

g
(6,n)
i (x) =

∏
j∈C

(6,n)
i

(x− ηj), (2)

where i = 0, 1, · · · , 5. It is known that g
(6,n)
i (x) ∈ Fq[x],

and the factorization of xn − 1 is

xn − 1 = (x− 1)

5∏
i=0

g
(6,n)
i (x).

3 Cyclic Codes from Sextic Cyclo-
tomy

3.1 Dual-containing Codes

Let Ci and C̄i be the cyclic codes over Fq generated by

g
(6,n)
i (x) and xn−1

g
(6,n)
i+3 (x)

respectively, i = 0, 1, · · · , 5.

Lemma 2. Let n = 12m + 7 be an odd prime, where m
is a nonnegative integer. Then

(a) C⊥
i = C̄i, (b) C⊥

i ⊂ Ci. (3)

Proof. By Equation (1), the reciprocal polynomial of

g
(6,n)
i (x) is

g̃
(6,n)
i (x) =

(
g
(6,n)
i (0)

)−1

x
deg

(
g
(6,n)
i (x)

)
g
(6,n)
i (x−1).

Assume that

g
(6,n)
i (x) = (x− ηei1 )(x− ηei2 ) . . . (x− ηei2m+1 ),

where eij runs over C
(6,n)
i and each element appears only

once. Then

g̃
(6,n)
i (x) =(−ηei1 )−1(−ηei2 )−1 . . . (−ηei2m+1 )−1x2m+1

(x−1 − ηei1 )(x−1 − ηei2 ) . . . (x−1 − ηei2m+1 )

=(x− η−ei1 )(x− η−ei2 ) . . . (x− η−ei2m+1 ).

According to Lemma 1 and Equation (2), we have

g̃
(6,n)
i (x) = g

(6,n)
i+3 (x), (4)

where i = 0, 1, · · · , 5. Note that the parity-check polyno-
mial of Ci is

h(x) =
xn − 1

g
(6,n)
i (x)

= (x− 1)
∏

j∈F∗
n\C(6,n)

i

(x− ηj).

And by Equation (4),

h̃(x) = (x− 1)g
(6,n)
i (x)g

(6,n)
i+1 (x)g

(6,n)
i+2 (x)g

(6,n)
i+4 (x)g

(6,n)
i+5 (x)

is the generator polynomial of C⊥
i . This means C⊥

i = C̄i.

Moreover, since g
(6,n)
i (x)|h̃(x), we get C⊥

i ⊂ Ci.

In addition, let Di and D̄i be the cyclic codes

over Fq generated by g
(6,n)
i (x)g

(6,n)
i+1 (x)g

(6,n)
i+2 (x) and (x −

1)g
(6,n)
i (x)g

(6,n)
i+1 (x)g

(6,n)
i+2 (x) respectively, for any i ∈

{0, 1, 2, 3, 4, 5}. By using the similar method in Lemma 2,
we have the following Lemma.
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Lemma 3. Let n = 12m+ 7 be an odd prime. Then

(a) D⊥
i = D̄i, (b) D⊥

i ⊂ Di. (5)

Proof. The proof is straightforward from Lemma 2.

Theorem 1. Let di be the minimum Hamming distance
of the cyclic code Di. Then d2i − di + 1 ≥ n, where n is
the length of Di.

Proof. Let d(x) be a codeword in Di with minimum Ham-
ming weight d. From Equation (2),

d(x) =
∏

i∈C
(6,n)
i ∪C

(6,n)
i+1 ∪C

(6,n)
i+2

(x− ηi)s(x),

where s(x) ∈ Fq[x], deg(s(x)) < n+1
2 . Since ηi are the

roots of d(x) = 0, d(x−1) = 0 have roots η−i, where

i ∈ C
(6,n)
i ∪C

(6,n)
i+1 ∪C

(6,n)
i+2 . Then we have −1 ∈ C

(6,n)
i+3 , we

then have d(x−1) is a codeword in Di+3 with minimum
Hamming weight d. Therefore, d(x)d(x−1) is a codeword
in Di ∩Di+3, which means d(x)d(x−1) a multiple of

g
(6,n)
i (x)g

(6,n)
i+1 (x)g

(6,n)
i+2 (x)g

(6,n)
i+3 (x)g

(6,n)
i+4 (x)g

(6,n)
i+5 (x)

=
xn − 1

x− 1
=

n−1∑
j=0

xj .

Then the weight of codewrod d(x)d(x−1) is n. Since there
are d terms equal to some nonzero elements of Fq in d(x),
we have d2 − d+ 1 ≥ n. The desired result follows.

Example 1. Let n = 12m + 7 and q ∈ C
(6,n)
0 . Table 1

gives some examples of cyclic codes and their duals, and
some of them are optimal or almost optimal. All compu-
tations have been done by MAGMA [1]. Obviously, the
minimum Hamming distance of Di in Table 1 satisfy the
bound in Theorem 1.

Remark 1. From Lemmas 2 and 3, we obtain two classes
of dual-containing cyclic codes Ci and Di. Furthermore,
for any i = {0, 1, 2}, the cyclic codes with generator poly-

nomial g
(6,n)
i (x)g

(6,n)
i+j (x) are dual-containing codes, where

j ∈ {0, 1, 2, 4, 5} and j ̸= i.

3.2 Augmented Cyclic Codes

In order to obtain the augmented cyclic codes of Ci and
Di, we need the concept of cyclotomic cosets. The q-
cyclotomy coset modulo n containing the integer s is de-
fined as

C(s,n) = {sqi (mod n)|i ∈ N}, (6)

where N is the set of all nonnegative integers. It is notable
that s ∈ {0, 1, 2, . . . , n− 1}. Then the unique irreducible
minimal polynomial of ηs in Fq[x] is

Ms(x) =
∏

i∈C(s,n)

(x− ηi). (7)

Lemma 4. [15] Let n be an odd prime, and the size of
C(1,n) be ℓ. Then the size of any cyclotomic coset C(s,n)

is ℓ.

Theorem 2. Let n = 12m + 7 be an odd prime, Ci =

⟨g(6,n)i (x)⟩. If the size of C(1,n) is ℓ, the generator poly-

nomial g
(6,n)
i (x) can be expressed as

g
(6,n)
i (x) =

t∏
j=1

Mij (x),

where t = n−1
6ℓ .

Proof. By Lemma 4, the size of C(s,n) is ℓ. Let q =

γ6k ∈ C
(6,n)
0 be a prime power, where k ∈ {1, 2, . . . , n−7

6 }.
As γ is the fixed primitive element in Fn, it is easy

to deduce that C(s,n) ⊆ C
(6,n)
i . Since

⋃5
i=0 C

(6,n)
i =⋃n−1

s=1 C(s,n) = F∗
n, we have C

(6,n)
i =

⋃t
j=1 C(ij ,n), where

i1, i2, · · · , it ∈ {1, 2, · · · , n − 1} are some appropriate in-

tegers. Furthermore, we have t =
|C(6,n)

i |
|C(s,n)|

= n−1
6ℓ , where

|C(s,n)|means the size of C(s,n). By Equations (7) and (2),

we have g
(6,n)
i (x) =

∏t
j=1 Mij (x).

Example 2. Consider the sextic cyclotomic classes

C
(6,n)
i in F127.

C
(6,127)
0 = {1, 47, 50, 64, 87, 25, 32, 107, 76, 16, 117, 38, 8,

122, 19, 4, 61, 73, 2, 94, 100},

C
(6,127)
1 = {6, 28, 46, 3, 14, 23, 65, 7, 75, 96, 67, 101, 48, 97,

114, 24, 112, 57, 12, 56, 92},

C
(6,127)
2 = {36, 41, 22, 18, 84, 11, 9, 42, 69, 68, 21, 98, 34, 74,

49, 17, 37, 88, 72, 82, 44},

C
(6,127)
3 = {89, 119, 5, 108, 123, 66, 54, 125, 33, 27, 126, 80,

77, 63, 40, 102, 95, 20, 51, 111, 10},

C
(6,127)
4 = {26, 79, 30, 13, 103, 15, 70, 115, 71, 35, 121, 99,

81, 124, 113, 104, 62, 120, 52, 31, 60},

C
(6,127)
5 = {29, 93, 53, 78, 110, 90, 39, 55, 45, 83, 91, 86, 105,

109, 43, 116, 118, 85, 58, 59, 106}.

Let γ = 3 be the fixed primitive element of F127. Since

q = γ6K ∈ C
(6,127)
0 , where K ∈ {0, 1, · · · , 20}, the order

of q modulo n is |γ|
gcd(6K,|γ|) . If K = 14, then q = 19 and

the order of q modulo n is 3. By Equation (6), we have

C(1,127) = {1, 19, 107}, C(2,127) = {2, 38, 87},
C(4,127) = {4, 76, 47}, C(8,127) = {8, 25, 94},
C(16,127) = {16, 50, 61}, C(32,127) = {32, 100, 122},
C(64,127) = {64, 73, 117}.

Thus C
(6,127)
0 = C(1,127) ∪ C(2,127) ∪ C(4,127) ∪ C(8,127) ∪

C(16,127) ∪ C(32,127) ∪ C(64,127), which is equivalent to

g
(6,127)
0 (x)=M1(x)M2(x)M4(x)M8(x)M16(x)M32(x)M64(x).
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Table 1: Dual-containing cyclic codes Ci and Di

Codes Dual codes Comments
Ci = [19, 16, 3]7 C⊥

i = [19, 3, 15]7 Both optimal [8]
Di = [19, 10, 7]7 D⊥

i = [19, 9, 8]7 Both almost optimal [8]
Ci = [31, 26, 3]2 C⊥

i = [31, 5, 16]2 Both optimal [8]
Di = [31, 16, 7]2 D⊥

i = [31, 15, 8]2 Di almost optimal, D⊥
i optimal [8]

Ci = [43, 36, 5]4 C⊥
i = [43, 7, 27]4 Both optimal [8]

Di = [43, 22, 12]4 D⊥
i = [43, 21, 12]4 Di almost optimal [8]

Ci = [67, 56, 6]9 C⊥
i = [67, 11, 44]9 Ci almost optimal, C⊥

i optimal [8]
. . . . . . . . .

In this way, we have the following equations.

C
(6,127)
1 =C(3,127) ∪ C(6,127) ∪ C(12,127) ∪ C(24,127)

∪ C(48,127) ∪ C(96,127) ∪ C(65,127),

C
(6,127)
2 =C(9,127) ∪ C(18,127) ∪ C(36,127) ∪ C(72,127)

∪ C(17,127) ∪ C(34,127) ∪ C(68,127),

C
(6,127)
3 =C(5,127) ∪ C(10,127) ∪ C(20,127) ∪ C(40,127)

∪ C(80,127) ∪ C(33,127) ∪ C(66,127),

C
(6,127)
4 =C(13,127) ∪ C(26,127) ∪ C(52,127) ∪ C(104,127)

∪ C(81,127) ∪ C(35,127) ∪ C(70,127),

C
(6,127)
5 =C(29,127) ∪ C(58,127) ∪ C(116,127) ∪ C(105,127)

∪ C(83,127) ∪ C(39,127) ∪ C(78,127),

It is easy to deduce that the augmented cyclic code of
Ci (or Di) can be obtained by removing one or more irre-

ducible factors of g
(6,n)
i (x) (or g

(6,n)
i (x)g

(6,n)
i+1 (x)g

(6,n)
i+2 (x)).

It is also notable that any augmented code obtained by
this way is also dual-containing code. Furthermore, we
have the following results.

Lemma 5. Let n = 12m+7 be an odd prime, and Ci, Di

be the cyclic codes defined by above for i ∈ {0, 1, 2, 3, 4, 5}.
If t in Theorem 2 is greater than 1, the following conclu-
sions are established.

1) If C = ⟨ g
(6,n)
i (x)∏

i∈A Mi(x)
⟩, then Ci ⊂ C, where A is some

nonempty subset of {i1, i2, · · · , it}.

2) If D = ⟨ g
(6,n)
i (x)g

(6,n)
i+1 (x)g

(6,n)
i+2 (x)∏

i∈B Mi(x)
⟩, then Di ⊂ D, where

B is some nonempty subset of {i1, i2, · · · , it} ∪ {(i+
1)1, (i+1)2, · · · , (i+1)t}∪{(i+2)1, (i+2)2, · · · , (i+
2)t}.

Proof. The results come from the definition of dual-
containing codes.

4 Quantum Synchronizable Codes
from the Obtained Cyclic Codes

First we review some basic concepts of QSCs. An [[n, k]]
quantum error-correcting code encodes k logical qubits

into n physical qubits. A QSC with parameters (cl, cr)-
[[n, k]] is an encode scheme that corrects not only bit er-
rors and phase errors but also a misalignment up to the
left by cl qubits and up to the right by cr qubits, where
cl and cr are nonnegative integers.

We provide the construction of QSCs by applying the
method discovered by Fujiwara et al. [4, 6].

Lemma 6. [4] Let C1 = ⟨g1(x)⟩ and C2 = ⟨g2(x)⟩ be
two cyclic codes of parameters [n, k1, d1]r and [n, k2, d2]r
respectively in Fr with k1 > k2 such that C2 ⊂ C1 and

C⊥
2 ⊆ C2. Define f(x) = g2(x)

g1(x)
in Fr[x]/(x

n−1). Then for

any pair of nonnegative integers cl, cr satisfying cl+cr <
ord (f(x)), we can construct a (cl, cr)-[[n+cl+cr, 2k2−n]]
QSC from C1 and C2 that can correct up to

⌊
d1−1

2

⌋
bit

errors and
⌊
d2−1

2

⌋
phase errors.

4.1 Maximum Misalignment Tolerance

Lemma 7. The tolerable magnitude of QSCs is upper
bounded by its length n.

Proof. From Lemma 6, the synchronization capability of
QSCs is related to the order of f(x). According to the
definition of f(x) and f(x)|(xn−1), it is clear that the tol-
erable magnitude of QSCs is upper bounded by its length
n.

Lemma 8. Let n = 12m+ 7 be an odd prime. Then the
tolerable magnitude of QSCs with length n can reach the
upper bound.

Proof. As the order of η is n in Fqordn(q) , where n is an
odd prime. We know that the order of any root of f(x)
is n, then the order of f(x) must be n. By Lemma 7, the
tolerable magnitude of QSCs constructed by Lemma 6
can reach the upper bound n.

Based on the cyclic code Ci constructed in Lemma 2,
we can obtain a class of QSCs as follows, whose synchro-
nization capabilities can always reach the upper bound.

Theorem 3. Let n = 12m+ 7 be an odd prime, t = n−1
6ℓ

and q ∈ C
(6,n)
0 , where qℓ ≡ 1 mod n. For any nonnegative

integers cl and cr satisfying cl+cr < n, we can construct a
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QSC with parameters (cl, cr)-[[n+ cl+ cr, 2|A|ℓ+ 2n+1
3 ]]q,

where |A| is the size of A in Lemma 5, and 0 ≤ |A| ≤
t− 2 = n−12ℓ−1

6ℓ .

Proof. From the definition of cyclotomic coset, we have
that the size of C(s,n) is ℓ and ℓ|(2m + 1), for any s ∈
{1, 2, . . . , n − 1}. It is obvious that the cyclic code Ci =

⟨g(6,n)i (x)⟩ has augmented codes if and only if g
(6,n)
i (x)

has at least t = n−1
6ℓ irreducible factors in Fq[x]. Since

the size of C
(6,n)
i is odd, we let t ≥ 3. According to (a) in

Lemma 5, the cyclic code C
(6,n)
i = ⟨g(6,n)i (x)⟩ has an aug-

mented code C with parameters
[
n, 5n+1

6 + |A|ℓ
]
. Tak-

ing a set A′ such that A ⊂ A′ ⊂ {i1, i2, . . . , it}, then we
can get a cyclic code C ′ with parameters

[
n, 5n+1

6 + |A′|ℓ
]

such that C ⊂ C ′. Then 0 ≤ |A| ≤ t− 2 = n−12ℓ−1
6ℓ . Fur-

thermore, by Lemmas 7 and 8, we can obtain a QSC with
parameters (cl, cr)-[[n+cl+cr, 2|A|ℓ+ 2n+1

3 ]]q, whose tol-
erable magnitude against misalignment errors can reach
the upper bound n.

Moreover, we can also construct another class of QSCs
whose synchronization capabilities reach the upper bound
by using the cyclic code Di and its augmented codes.

Theorem 4. Let n = 12m+ 7 be an odd prime, t = n−1
6ℓ

and q ∈ C
(6,n)
0 , where qℓ ≡ 1 mod n. For any nonnegative

integers cl and cr satisfying cl + cr < n, we can construct
a QSC with parameters (cl, cr)-[[n + cl + cr, 2|B|ℓ + 1]]q,
where |B| is the size of B in Lemma 5, and 0 ≤ |B| ≤
3t− 2 = n−4ℓ−1

2ℓ .

Proof. Since the size of C(s,n) is ℓ and ℓ|(2m+1), it is obvi-

ous that the cyclic code Di = ⟨g(6,n)i (x)g
(6,n)
i+1 (x)g

(6,n)
i+2 (x)⟩

has augmented codes if and only if g
(6,n)
i+j (x) (j ∈ {0, 1, 2})

has at least t = n−1
6ℓ irreducible factors over Fq. So we

let t ≥ 3. According to (b) in Lemma 5, the cyclic code

Di = ⟨g(6,n)i (x)g
(6,n)
i+1 (x)g

(6,n)
i+2 (x)⟩ has an augmented code

D with parameters
[
n, n+1

2 + |B|ℓ
]
. Taking a set B′ such

that B ⊂ B′ ⊂ ({i1, i2, . . . , it}∪{(i+1)1, (i+1)2, . . . , (i+
1)t} ∪ {(i + 2)1, (i + 2)2, . . . , (i + 2)t}), then we can get
a cyclic code D′ =

[
n, n+1

2 + |B′|ℓ
]
such that D ⊂ D′.

Then 0 ≤ |B| ≤ 3t − 2 = n−4ℓ−1
2ℓ . Furthermore, by

Lemmas 7 and 8, we can obtain a QSC with parameters
(cl, cr)-[[n+cl+cr, 2|B|ℓ+1]]q whose tolerable magnitude
against misalignment errors can reach the upper bound
n.

The following are two examples about QSCs which are
constructed by sextic cyclotomy. In particular, we can
give a lower bound of the error-correcting capability to-
wards bit errors and phase errors of QSCs constrtucted
by Di and its augmented codes.

Example 3. (a) Let n = 127 and q = 19 ∈ C
(6,n)
0 . In this

case, we only consider the construction of QSCs from the

cyclic code C0 = ⟨g(6,127)0 (x)⟩ and its augmented codes.
Then 0 ≤ |A| ≤ 5, by Theorem 3. From Example 2, let
A = {8, 16, 32, 64}, |A| = 4. Then the cyclic code C =

⟨ g
(6,127)
0 (x)∏
i∈A Mi(x)

⟩ with parameters [127, 118, 6]19 is optimal and

C⊥ ⊂ C. Furthermore, let A ⊂ A′ = {2, 4, 8, 16, 32, 64}.
Then the cyclic code C ′ = ⟨ g

(6,127)
0 (x)∏
i∈A′ Mi(x)

⟩ with parameters

[127, 124, 3]19 is optimal and C⊥ ⊂ C ⊂ C ′. Then by
Lemma 6, we can construct a (cl, cr)-[[127+cl+cr, 109]]19
QSC with cl+cr < 127, whose tolerable magnitude against
misalignment errors can reach the upper bound. More-
over, since the cyclic codes C and C ′ are optimal, the
QSC we construct has the optimal error-correcting capa-
bility towards bit errors and phase errors.

(b) Let the notations be defned as above. In this
case, we only consider the QSCs constructed from D0 =

⟨g(6,127)0 (x)g
(6,127)
1 (x)g

(6,127)
2 (x)⟩ and its augmented codes.

By Theorem 4, 0 ≤ |B| ≤ 19. From Example 2, let
B = {2}. Hence the augmented code of D0 is D =

⟨ g
(6,127)
0 (x)g

(6,127)
1 (x)g

(6,127)
2 (x)∏

i∈B Mi(x)
⟩. By Lemma 3, D0 is a dual-

containing code, then we have D⊥
0 ⊂ D0 ⊂ D. From

Lemma 6, we can construct a (cl, cr)-[[127 + cl + cr, 1]]19
QSC with cl+cr < 127, whose tolerable magnitude against
misalignment errors can reach the upper bound. From
Theorem 1, the lower bound of D0 satisfies d20 − d0 + 1 ≥
127, then the parameters of D0 are [127, 64,≥ 12]19 and
the parameter of D are [127, 67,≥ 12]19. According to
Lemma 6, the QSCs we constructed can correct up to 5
bit errors and 5 phase errors.

5 Conclusion

We study two classes of QSCs from dual-containing cyclic
codes obtained by sextic cyclotomic classes. The con-
structed QSCs possess the highest tolerance against mis-
alignment errors, besides some of them have optimal or
almost optimal error-correcting capability towards bit er-
rors and phase errors. Since the exact Hamming distances
of the cyclic codes used to construct QSCs are quite diffi-
cult to compute, the error-correcting capability of QSCs is
difficult to determine in theory. We hope that our future
work can make a breakthrough in this respect.

Acknowledgments

This work was supported by Fundamental Research Funds
for the Central Universities (20CX05012A), the Major
Scientific and Technological Projects of CNPC under
Grant(ZD2019-183-008), National Nature Science Foun-
dation of China (11775306), and Shandong Provincial
Natural Science Foundation of China (ZR2019MF070).

References

[1] W. Bosma, J. J. Cannon, and C. Fieker, “Handbook
of magma functions,” Journal of Symbolic Computa-
tion, vol. 24, no. 3-4, p. 5017, 2010.



International Journal of Network Security, Vol.24, No.4, PP.642-647, July 2022 (DOI: 10.6633/IJNS.202207 24(4).06) 647

[2] A. E. Brouwer, Bounds on the size of linear codes.
Elsevier, 1998.

[3] A. R. Calderbank and P. W. Shor, “Good quan-
tum error-correcting codes exist,” Physical Review
A, vol. 54, no. 2, pp. 1098–1105, 1996.

[4] Y. Fujiwara, “Block synchronization for quantum
information,” Physical Review A, vol. 87, no. 2,
p. 022344, 2013.

[5] Y. Fujiwara, V. D. Tonchev, and T. Wong, “Al-
gebraic techniques in designing quantum synchro-
nizable codes,” Physical Review A, vol. 88, no. 1,
p. 012318, 2013.

[6] Y. Fujiwara and P. Vandendriessche, “Quantum
synchronizable codes from finite geometries,” IEEE
Transactions on Information Theory, vol. 60, no. 11,
pp. 7345–7354, 2014.

[7] W. Gao and T. Yan, “Double circulant self-dual
codes from generalized cyclotomic classes of order
two,” International Journal of Network Security,
vol. 23, no. 3, pp. 395–400, 2021.

[8] M. Grassl, “Bounds on the minimum distance of
linear codes and quantum codes,” Mar. 2, 2022.
(http://www.codetables.de)

[9] G. G. L. Guardia, Quantum Error Correction: Sym-
metric, Asymmetric, Synchronizable, and Convolu-
tional Codes. Switzerland: Springer International
Publishing, 2020.

[10] W. C. Huffman and V. Pless, Fundamentals of Error-
Correcting Codes. Cambridge University Press, 2003.

[11] C. Jiang, Y. Sun, and X. Liang, “Eight power residue
double circulant self-dual codes,” International Jour-
nal of Network Security, vol. 22, no. 5, pp. 736–742,
2020.

[12] L. Q. Li, S. X. Zhu, and L. Liu, “Quantum syn-
chronizable codes from the cyclotomy of order four,”
IEEE Communications Letters, vol. 23, no. 1, pp. 12–
15, 2019.

[13] X. Li and Q. Yue, “A new family of quantum syn-
chronizable codes,” IEEE Communications Letters,
vol. 25, no. 2, pp. 342–345, 2021.

[14] L. Luo and Z. Ma, “Non-binary quantum synchro-
nizable codes from repeated-root cyclic codes,” IEEE
Transactions on Information Theory, vol. 64, no. 3,
pp. 1461–1470, 2018.

[15] F. J. MacWilliams and N. J. A. Sloane, The The-
ory of Error-Correcting Codes. New York: Elsevier,
1977.

[16] M. A. Nielsen and I. Chuang, Quantum Computaion
and Quantum Information. New York: Cambridge
University Press, 2011.

[17] A. M. Steane, “Error correcting codes in quantum
theory,” Physical Review Letters, vol. 77, no. 5,
pp. 793–797, 1996.

[18] Y. X. Xie, Yuan J. H, and Y. Fujiwara, “Quantum
synchronizable codes from quadratic residue codes
and their supercodes,” in 2014 IEEE Information
Theory Workshop (ITW 2014), pp. 172–176, August
2014.

Biography

Tao Wang received the B.S. degree in China University
of Petroleum, Qingdao China, in 2018. He is currently
pursuing his M.S. in Mathematics from China University
of Petroleum. His research interests include coding the-
ory and Information security.

Xueting Wang received the B.S. degree in University
of Jinan, Jinan China, in 2020. She is currently pursu-
ing her M.S. in Mathematics from China University of
Petroleum. His research interests include coding theory
and Information security.

Qian Liu is a undergraduate student of China Univer-
sity of Petroleum. He is mainly engaged in the research
of Applied mathematics.

Tongjiang Yan was born in 1973 in Shandong Province
of China. He was graduated from the Department of
Mathematics, Huaibei Coal-industry Teachers College,
China, in 1996. In 1999, he received the M. S. degree
in mathematics from the Northeast Normal University,
Lanzhou. He received the Ph. D. degree in cryptography
from the Xidian University, Xian. He is now a professor
of China University of Petroleum. His research interests
include cryptography and coding.

http://www.codetables.de


International Journal of Network Security, Vol.24, No.4, PP.648-660, July 2022 (DOI: 10.6633/IJNS.202207 24(4).07) 648

Adaptive Intrusion Detection Model Based on
CNN and C5.0 Classifier

Wen-Tao Hao1, Ye Lu2, Rui-Hong Dong3, Yong-Li Shui3, and Qiu-Yu Zhang3

(Corresponding author: Wen-Tao Hao)

Network Information Center of Xi’an Aeronautical University1

No.259, West-Second-Ring Road, Xian 710077, China

Email: haowentao811@163.com

School of Computer Science, Baoji University of Arts and Sciences2

No. 1, Gaoxin Avenue, Baoji City 721013, China

School of Computer and Communication, Lanzhou University of Technology3

No.287, Lan-Gong-Ping Road, Lanzhou 730050, China

(Received Jan. 7, 2022; Revised and Accepted Apr. 28, 2022; First Online May 1, 2022)

Abstract

In order to solve the problems of traditional intrusion de-
tection methods in industrial control networks that are
difficult to adaptively respond to dynamic changes in the
network environment, extract valid data features, and low
detection rates for unknown attacks, an adaptive intru-
sion detection model based on convolutional neural net-
work (CNN) and C5.0 classifier was proposed. The pro-
posed model first uses the synthetic minority oversam-
pling method (SMOTE) to solve the problem of data type
imbalance. Then the middle hidden layer of CNN is used
to realize the automatic extraction of network traffic data
features. Finally, the C5.0 classifier model is trained using
the training set data extracted from CNN. An adaptive
online update strategy based on frequent pattern mining
is introduced so that the intrusion detection model can
adapt to the dynamic changes of the network environ-
ment and then obtain the final detection result. The ex-
periment uses KDDCup 99, NSL-KDD, and Gas Pipeline
datasets to test the model’s validity. Experimental results
show that compared with the existing methods, the pro-
posed model can effectively adapt to the dynamic changes
of the network environment, and the classification and
detection accuracy of various attack behaviors can reach
over 98%. In addition, the false alarm rate is less than
2%.

Keywords: Adaptive Intrusion Detection; C5.0 Decision
Tree; Convolutional Neural Network; Industrial Control
Network; Synthetic Minority Oversampling

1 Introduction

With the continuous integration development of industri-
alization and informatization, more and more researchers

pay attention to the field of network security of indus-
trial control systems. In the industrial control network
environment, while responding to traditional functional
security threats, industrial control systems are also fac-
ing more and more industrial control information security
threats such as viruses, Trojan horses, and hackers [7].
There are some malware (such as Stuxnet in 2010, Black-
Energy in 2013, EternalBlue in 2017, etc.) that sounded
the alarm for the information security of industrial con-
trol networks [26]. Therefore, research on the security of
industrial control networks has very important research
significance [1].

In view of the security problems of industrial control
networks, traditional industrial control security technolo-
gies, such as user authentication, firewall, and data en-
cryption, can no longer cope. As the second line of de-
fense of industrial control network information security,
intrusion detection technology can effectively make up for
the shortcomings of traditional industrial control secu-
rity technology [24]. Intrusion detection technology ex-
tracts data characteristics that reflect system behavior,
and classifies attack behavior and normal behavior data
through a designed detection algorithm. Due to the con-
tinuous improvement of network intrusion technologies
and methods, no matter whether it is misuse detection
or anomaly detection, satisfactory results can not be ob-
tained [3]. In recent years, scholars have combined intru-
sion detection technology with the current mainstream
algorithms to extend new research directions. They have
successively applied mature intrusion detection technolo-
gies such as machine learning, data mining, deep learn-
ing and so on to the intrusion detection of industrial
control networks, and constantly innovating, especially
machine learning techniques, such as support vector ma-
chines, Bayesian networks, decision trees and other meth-
ods [18] have achieved good results. However, due to the
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diversification of network intrusions and the imbalance
of intrusion data classes, intrusion detection technology
cannot detect some new or unknown forms of attacks,
cannot adapt to the dynamic changes of the network en-
vironment, and cannot achieve the global scope of intru-
sion detection functions, resulting in low detection effi-
ciency [6,15,22]. In addition, with the increase of hetero-
geneous networks, the network environment has become
more and more complex, and the attack behaviors and
methods of intruders are constantly evolving and updat-
ing. Because of the continuous appearance of unknown
intrusions and the dynamic changes of the network en-
vironment, the detection rate of the intrusion detection
model may be low and the false alarm rate is high. The
adaptive intrusion detection technology is an important
mechanism for the dynamic changes of the network envi-
ronment. Which can make the intrusion detection model
adapt to the dynamic changes of the network environment
and improve the detection rate [19].

In order to reduce the influence of the dynamic changes
of the network environment on the accuracy of the intru-
sion detection model, to better extract effective data fea-
tures and improve the detection performance of the intru-
sion detection model, we presents an adaptive intrusion
detection model based on CNN and C5.0. The proposed
model first preprocesses the dataset. Then, the pooling
layer in CNN is used to transform one-dimensional data
into multidimensional data, and the optimal features are
selected by CNN adaptive. Finally, the optimal features
selected by CNN is used to train and detect C5.0 classi-
fier, and an adaptive online update strategy of frequent
pattern mining is introduced in the detection process, so
that the intrusion detection model can adapt to the dy-
namic changes of the network environment. The main
contributions of this paper are as follows:

1) The hidden layer of CNN is used to realize automatic
extraction of network traffic data features. In the
process of feature extraction, synthetic minority over-
sampling is used to solve the problem of data class
imbalance.

2) Combining CNN with C5.0 classifier realizes the op-
timal classification of normal and attack behavior in
the intrusion detection model.

3) In the C5.0 classification and detection process, an
adaptive online update strategy based on frequent
pattern mining is introduced, so that the intrusion
detection model can adapt to the dynamic changes
of the network environment, and has a high detection
rate for known and unknown attacks.

The remaining part of this paper is organized as fol-
lows. Section 2 introduces related work. Section 3 intro-
duces related theories in detail. Section 4 describes the
proposed adaptive intrusion detection model and related
methods. Section 5 gives the experimental results and
performance analysis as compared with existing methods.
Finally, we conclude our paper in Section 6.

2 Related Work

The dynamic changes of the network environment and
the detection of unknown attacks are the main challenges
faced by intrusion detection models in current indus-
trial control networks. Therefore, the intrusion detec-
tion model that can adapt to the dynamic changes of the
network environment and the detection of new intrusion
attacks is called an adaptive intrusion detection model.
Many researchers at home and abroad have applied ma-
ture intrusion detection technologies such as data mining,
machine learning, and deep learning into the research of
the adaptive intrusion detection model.

Combining data mining with adaptive intrusion detec-
tion technology can dig out the deep features of the data,
so that intrusion detection has a certain adaptive ability.
For example, Ref. [17] used data mining methods to detect
abnormal behaviors in incoming datasets, and proposes
an intrusion detection system based on self-learning tech-
nology. Ref. [21] proposed a knowledge-based intrusion
detection strategy for current wireless sensor networks,
which is used to detect various forms of attacks under
different network structures. Ref. [13] proposed an adap-
tive network intrusion detection method based on fuzzy
rough set feature selection and GA-GOGMMmodel learn-
ing, which can effectively adapt to the dynamic changes of
the network environment and can detect various intrusion
behaviors in real network connection data in real time.

At present, there have been many related works ap-
plying machine learning methods to adaptive intrusion
detection. Such as, Ref. [19] proposed an incremental
machine learning classifier for intelligent detection and
analysis of network data streams. This is an adaptive in-
trusion detection model (AIDM) based on machine learn-
ing technology and feature extraction, which can detect
unknowns attack. In order to detect unknown attacks in
real-time network traffic, Ref. [2] proposed an adaptive
intrusion detection system using multi-layer hybrid sup-
port vector machine and extreme learning machine tech-
nology to detect and learn unknown attacks in real time.
Setareh Roshan et al. [23] proposed an adaptive design
method of intrusion detection system based on extreme
learning machine, which improved the rapid learning and
real-time detection capabilities of intrusion detection sys-
tem. Ref. [14] proposed an adaptive network intrusion
detection (ANID) method based on kernel extreme learn-
ing (KELMs) random feature selection integration. This
method updates the intrusion detection model accord-
ing to the dynamic changes of the network environment,
guarantees the adaptive ability of the intrusion detec-
tion model, and achieves high detection accuracy for both
known and unknown attacks, and improves the detection
efficiency. In [25], in response to the class imbalance prob-
lem in the intrusion data set, the synthetic minority over-
sampling technique (SMOTE) is used to balance the data
set, and then the random forest training classifier is used
for intrusion detection.

In recent years, deep learning has been widely used in
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the field of intrusion detection and has certain advantages.
Ref. [20] proposed an adaptive misuse intrusion detection
system combining self-learning and APE-K framework,
which can detect unknown attacks by using deep learn-
based methods in network environment changes. Chu
Ankang et al. [4] proposed an industrial controlled intru-
sion detection method based on multi-classification long-
short memory model, which has good detection accu-
racy, but cannot accurately detect unknown attacks in
high-dimensional and complex changing network environ-
ments. Ref. [9] proposed an industrial control detection
scheme based on deep learning methods. Deep learning
methods can automatically extract key features to achieve
accurate attack classification. Ref. [10] proposed an intru-
sion detection method using multi-CNN fusion method
for deep learning, which fully contributes to the data of
the Industrial Internet of Things. In [28], for the prob-
lem of data class imbalance,put forward the technique
of combining SMOTE and the Gaussian mixture model
(GMM), and unbalanced processing is combined with a
convolutional neural network. Ref. [11] proposed a new
feature-level IDS based on convolutional neural networks,
and achieved good performance.

Through the above analysis, it can be seen that both
data mining and traditional machine learning methods
can effectively improve the detection rate, but both have
weak adaptability to dynamic changes in the network en-
vironment and low detection rate for unknown attacks.
Intrusion detection based on deep learning has the advan-
tage of detecting unknown attacks, and can automatically
identify different attack characteristics, so as to find po-
tential security threats more efficiently. Therefore, in view
of the weak adaptive ability of intrusion detection tech-
nology in industrial control networks to dynamic changes
in the network environment, difficulty in extracting valid
data features, and low detection rate of unknown attacks,
this paper proposes adaptive intrusion detection model
based on CNN and C5.0 classifiers. The model uses CNN
to automatically select the features of the dataset, then
uses the C5.0 classifier for training and detection, and in-
troduces an adaptive update strategy for frequent pattern
mining.

3 Related Theories

3.1 Convolutional Neural Network
Model

CNN [8] generally consists of a convolutional layer part
and a fully connected layer part, where the number of con-
volutional layers and pooling layers of CNNs with differ-
ent structures is different. CNN uses a back-propagation
learning process, that is, input training data in the input
layer. Then the predicted value is calculated through the
calculation of the convolutional layer, the pooling layer,
the fully connected layer and the output layer. Finally,
the error function is used to calculate the difference be-

tween the real value and the predicted value, so as to
achieve the purpose of reverse iteration to update the net-
work weights and thresholds. The structure of CNN is
shown in Figure 1.

Convolutional layer: The convolutional layer is the core
part of CNN. The feature extraction module in CNN is
composed of a combination of multiple convolutional lay-
ers. In the convolutional layer, the input feature map
and the convolution kernel are convolved and biased, and
then a non-linear activation function is used to obtain the
feature map of the new layer. The current convolution
feature is obtained by the convolution operation of the
convolution kernel and the output feature of the previous
layer. Its definition is shown in Equation (1):

Y a
j =

∑
i

Xa−1
i ∗ T a−1

ij + baj (1)

where Y a
j represents the input of the jth position in the

ath layer feature after the convolution operation, Xa−1
i

represents the ith input matrix in the a-1 layer, T a−1
ij

represents the convolution kernel connecting the ith input
matrix and the jth position between the ath layer and the
a-1th layer, and baj is the offset of the jth position in the
features of the ath layer.

After the calculation of Equation (1), the obtained
matrix needs to undergo nonlinear activation, which can
strengthen the nonlinear expression ability of the network.
Commonly used activation functions are Sigmoid, Relu,
etc. Pooling layer: The pooling layer is sampled under
the output feature map of the convolutional layer. Under
the premise of retaining the main features of the data,
the data features are reduced in dimensionality, which in-
creases the generalization ability of the neural network
and achieves the removal of redundancy. The effect of
this also reduces the complexity of the entire network.

Fully connected layer: The fully connected layer acts
as a classifier in the entire CNN, that is, after convolution,
activation function, pooling and other deep networks, the
results are identified and classified through the fully con-
nected layer. The calculation formula is shown in Equa-
tion (2):

yaj =
∑
i

Ka
ij ∗ xa−1

i + baj (2)

where yaj is the calculated output result of the jth neuron
in the fully connected layer t, Ka

ij represents the connec-
tion weight value of the ith feature in the a-1th layer and
the jth neuron in the ath layer, xa−1

i represents the ith
eigenvalue of the features of the a-1 layer, which is the
offset of the jth neuron in the fully connected layer a.

After the feature data passing through the convolu-
tional layer and pooling layer pass through the last classi-
fication prediction layer, the classification and prediction
results can be obtained.
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Figure 1: Structure diagram of CNN

3.2 Synthetic Minority Oversampling
(SMOTE)

In order to solve the problem of data class imbalance, a
synthetic minority oversampling is used to preprocess the
training set data. Synthetic minority oversampling [24]
is an improved scheme based on random oversampling,
because random oversampling is prone to the problem of
model overfitting, which makes the information learned by
the model too special and not general enough. Synthetic
minority oversampling changes the data distribution of
the unbalanced dataset by adding the generated minority
samples, and synthesizes new samples between two mi-
nority samples by linear interpolation, thereby effectively
alleviating the overfitting caused by random oversampling
problem. The specific process of synthesizing minority
oversampling is:

Step 1. Calculate the K-nearest neighbor sample set of
each sample Vi of the minority class in the training
set.

Step 2. Analyze the proportion of the majority in the
sample set, and then judge whether Vi is a bound-
ary sample, if it is, add the boundary sample set;
otherwise, put it back into the minority sample set.

Step 3. The boundary sample Vi is oversampled to gen-
erate a new minority sample Vnew, whose definition
is shown in Equation (3):

Vnew = Vi + rand(0, 1)× | Vj − Vi | (3)

where j=1,2,. . . ,n, n represents the number of sam-
ples selected randomly according to the sampling ra-
tio, and rand(0,1) represents the random number
[0,1].

3.3 C5.0 Decision Tree

The C5.0 decision tree [27] classification algorithm is a
new classification algorithm that is improved on the basis
of the C4.5 classification algorithm. The decision tree
construction idea of C5.0 algorithm is consistent with that
of C4.5 algorithm, and C5.0 algorithm also includes all the
functions of C4.5 algorithm. The difference from the C4.5
algorithm is that the C5.0 algorithm introduces Boosting
technology and cost matrix construction technology.

Compared with the C4.5 algorithm, the improvements
of the C5.0 decision tree algorithm are: C5.0 runs much
faster than the C4.5 decision tree algorithm, C5.0 usually
uses less memory than C4.5, and the number of C5.0 trees
is less than C4.5.

4 The Proposed Model

4.1 Adaptive Intrusion Detection Model
Based on CNN and C5.0

Aiming at the problem of the dynamic changes of the
network environment in the industrial control system, in
order to improve the adaptability of the intrusion detec-
tion model in the dynamic environment, this paper uses
a series of algorithms for synthesizing minority oversam-
pling, CNNs, C5.0 decision trees and frequent pattern
mining combined, an adaptive intrusion detection model
is designed. The model is mainly composed of data pre-
processing, classification representation, matching update
and attack response. Figure 2 shows the structure of an
adaptive intrusion detection model based on CNN and
C5.0 classifier.

It can be seen from Figure 2 that the model first uses
the hidden layer of the CNN to realize the automatic se-
lection of data features and reduce the dimension of data
features. Then use the training set data to train the C5.0
classifier model to obtain the classification of the normal
library and the abnormal library. Finally, an adaptive
matching update mechanism is introduced, by introduc-
ing frequent pattern mining, real-time matching and up-
dating the normal database and abnormal database, to
ensure the adaptability of the model, and realize the de-
tection of various attack behaviors, thus improving the
network intrusion detection model performance.

The detailed processing steps of the adaptive intrusion
detection model are as follows:

Step 1. Data preprocessing. Firstly, the original dataset
is preprocessed, the digitized character type in the
dataset is integer, and the attribute feature value is
normalized. For the problem of data imbalance in the
training dataset, a synthetic minority oversampling
method is used to deal with it.

Step 2. Feature selection. CNN is used to automatically
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Figure 2: Flow chart of adaptive intrusion detection model processing based on CNN and C5.0 classifier

select data features of the preprocessed data and re-
duce the dimension of data features.

Step 3. The classification database is formed, and the
C5.0 classifier model is trained using the training set
data to obtain the normal library and the abnormal
library.

Step 4. Matching and update, in view of the dynamic
changes of the network environment, in order to
improve the adaptability of the intrusion detection
model in the dynamic environment, an adaptive
matching update mechanism is introduced. By build-
ing a temporary cache library, the data that does not
match the normal library and the intrusion library is
added to the temporary cache library.

A. The test set data M is searching and match-
ing with the normal database. If a type that
matches M is found in the normal library, up-
date the data, mark M as normal, and re-
execute this step to detect new samples; if it
does not match, execute step B.

B. Search and match M in the exception library. If
a type that matches M is found, the alarm re-
sponds, and the update is performed at the same
time, ending the processing of this record, and
returning to step A to test the new sample; if it
does not match, proceed to the next step.

C. Update the cosine similarity by comparing the co-
sine similarity with normal and abnormal in the
temporary cache library, and mark the high sim-
ilarity with normal as normal, otherwise, mark
as abnormal.

Step 5. Attack response, through the matching update,
and the intrusion behavior matching the abnormal
library for alarm response. The behaviors that are

highly related to intrusions in the temporary cache
library also respond to alarms.

4.2 CNN Construction

The CNN network can use the hidden layer to learn the
local features of the data layer by layer, and extract the
data features in the spatial dimension. The preprocessed
network traffic data features are input into the CNN net-
work, and the CNN features are output from the output
layer after layer-by-layer learning. Figure 3 shows the
CNN model used in this paper.

Figure 3: CNN model diagram

4.3 C5.0 Classifier Training

In the C5.0 classifier algorithm, Boosting technology usu-
ally stacks multiple C4.5 weak classifiers into one strong
classifier. The algorithm inputs the training dataset into
the classifier, and trains the weak classifiers one by one in
the order of a ladder-like training process. Each time the
training set of the weak classifier is transformed accord-
ing to a certain strategy, and finally the weak classifier is
combined into a strong classifier in a certain way.
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In the proposed model, the Boosting algorithm is
added to the C5.0 algorithm through the C5.0 function.
In the C5.0 function, the role of the trials parameter is
to control the number of C4.5 decision trees and to en-
hance the classification performance of the C5.0 model.
After building the C5.0 classifier, start training the C5.0
classifier. By adjusting the specific values of parameters
such as trials, the model is optimized, so that the model
can achieve better classification performance. Figure 4 is
a flow chart of C5.0 classifier construction and classifica-
tion.

Figure 4: C5.0 classifier construction and classification
flow chart

4.4 Adaptive Matching Update Strategy

In order to improve the weak adaptability of the intrusion
detection model to the dynamic changes of the network
environment, this paper introduces an adaptive matching
update strategy. By building a temporary cache library,
data that does not match the normal library and the ab-
normal library is added to the temporary cache library.
Each type of data in the temporary cache library has a
value, and when a new record matches this type, the value
of the type is increased by 1. By analyzing the similar-
ity between the type and the normal type or abnormal
type, it is determined to add this type to the normal or
abnormal library for dynamic matching and updating. In
matching and updating, the cosine similarity is used to
measure the similarity between the object to be detected
and the corresponding type for matching and updating.
The calculation method of cosine similarity is as Equa-
tion (4):

d(x, y) = xT y⧸∥ x ∥∥ y ∥ (4)

where d(x, y) represents the cosine matching degree be-
tween the sample x and the type y to be detected. The
larger the value, the higher the matching degree (repre-
senting the smaller the angle between x and y).

Figure 5 is a flow chart of adaptive matching update
strategy processing.

5 Experimental Results and Anal-
ysis

The experimental environment of this paper is Intel Core
i5-4210U 2.49ghz,8G,Windows 10(64-bit). The program-

ming language is python3 and R, deep learning uses the
Keras deep learning framework based on Tensorflow, and
data preprocessing uses weka 3.8.3. The experimental
dataset selected three datasets: KDDCup 99 [16], NSL-
KDD [5] and Gas Pipeline [12].

In the feature selection experiment, in order to prevent
the imbalance of data types from causing more false pos-
itives, a few synthetic oversampling methods are used for
data preprocessing, and then the hidden layer in CNN is
used for data feature selection, setting the Dropout rate
to 0.5 and hiding in the middle The layer activation func-
tion is Relu, and use Root Mean Square Prop (RMSProp)
as the optimization function. Since one-hot encoding is
not used when digitizing attributes and labels, and nu-
merical encoding is used directly, the model in this paper
uses Sparse Categori-Calcrossentropy as the loss function
of the network. The initial learning rate of the model is
0.0001. In the classification experiment, for the C5.0 clas-
sifier model, set the trial parameter value to 10, and select
the default parameters for other parameters. In the model
feature learning stage, the most representational feature
subset is extracted by constantly adjusting the value of
the intermediate feature extraction layer. The adaptive
matching updating mechanism is used to integrate the
matching updating classification of test set data, judge
whether it is abnormal or normal behavior, and divide it
into correct classification. In addition, in order to prove
the superiority of the intrusion detection performance of
this method, the existing four classifiers of RF, SVM, C4.5
and KNN were compared.

5.1 Dataset Description

5.1.1 KDDCup 99 Dataset

KDDcup 99 [16] is one of the most widely used intru-
sion detection data sets. It contains 4.9 million attack
records, which are divided into training sets and test sets.
The training set contains one normal type and 22 attack
types, while the test set contains another 17 unknown
attacks. The included corrected is the test sample set,
which includes 17 abnormal types that do not appear in
the 10% training set to test the generalization ability of
the model.

Each traffic record in the KDDcup 99 dataset consists
of 41 feature attributes and 1 class label, containing three
main types of features: Attributes 1-10 are the basic fea-
tures of network connections, attributes 11-22 are the con-
tent features of network connections, and attributes 23-41
are the traffic features.

According to the features of the dataset attack, it is
divided into the following four types of attacks: denial of
service attacks (DoS), probe attacks (Probe), user to root
attacks (U2R), root to local attacks (R2L). Some specific
types of attacks only appear in the test set, which provides
a more realistic theoretical basis for intrusion detection.
The specific data information of the KDDcup 99 data set
is shown in Table 1.
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Figure 5: Adaptive matching update policy processing flow

Table 1: KDDcup 99 (10%) experimental dataset attack
types and numbers

Classes Training Data Testing Data
Normal 97,278 60,593
Dos 391,458 22,985
Probe 4107 4166
R2L 1126 16,189
U2R 52 228

5.1.2 NSL-KDD dataset

The NSL-KDD dataset [5] is an improvement of the
KDD99 dataset: (1) The training set of the NSL-KDD
dataset does not contain redundant records, so the classi-
fier will not be biased towards more frequent records; (2)
There is no duplicate record in the test set of NSL-KDD
dataset, which makes the detection rate more accurate;
(3) The number of selected records from each difficulty
level group is inversely proportional to the percentage of
records from the original KDD dataset. The classifica-
tion rates of different machine learning methods vary over
a wider range, making accurate assessments of different
learning techniques more effective; (4) The setting of the
number of records in training and testing is reasonable,
which makes the cost of running the experiment on the
whole set of experiments low without having to randomly
select a small part.

The specific data information of the NSL-KDD dataset
is shown in Table 2.

Table 2: NSL-KDD dataset attack types and numbers

Classes Training Data Testing Data
Normal 67,343 9711
Dos 45,927 7458
Probe 11,656 2421
R2L 959 2754
U2R 52 200

5.1.3 Gas Pipeline

The industrial control system intrusion detection dataset
Gas Pipeline [12] disclosed by Mississippi State University
is a laboratory simulation-scale industrial control system
network dataset based on Modbus application layer pro-
tocol. The dataset includes 1 type of normal data and 7
types of different attack data. Each record contains 26
traffic features and category labels. The dataset includes
network traffic, process control and process measurement
features. The dataset is captured by a network data log-
ger, which monitors and stores Modbus traffic information
from RS-232C connections, including normal, reconnais-
sance attack, and Response Injection (RI) attacks and
Command Injection (CI) attacks and DoS attacks. This
paper selects 80% of the natural gas pipeline dataset as
the training set and 20% as the test set. The specific data
information of the natural gas pipeline dataset is shown
in Table 3.

Table 3: Types and numbers of attacks on the natural
gas pipeline dataset

Classes Training Data Testing Data
Normal 86,137 128,443
Recon 1519 2268
NMRI 3079 4674
CMRI 5133 7902
MSCI 3044 4856
MPCI 8130 12282
MFCI 1951 2947
DoS 858 1318

5.2 Data Preprocessing

5.2.1 Data Oversampling

Due to the problem of data imbalance in the original
dataset used in this paper, the learning algorithm will
be biased towards records that appear more frequently.
Therefore, this paper adopts the synthetic minority over-
sampling method to oversampling the minority boundary
samples to make the synthesized sample distribution more
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reasonable.

5.2.2 Data Transforming

The KDDcup 99 dataset and NSL-KDD dataset have 38
numerical characteristics and 3 non-numerical character-
istics, such as protocol type, service, and label. The
classification modules of the intrusion detection model
all need to calculate the numerical flow features, so non-
numerical features must be converted into numerical fea-
tures. For instance, the protocol type feature in the NSL-
KDD dataset contains three types of protocols, namely
TCP, UDP and ICMP, which are replaced by 1, 2, and 3
respectively. As well, the 70 service attributes and 11 flag
attributes in the dataset are also numeralized in the same
way. The character-type features in the Gas Pipeline
dataset are also digitized in the same way.

5.2.3 Data normalization

Data normalization is a process of scaling the value of
each attribute to a relatively good range, in order to
eliminate the preference for features with larger values
from the dataset. Since the KDDcup 99 dataset, NSL-
KDD dataset and the Gas Pipeline dataset have data with
no fixed upper and lower bounds and continuous values.
Therefore, it is necessary to use min-max standardization
to map the feature data to the standard range of [0, 1],
and each feature is standardized using Equation (5):

f(x) = (x−min)⧸(max−min), xϵ[min,max] (5)

where x is the feature in the dataset, min and max are
the minimum and maximum of feature x. The normalized
data can be directly input into the intrusion detection
model.

5.3 Evaluation Indexes

To evaluate the performance of the intrusion detection
model, Accuracy (Acc), Precision (Precision) andfalse
alarm rate (FAR) [5] are used to measure the performance
of the model. When evaluating the effectiveness of the
model, most commonly used indicators can be calculated
from the confusion matrix in Table 4.

Table 4: Confusion matrix

True value
Predictive value

Normal Abnormal
Normal TP FN

Abnormal FP TN

In Table 4, TP indicates that the true value is a normal
sample and is predicted to be the number of normal sam-
ples. FN indicates that the true value is a normal sample
and is predicted to be the number of abnormal samples.
FP indicates that the true value is an abnormal sample

and is predicted to be the number of normal samples. TN
means that the true value is an abnormal sample and is
predicted to be the number of normal samples.

Accuracy (Acc): Accuracy represents the percentage
of the dataset that the model correctly classifies the true
value of the sample. When the various samples in the
dataset are relatively average, this is a good measure.
However, when the various types of samples is unbal-
anced, it cannot reflect the true classification effect of the
model. The calculation formula is as follows:

Accuracy = (TP + TN)⧸(TP + TN + FP + FN) (6)

Precision: It represents the probability of actually be-
ing a positive sample among all the samples predicted to
be positive. The calculation formula is as follows:

Precision = TP⧸(TP + FP ) (7)

False alarm rate: The false alarm rate is the ratio of
the number of false positive records to the total number
of normal records, reflecting the proportion of false alarm
records in normal records. The formula is as follows:

FAR = FP⧸(FP + TN) (8)

5.4 Performance Analysis

5.4.1 Influence of adaptive online update on the
model

When adaptive online matching is updated, a frequent
pattern threshold needs to be given to determine whether
a new sample belongs to a frequent pattern, and then
the pattern library is updated. In this paper, the mode
attenuation parameter is 0.0001 in the experiment, and
different frequent mode thresholds (100, 500, 1000) are
selected at the same time to test the influence of different
frequent mode thresholds on the model. The experimental
results are shown in Figure 6.

As can be seen from Figure 6 that in the experiment,
different frequent pattern thresholds have different influ-
ences on the accuracy and false alarm rate of the pro-
posed model. The higher frequent threshold in the ini-
tial stage has a higher accuracy rate, with the increase
of experimental data, the lower the frequent threshold,
the higher the accuracy rate. Obviously, the smaller fre-
quent threshold is faster than the adaptive online update
strategy, which makes the normal library and abnormal
library update more timely, and can ensure a higher in-
trusion detection accuracy rate. However, some fuzzy and
frequent instances will be mistakenly introduced into the
unmatched pattern library, which will lead to a high false
alarm rate in the proposed model. Therefore, in order
to obtain a higher detection rate and a lower false alarm
rate, in the initial stage of the experiment, due to the
fewer types of abnormal libraries and the large amount
of data in the test set, the threshold of frequent patterns
was first set to be larger. With the gradual increase in
the types of the normal library and the abnormal library,
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Figure 6: Experimental results of different frequent pattern mining thresholds

the correlation between most data and the normal library
and the abnormal library is obviously increased, and the
frequent pattern threshold can be automatically reduced
according to the decrease in the amount of data in the
temporary cache library.

5.4.2 Performance Comparison of CNN Feature
+ C5.0 Binary Classification Experiment

In order to evaluate the performance of the adaptive in-
trusion detection model combining the features of the in-
trusion detection dataset learned by CNN and the C5.0
classifier, ROC curve is used to represent the classifica-
tion performance of C5.0, RF, SVM, C.4.5 and KNN. On
the one hand, it can reflect the representativeness of the
CNN selected features, on the other hand, it can also get
the classification performance of different classifiers for
the same feature. In addition, in the experiment, CNN
was used to extract the depth features of three different
datasets of KDDcup99, NSL-KDD and Gas Pipeline to
illustrate the applicability of the CNN model.

Figure 7 shows the ROC curves of the three different
datasets of KDDcup99, NSL-KDD and Gas Pipeline in
C5.0, RF, SVM, C.4.5 and KNN.

It can be seen from Figure 7 that the classification AUC
values of the C5.0 classifier in the three datasets KDD-
cup99, NSL-KDD and Gas Pipeline are 99.7%, 92.8% and
98.8%, respectively. In Figure 7(a), there are repeated
records and large amount of data in KDDcup99 dataset,
which results in the weak performance of KNN classifier.
In Figure 7(b), because the NSL-KDD dataset removes
redundant data and there are a certain number of un-
known attacks, the classification performance of the KNN
classifier is weaker than that of other classifiers. In Fig-
ure 7(c), the reason for the low AUC value of the SVM
and KNN classifiers is that the synthesis minority over-
sampling methods solves the problem of unbalanced data
classes in the Gas Pipeline dataset. The sample classes
are combined with close neighbors to affect the SVM and
KNN, The nearest neighbor synthesis of sample classes
affects the classification performance of SVM and KNN.

Table 5 shows the two-class performance comparison
between the method C5.0 and the four machine learning

classifiers of RF, SVM, C4.5 and KNN under the three
indicators of Acc, Precision and FAR.

As can be seen from Table 5 that the classification
Acc values of the C5.0 classifier used in this paper in
the three data sets of KDDcup99, NSL-KDD and Gas
Pipeline are 99.87%, 98.23% and 99.80%, respectively,
compared with the performance of the other four clas-
sifiers optimal. KNN has the lowest classification perfor-
mance on the KDDcup99 and NSL-KDD datasets and the
highest false alarm rate. The SVM classifier has the low-
est classification performance on the Gas Pipeline dataset,
and the highest false alarm rate is still KNN. Therefore,
the performance of the proposed method is the best.

5.4.3 Performance Comparison of CNN Features
+ C5.0 Multi-classification Experiments

Table 6 shows the detection results of the four different
attack types and normal traffic in the KDDcup99 dataset
in this paper, and compares them with the Acc of the
SMOTE+ENN method [15] and the RTMAS method [2].

It can be seen from Table 6 that the proposed method
has achieved 95.42%, 93.29%, 69.23%, and 86.90% for the
attack test ACC of Dos, Probe, U2R, and R2L in the KD-
Dcup99 dataset, respectively, and the classification Acc
for Normal state reaches 98.69%, compared with the Acc
and Normal Acc of the three attacks of Probe, U2R, and
R21 obtained in the Ref. [15] are higher, while the pro-
posed method has lower Acc for Dos detection. Com-
pared with the Acc obtained in the Ref. [2], the proposed
method has a higher Acc for Normal and Probe, U2R,
and R2l attacks, but the detection accuracy rate for Dos
attacks is still low, mainly because of the influence of the
specific features selected by CNN on the detection ac-
curacy of Dos attack. In some attacks, the similarity be-
tween U2R attacks and normal samples is as high as 100%,
when the detection rate of normal behavior increases, the
detection accuracy of U2R decreases compared to other
attacks.

Table 7 shows the detection results of four different
attack types and normal traffic in the NSL-KDD dataset
by the proposed method, and compares them with the
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(a) KDDcup99 (b) NSL-KDD (c) Gas Pipeline

Figure 7: Comparison of ROC curves of different datasets under five classifiers

Table 5: Comparison of the two classification performance of different classifiers with CNN features

Classifier
KDDcup99 NSL-KDD Gas Pipeline

Acc(%) Precision(%) FAR(%) Acc(%) Precision(%) FAR(%) Acc(%) Precision(%) FAR(%)
C5.0 99.87 99.87 0.96 98.23 98.0 1.28 99.80 98.63 1.68
RF 98.17 97.69 1.43 96.82 95.96 1.36 97.40 96.67 2.16
SVM 95.62 94.05 2.02 93.14 92.89 2.05 92.53 92.08 3.65
C4.5 97.60 97.41 1.80 97.45 96.40 1.92 96.59 95.86 2.60
KNN 93.72 93.01 3.45 91.06 90.67 2.56 93.28 92.78 3.89

Table 6: The detection accuracy of five classifications based on KDDcup99 dataset

Method
Acc(%)

Normal DoS Probe U2R R2L
The proposed method 98.69 95.42 93.29 69.23 86.90
SMOTE+ENN [15] 98.68 97.23 84.38 55.0 42.02

RTMAS [2] 97.87 99.79 91.86 24.68 35.90

Acc of the AEML method [6] and the CNN method [11].

It can be seen from Table 7 that the proposed method
has achieved 98.16%, 96.08%, 86.34%, and 90.18% in the
attack test of Dos, Probe, U2R, and R2L in the NSL-
KDD dataset, respectively, and the classification Acc for
Normal reaches 97.03%. Compared with Acc in Ref. [6],
the proposed method has a higher detection accuracy for
DoS, Probe, U2R, R2L and Normal. Also compared with
the Acc in Ref. [11], the detection accuracy of the pro-
posed method for R2L attacks is 1.64% lower than that
of the Ref. [11], and the detection accuracy of the other
attacks is higher.

In order to further verify the performance of the pro-
posed model, this paper uses the Gas Pipeline dataset
to conduct a verification experiment. Table 8 shows
the eight-category Acc detection performance of the pro-
posed method on the Gas Pipeline dataset, and compares
it with the detection accuracy of the GoogLeNet-LSTM
method [4] and the CNN-BiLSTM method [24].

As can be seen from Table 8, the detection accuracy of
the proposed method in NMRI, CMRI, MSCI MPCI, DoS
and Normal is significantly higher than that in Ref. [4].
The detection accuracy of the GoogLeNet-LSTM method

in Ref. [4] for both Recon and MFCI attacks is 100%, and
the detection accuracy of the proposed method is lower
than the Acc in Ref. [4]. Also compared with Ref. [24],
the detection accuracy rate of the proposed method for
NMRI, MSCI, MPCI, DoS, MFCI attacks is higher, while
the detection accuracy rate for Normal, Recon and CMRI
is slightly lower than that of the Ref. [24].

5.5 Performance Comparison with Exist-
ing Methods

In order to further highlight the performance of the pro-
posed method, the performance of the proposed method
is compared with the existing method [1, 2, 4, 9, 11, 13,
14, 19, 20, 23, 25], Table 9 and Table 10 are the results
of binary classification and multiple classification perfor-
mance comparison between the proposed method and the
existing method on three different datasets: KDDcup99,
NSL-KDD and Gas Pipeline.

It can be seen from Table 9 that the Acc value based
on the proposed model in the KDDcup99 dataset is
higher than AIDM-DL4JMLP [19] and SMOTE-RF [25].
The proposed method is higher than DL-AIDS [20] and
CNN [11] in the two-class detection Acc on the NSL-KDD
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Table 7: The detection accuracy of five classifications based on NSL-KDD dataset

Method
Acc(%)

Normal DoS Probe U2R R2L
The proposed method 97.03 98.16 96.08 86.34 90.18

AEML [6] 94.93 84.37 87.11 25 55.27
CNN [11] 82.40 92.19 64.32 64.52 91.82

Table 8: The detection accuracy of eight classifications based on Gas Pipeline dataset

Method
Acc(%)

Normal Recon NMRI CMRI MSCI MPCI MFCI DoS
The proposed method 98.45 97.10 96.82 97.64 98.55 99.02 98.90 98.20
GoogLeNet-LSTM [4] 97.83 100 96.50 96.78 96.97 97.21 100 97.33
CNN-BiLSTM [24] 99.8 100 92.2 98.8 93.9 98.0 91.8 98.1

Table 9: Results of two-class classification performance comparison with existing methods

Method Dataset Acc(%) FAR(%)
AIDM-DL4JMLP [19] KDDcup99 97.9 N/A

SMOTE-RF [25] KDDcup99 92.57 N/A
DL-AIDS [20] NSL-KDD 77.99 0.4

CNN [11] NSL-KDD 85.07 9.71
AEDL-ICS [1] Gas Pipeline 95.86 N/A
CNN-ICS [9] Gas Pipeline 99.46 N/A

The proposed method
KDDcup99 99.87 0.96
NSL-KDD 98.23 1.28

Gas Pipeline 99.80 1.68

dataset, but the FAR of CNN [11] is better than the pro-
posed method. In the model detection task based on the
Gas Pipeline industrial control network data set, the pro-
posed model detection Acc is higher than AEDL-ICS [1]
and CNN-ICS [9].

According to the data in Table 10, in the multi-
classification task detection, the detection Acc of the
proposed method in KDDcup99 dataset is higher than
RTMAS-AIDS [2], and FAR lower than RTMAS-
AIDS [2], but the detection accuracy and false posi-
tives rate of ANID-SEoKELM [14] are both better than
that of the proposed method. For the five classification
tasks of the NSL-KDD dataset, the detection accuracy
of the proposed method is higher than ANID-CELM [23]
and GA-GOGMM [13], but the false alarm rate of GA-
GOGMM [13] is lower. In the eight-class detection task of
the Gas Pipeline industrial control network dataset, the
detection accuracy and false alarm rate of the proposed
method are better than those of GoogLeNet-LSTM [4],
and the detection accuracy of the CNN-ICS [9] model is
higher than that of the proposed method. 0.34%.

Based on the above comparison and analysis, it can be
seen that the five-class detection Acc on the NSL-KDD
dataset is 98.54% higher than the two-class detection Acc
98.23%. The main reason is that when CNN is used to
select the features of the NSL-KDD dataset, more fea-
tures in the five categories are retained, which improves
the detection accuracy of the five categories. In addition,
compared with other models, the proposed method has

higher detection accuracy on the three datasets of KDD-
cup99, NSL-KDD and Gas Pipeline, mainly because the
proposed method uses a synthetic minority oversampling
method to solve the problem of data imbalance in the
dataset. In response to new attacks, the proposed method
uses an online update strategy to ensure the adaptability
of the proposed model, thereby improving the overall per-
formance of the proposed model.

6 Conclusions and Future Work

An adaptive intrusion detection model based on CNN and
C5.0 classifier is proposed, which improves the adaptabil-
ity of the intrusion detection model in industrial control
network to the dynamic changes of the network environ-
ment. The main work is reflected as follows: 1) The
problem of data class imbalance is solved by using a few
synthetic oversampling methods in industrial control net-
work intrusion detection; 2) The effective data features
are extracted by inputting the preprocessed data into the
CNN model and adopting C5.0 classifier training and de-
tection; 3) By introducing the adaptive online updating
strategy based on frequent pattern mining, the updat-
ing of normal library and exception library is realized,
which ensures the adaptability of the proposed model and
realizes the detection of various attack behaviors. Ex-
perimental results show that the proposed method has
good detection performance in terms of detection accu-
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Table 10: Results of multi-classification performance comparison with existing methods

Method Dataset Acc(%) FAR(%)
RTMAS-AIDS [2] KDDcup99 95.86 2.13

ANID-SEoKELM [14] KDDcup99 99.53 0.12
ANID-CELM [23] NSL-KDD 84 3.03
GA-GOGMM [13] NSL-KDD 96.52 1.43

GoogLeNet-LSTM [4] Gas Pipeline 97.56 2.42
CNN-ICS [9] Gas Pipeline 99.3 N/A

The proposed method
KDDcup99 98.18 1.43
NSL-KDD 98.54 1.64

Gas Pipeline 98.96 1.82

racy. The detection accuracy of KDDcup99, NSL-KDD
and Gas Pipeline datasets reaches 98.18%, 98.54%, and
98.96%, respectively. At the same time, compared with
the latest methods, whether it is two-class or multi-class,
the detection accuracy of the proposed method is higher,
and it can adapt to changes in the network environment.

The disadvantage is that the proposed method im-
proves the detection accuracy while the false alarm rate
is high. Further research will consider reducing the false
alarm rate of the adaptive intrusion detection model and
the long model training time.

Acknowledgments

This work is supported by the National Natural Science
Foundation of China (No. 61862041, 61363078), Sci-
entific Research Program of Education Department of
Shaanxi Province(No.19JK0040) and Science and Tech-
nology Project of Shaanxi Province (No.2020GY-041),
The authors also gratefully acknowledge the helpful com-
ments and suggestions of the reviewers, which have im-
proved the presentation.

References

[1] A. Al-Abassi, H. Karimipour, A. Dehghantanha, and
R. M. Parizi, “An ensemble deep learning-based
cyber-attack detection in industrial control system,”
IEEE Access, vol. 8, pp. 83965–83973, 2020.

[2] W. L. Al-Yaseen, Z. A. Othman, and M. Z. A. Nazri,
“Real-time multi-agent system for an adaptive intru-
sion detection system,” Pattern Recognition Letters,
vol. 85, pp. 56–64, 2017.

[3] S. T. Bakhsh, S. Alghamdi, and R. A. Alsemmeari,
“An adaptive intrusion detection and prevention sys-
tem for internet of things,” International Journal of
Distributed Sensor Networks, vol. 15, no. 11, pp. 1–9,
2019.

[4] A. K. Chu, Y. X. Lai, and J. Liu, “Industrial control
intrusion detection approach based on multiclassifi-
cation googlenet-lstm model,” Security and Commu-
nication Networks, vol. 2019, pp. 1–11, 2019.

[5] R. H. Dong, X. Y. Li, Q. Y. Zhang, and H. Yuan,
“Network intrusion detection model based on multi-
variate correlation analysis-long short-time memory
network,” IET Information Security, vol. 14, no. 2,
pp. 166–174, 2020.

[6] X. Gao, C. Shan, C. Hu, Z. Niu, and Z. Liu, “An
adaptive ensemble machine learning model for in-
trusion detection,” IEEE Access, vol. 7, pp. 82512–
82521, 2019.

[7] Y. Hu, A. Yang, H. Li, Y. Y. Sun, and L. M. Sun,
“A survey of intrusion detection on industrial con-
trol systems,” International Journal of Distributed
Sensor Networks, vol. 14, no. 8, pp. 1–14, 2018.

[8] X. Kan, Y. X. Fan, Z. J. Fang, and L. Gao, “A novel
iot network intrusion detection approach based on
adaptive particle swarm optimization convolutional
neural network,” Information Sciences, vol. 568,
pp. 147–162, 2021.

[9] Y. Lai, J. Zhang, and Z. Liu, “Industrial anomaly
detection and attack classification method based on
convolutional neural network,” Security and Com-
munication Networks, vol. 2019, no. 9, pp. 1–11,
2019.

[10] Y. Li, Y. Xu, and Z. Liu, “Robust detection for net-
work intrusion of industrial iot based on multi-cnn
fusion,” Measurement, vol. 154, pp. 1–10, 2020.

[11] S. Z. Lin, Y. Shi, and Z. Xue, “Character-level in-
trusion detection based on convolutional neural net-
works,” in 2018 International Joint Conference on
Neural Networks (IJCNN), pp. 1–8, Riode Janeiro,
July 2018.

[12] J. Ling, Z. S. Zhu, Y. Lou, and H. Wang, “An intru-
sion detection method for industrial control systems
based on bidirectional simple recurrent unit,” Com-
puters and Electrical Engineering, vol. 91, pp. 1–10,
2021.

[13] J. Liu, W. Zhang, and Z. Tang, “Adaptive intru-
sion detection via ga-gogmm-based pattern learning
with fuzzy rough set-based attribute selection,” Ex-
pert Systems with Applications, vol. 139, pp. 1–17,
2020.

[14] J. P. Liu, J. Z. He, and W. X. Zhang, “Anid-seokelm:
Adaptive network intrusion detection based on selec-
tive ensemble of kernel elms with random features,”



International Journal of Network Security, Vol.24, No.4, PP.648-660, July 2022 (DOI: 10.6633/IJNS.202207 24(4).07) 660

Knowledge Based Systems, vol. 177, pp. 104–116,
2019.

[15] T. Lu, Y. P. Huang, W. Zhao, and J Zhang, “The
metering automation system based intrusion detec-
tion using random forest classifier with smote+enn,”
in 2019 IEEE 7th International Conference on Com-
puter Science and Network Technology (ICCSNT),
pp. 370–374, Dalian, China, Oct 2019.

[16] Y. Luo, “Research on network security intrusion de-
tection system based on machine learning,” Interna-
tional Journal of Network Security, vol. 23, no. 3,
pp. 490–495, 2021.

[17] B. Mahapatraa and S. Patnaik, “Self adaptive intru-
sion detection technique using data mining concept
in an ad-hoc network,” Procedia Computer Science,
vol. 92, pp. 292–297, 2016.

[18] P. Mishra, V. Varadharajan, U. Tupakula, and E. S.
Pilli, “A detailed investigation and analysis of us-
ing machine learning techniques for intrusion detec-
tion,” IEEE Communications Surveys and Tutorials,
vol. 21, no. 2, pp. 686–728, 2019.

[19] M. R. Mohamed, A. A. Nasr, I. F. Tarrad, and
S. R. Abdulmageed, “Exploiting incremental classi-
fiers for the training of an adaptive intrusion detec-
tion model,” International Journal of Network Secu-
rity, vol. 21, no. 2, pp. 1–15, 2019.

[20] D. Papamartzivanos, F. G. Marmol, G. Kam-
bourakis, “Introducing deep learning self-adaptive
misuse network intrusion detection systems,” IEEE
Access, vol. 7, pp. 13546–13560, 2019.

[21] H. C. Qu, Z. L. Qiu, X. M. Tang, M Xiang, and
P Wang, “An adaptive intrusion detection method
for wireless sensor networks,” International Jour-
nal of Advanced Computer Science and Applications,
vol. 8, no. 11, pp. 27–36, 2017.

[22] P. A. A. Resende and A. C. Drummond, “Adaptive
anomaly-based intrusion detection system using ge-
netic algorithm and profiling,” IEEE Communica-
tions Surveys and Tutorials, vol. 1, no. 4, pp. 1–13,
2018.

[23] S. Roshan, Y. Miche, A. Akusok, and A. Lendasse,
“Adaptive and online network intrusion detection
system using clustering and extreme learning ma-
chines,” Journal of the Franklin Institute, vol. 354,
no. 4, pp. 1751–1779, 2018.

[24] L. Y. Shi, H. Q. Zhu, W. H. Liu, and J. Liu, “In-
dustrial control system intrusion detection based on
related information entropy and cnn-bilstm,” Jour-
nal of Computer Research and Development, vol. 56,
no. 11, pp. 2330–2338, 2019.

[25] X. P. Tan, S. J. Su, and Z. P. Huang, “Wireless sensor
networks intrusion detection based on smote and the
random forest algorithm,” Sensors, vol. 19, no. 1,
pp. 1–15, 2019.

[26] Y. Yang, H. Xu, L. Gao, Y. Yuan, K. McLaugh-
lin, and S. Sezer, “Multidimensional intrusion de-
tection system for iec 61850-based scada networks,”

IEEE Transactions on Power Delivery, vol. 32, no. 2,
pp. 1068–1078, 2017.

[27] F. Yu, G. Li, H. Chen, and Y. Guo, “A vrf charge
fault diagnosis method based on expert modification
c5.0 decision tree,” International Journal of Refrig-
eration, vol. 92, pp. 106–112, 2018.

[28] H. Zhang, L. Huang, C. Q. Wu, and Z Li, “An ef-
fective convolutional neural network based on smote
and gaussian mixture model for intrusion detection in
imbalanced dataset,” Computer Networks, vol. 177,
pp. 1–10, 2020.

Biography

Hao Wen-tao. received his master’s degree in computer
science and technology from Lanzhou University of
Technology in 2019, is now a teacher at the Network
Information Center of Xi’an Aeronautical University, a
CCF member. His research interests include network and
information security, industrial control network security,
intrusion detection, and blockchain, etc.

Lu Ye. Lecturer, Doctoral student, working in the
School of Computer Science, Baoji University of Arts
and Sciences. The main research direction is network
and information security, industrial control network and
Internet of things security, blockchain, etc.

Dong Rui-hong. Researcher, worked at school of
computer and communication in Lanzhou university of
technology. His research interests include network and
information security, information hiding and steganalysis
analysis, computer network.

Shui Yong-li. received a bachelor’s degree in manage-
ment from Jilin University of Finance and Economics
in 2018. Currently, she is studying for a master’s
degree in Lanzhou University of Technology. The main
research directions are network and information security,
industrial control network security, intrusion detection,
etc.

Zhang Qiu-yu. Researcher/Ph.D. supervisor, gradu-
ated from Gansu University of Technology in 1986, and
then worked at school of computer and communication
in Lanzhou University of Technology. He is vice dean of
Gansu manufacturing information engineering research
center, a CCF senior member, a member of IEEE and
ACM. His research interests include network and infor-
mation security, information hiding and steganalysis,
multimedia communication technology.



International Journal of Network Security, Vol.24, No.4, PP.661-670, July 2022 (DOI: 10.6633/IJNS.202207 24(4).08) 661

An Efficient and Secure Identity-based
Conditional Privacy-Preserving Authentication

Scheme in VANETs

Xianglong Wang1, Qiuting Chen1, Zhenwan Peng2, and Yimin Wang1

(Corresponding author: Yimin Wang)

The School of Information and Computer, Anhui Agricultural University, Anhui, China1

130 Changjiangxilu, Hefei, Anhui, P.R. China

Email: ymw@ahau.edu.cn

The School of Biomedical Engineering, Anhui Medical University, China2

(Received Jan. 20, 2022; Revised and Accepted Apr. 28, 2022; First Online May 1, 2022)

Abstract

The existing conditional privacy-preserving identity-
based schemes confront the high cost of pseudonym gen-
eration and key leakage in Vehicular ad-hoc networks
(VANETs). We propose a new anonymous authentication
scheme based on identity, aiming to address these issues.
In this scheme, the pseudonym of the vehicle is generated
by a roadside unit (RSU), reducing the computational
pressure of trust authority (TA) or other pseudonym-
generating entities. The complete private key of the mes-
sage signature consists of partial private keys of TA, RSU,
and OBU. If adversaries want to generate a legal message
signature, they need a complete signature key. As a result,
malicious vehicles in VANETs will be easily revoked as
long as RSU stops providing pseudonyms and correspond-
ing private keys. The analysis and performance evalu-
ation of the proposed scheme indicate that the scheme
has low revocation cost and high message verification and
communication efficiency.

Keywords: Vehicular Ad-hoc Networks (VANETs); Con-
ditional Privacy-preserving; Revocation

1 Introduction

With the development of modern science and technol-
ogy, car ownership increased year by year, but this also
caused more road congestion and traffic accident prob-
ability. These unpleasant events will affect the driver’
s driving state. Therefore, safe and efficient manage-
ment of road traffic in such cities is an urgent require-
ment. The rapid development of wireless communication
technology (such as GMS, LTE, WiMAX and 5G etc.)
provides convenience for intelligent transportation system
(ITS), and the traffic generated by thousands of vehi-
cles has been efficiently managed. Vehicular ad-hoc net-
works (VANETs) play an important role in ITS. VANETs

supports two communication modes: vehicle-to-vehicle
(V2V) and vehicle-to-infrastructure (V2I) [7]. Through
these modes with proper communication technologies, un-
necessary accidents could be avoided according to certain
information like weather conditions, vehicle location, traf-
fic conditions and road defects [8].

Although having so many benefits, VANETs, like
other networks, still meet many problems that are re-
lated to authentication and privacy-preserving because
of the transparency [1, 14, 17, 22]. Therefore, more and
more researchers are paying attention to and studying
conditional privacy-preserving authentication schemes.
The existing privacy-preserving authentication schemes
in VANETs can be classified into three typical authen-
tication schemes: public key infrastructure (PKI) -based,
group signature-based and identity-based. ID-based is
more efficient and reliable, and it is also one of the
most important research directions. So the proposed
conditional privacy-preserving authentication scheme is
ID-based. ID-based scheme needs to generate a large
number of pseudonyms to meet the requirements of
anonymity. In some schemes [6,16,23], signatures are gen-
erated by trusted authority (TA) or private key generator
(PKG), which greatly increase the burden of TA/PKG
pseudonyms generation and management. To solve this
problem, in He et al.’s schemes [11], the pseudonym of
the vehicle is generated with the participation of the
master key in the TPD. However, side-channel attacks
cause sensitive information leakage in tamper-proof de-
vice (TPD) [24], and system master key leaks can also
make VANETs unsafe. So Wang et al. [21] proposed a
scheme that does not pre-install the master key in the
TPD and generate pseudonyms by the vehicle itself. It
effectively prevents the leakage of the master key caused
by side-channel attacks, but OBU has limited comput-
ing power and may not be able to efficiently generate
pseudonyms and message signature. In the scheme pro-
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posed by Xiong et al. [23], the efficiency of message ver-
ification is very high, but the pseudonym is generated in
batches by TA, which gives TA great computational pres-
sure. And this scheme does not provide an efficient revo-
cation method. Therefore, this research aims to propose
an efficient scheme with conditional privacy-preserving
based on Xiong et al. [23] and Wang et al. [21]. This
scheme supports revocation, reducing TA’s calculation
pressure. The important contributions of this paper in-
clude the following:

� We propose a new scheme, which has higher secu-
rity than existing schemes. Three parts consisted of
private key of the signature: the system master key,
RSU’s private key and OBU’s private key. Lacking
any part of the key cannot generate a valid signature
of message.

� Considering only elliptic curves will be used, our
scheme has high verification efficiency and more
adaptable to OBU which has limited calculation abil-
ity.

� This scheme is able to revoke malicious vehicles ef-
ficiently. When a malicious vehicle appears, it can
be revoked as long as RSU stops updating its private
key.

The composition of the paper is as follows. In Sec-
tion 2, we introduce briefly the related work on condi-
tional privacy-preserving schemes for VANETs. In Sec-
tion 3, the background knowledge required for the system
model of VANETs based on the proposed scheme is intro-
duced in detail. In Section 4, we describe specifically the
proposed scheme. In Section 5, we analyze the security
of the proposed scheme. In Section 6, we conduct per-
formance evaluation including validation and communi-
cation cost. Finally, we conclude the scheme in Section 7.

2 Related Work

In the introduction, there are existing problems such as
communication security, vehicle anonymity and efficiency
in VANETs. To improve the security and efficiency of
VANETs, researchers have proposed a variety of condi-
tional privacy-preserving authentication schemes for re-
cent years. The existing conditional Privacy-Preserving
schemes for VANETs can be divided into three types of
authentication schemes: public key infrastructure (PKI)
-based, group signature-based and identity-based.

In 2004, Hubaux et al. [13] pointed out security and
privacy problems in vehicle communication for the first
time and proposed a PKI-based scheme. In 2017, Azees
M et al. [2] proposed a conditional tracking mechanism to
trace malicious vehicles or RSUs. In 2021, EF Cahyadi
et al. [4] proposed an improvement applying a Nonce in
the final message. However, the PKI-based scheme re-
quires huge communication overhead due to the storage

and management of the certificate lists and the huge com-
putation on the user side.

In 1991, the concept of group signature was proposed
by Chaum and van Heyst [5]. In group signature, mem-
bers of the group are anonymous and can verify the va-
lidity of received signature. In 2008, Hao et al. [10] pro-
posed a distributed key management scheme which RSU
distributes group private keys of a localized way. In 2009,
Zhang et al. [25] proposed a distributed group authentica-
tion scheme, RSU maintains and manages vehicles within
their communication range and include vehicles in tem-
porary group. The schemes [10, 25] solve effectively the
problems of vehicle privacy protection and the revocation
of malicious vehicle in VANETs, but semi-trusted RSU
may be attacked. Generally, the group-signature based
schemes have the problems of the selection and credibility
of group manager and the calculation in group signature.

In 2001, Rives et al. [18] proposed the concept of
ring signature for the first time. Ring signature is spe-
cial group signature, in which ring members equally rank
and have no administrator. In 2018, Han et al. [9] pro-
posed a dual protection scheme for VANETs through
RSU auxiliary rings and security data communication. In
2020, Wang et al. [20] applied ring selection algorithm to
VANETs and select ring members by ring selection algo-
rithm. Obviously, the ring-based signature scheme has a
higher level of privacy protection. However, tracking the
real identity of malicious vehicles and revoking malicious
vehicles are still difficult problems with ring signature-
based schemes.

In 1984, Shamir [19] proposed identity-based signature
and cryptosystem firstly. In 2013, Lee and Lai [15] pro-
posed an authentication of the batch scheme based on bi-
linear pairing to enhance the security of VANETs. Horng
et al. [12] proposed proposed an identity-based verifica-
tion scheme with higher security and efficiency after cor-
rection. In 2015, Lo and Tsai [16] presented a new con-
ditional privacy-preserving authentication scheme based
on the elliptic curve cryptosystem to enhance scheme effi-
ciency. In 2019, an efficient certificateless public key sig-
nature (CL-PKS) scheme was proposed by Ali et al. [1]
based on bilinear pairing, they included blockchain to
their CL-PKS scheme to improve the security of VANET.
In 2022, EF Cahyadi et al. [3] summarized recent identity-
based batch verification (IBV) schemes and proposed fea-
sible improvements.

In 2020, Wang et al. [21] proposed a scheme that does
not preinstall the master key of TPD to prevent side chan-
nel attacks. However, the limited computing power of
OBU cannot efficiently generate pseudonyms and mes-
sage signature in [21]. Xiong et al. [23] claimed that the
scheme [15] can not satisfy secure against forgery or the
non-repudiation property and guarantee vehicle privacy.
Therefore, Xiong et al. [23] proposed a cheme aiming at
the security flaw in [15]. TA can track the real identity of
malicious vehicles. However, the scheme [23] cannot solve
the problem of malicious vehicle revocation in VANETs,
it does not have revocability. Therefore, we propose
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Table 1: Overview table of the advantages of the proposed scheme over existing schemes

SR-1 SR-2 SR-3 SR-4

Ali et al.’s scheme [1] # ! # !

Horng et al.’s scheme [12] # # # !

Azees et al.’s scheme [2] # ! # !

Lo et al.’s scheme [16] ! # ! #

Wang et al.’s scheme [21] ! ! # !

Xiong et al.’s scheme [23] ! ! ! #

The proposed scheme ! ! ! !

1 SR-1, SR-2, SR-3, SR-4 represent four factors for evaluating the security and efficiency of the scheme, namely no pairing
verification, defense against private key stolen attacks, high verification efficiency and revocation, respectively.

2 !:The requirement is satisfied. #:The requirement is not satisfied or uninvolved.

an identity-based conditional privacy protection scheme
based on Wang et al. [21] and Xiong et al. [23]. The com-
parison of some schemes with the proposed scheme are
listed in Table 1.

3 Preliminarties

In this section, we describe the system model, security
model and mathematical assumptions required to build
the proposed scheme.

3.1 System Model

As shown in Figure 1, a complete VANETs consists of
trust authority (TA), roadside unit (RSU) fixed on the
roadside and on-board unit (OBU) installed on vehicles.
The main functions of each entity in VANETs system are
described as below.

TA. It is a generally trusted and authoritative entity. TA
takes charge of the entire VANETs master key. When
VANETs is attacked by malicious vehicles, TA can
conduct identity tracking and identity revocation of
malicious vehicles through tracking agency (TRA),
and remove malicious vehicles from VANETs to en-
sure the communication security of legitimate vehi-
cles.

RSU. It is a bridge entity that transmits informa-
tion indirectly. RSU can communicate with OBU
through wireless dedicated short-range communica-
tion (DSRC) protocol, and can also communicate
with TA and application server (AS) through wired
network. Therefore, RSU is a bridge between vehicles
and TA in VANETs. In our scheme, it is considered
malicious but not offensive.

OBU. The vehicle unit OBU is loaded on the vehicle,
which contains the tamper-proof device (TPD) mod-
ule. Information can be transmitted between vehicles

and external entities through various external inter-
faces. Each vehicle broadcasts road traffic informa-
tion to nearby vehicles every 100–300 ms, such as
road congestion and driving state of surrounding ve-
hicles. The communication process is based on DSRC
protocol.

Figure 1: The system model

3.2 Security Model

A secure conditional privacy-preserving authentication
scheme should meet the following security requirements.

Message Authentication and Integrity. All vehicle
messages in VANETs should ensure that the mes-
sage is not stolen and tampered by malicious third
parties. When receiving the message, the recipient
should verify whether the message is sent by the le-
gitimate entity.
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Anonymity. Vehicles and other vehicles in VANETs
communication, the other vehicle cannot know the
real original identity of the vehicle, that is, the receiv-
ing vehicle and the sending vehicle are anonymous in
communication.

Unlink-ability. Unlink-ability refers that there is no
correlation between different information sent by the
same user, and the attacker cannot extract sensitive
information from different information of the same
user.

Traceability. TA can trace the true identity of a vehicle
when a malicious vehicle sends malicious messages.

Revocation. If the malicious vehicle is tracked and con-
firmed, TA can revoke the malicious vehicle from
VANETs.

3.3 Mathematic Assumption

First set a finite field Fp, it has prime order p. Then set
an elliptic curve defined by equation y2 = (x3 + ax + b)
mod p, where a, b ∈ Z∗

q and (4a3 + 27b2) mod p ̸= 0. An
additive elliptic curve group G of order q is formed by
defining O and some other points on the curve, where q
is also a prime and P is the generator of G.

Definition 1. Elliptic curve discrete logarithm problem
(ECDLP): There are two points (P,W ) ∈ G are given.
We consider that no probabilistic polynomial time (PPT)
algorithm can calculate the random number a ∈ Z∗

q with
an unnegligible probability, where a satisfies W = a · P .

Definition 2. Computational Diffie-Hellman problem
(CDHP): On the elliptic curve, some points {P,X =
a ·P,W = b ·P} ∈ G are given, we consider that no PPT
algorithm can calculate a · b · P ∈ G with an unnegligible
probability, where a, b ∈ Z∗

q .

4 The Proposed Scheme

To meet the requirements of conditional privacy-preserve
and high-level efficiency authentication in VANETs, we
propose a new privacy-preserving scheme. In the pro-
posed scheme, the master key is not preloaded to TPD
and the pseudonym generation is executed by RSU. This
scheme combines the master key, the private key of
the RSU, the virtual ID of the vehicle and generates
pseudonyms in the RSU. The scheme consists of six
stages: (1) system initialization stage, (2) registration
stage, (3) pseudonym and partial key generation stage,
(4) key generation stage, (5) message signature stage, (6)
message verification stage. Some definitions of notations
are shown in Table 2.

4.1 System Initialization Stage

System initialization includes TA initialization and RSU
initialization. TA is initialized by generating parameters,

Table 2: Notations and description used

Notation Descriptions

s The master key of the system

Ppub The pubic key of the system

Vj The j-th vehicle

RIDj The real identity of Vj vehicle

V IDj
The vehicle Vj ’s token issued

by TA

PIDj,i
The i-th pseudonym of the

vehicle Vj

trk The k-th RSU’s current private key

Trk The k-th RSU’s current public key

Vskj The private key of vehicle Vj

Vpkj The pubic key of vehicle Vj

Hi Secure Hash function

Epk(.)/Dsk(.)
The encryption and the
decryption of Fhomo

tti Timestamp

∥ The message concatenation
operation

⊕ The exclusive-OR operation

it selects randomly s ∈ Z∗
q and calculates Ppub = s · P ,

in which Ppub and s are served as public key and mas-
ter private key of the system, respectively. Then, TA
selects two secure hash functions: H1 : {0, 1}∗ → Z∗

q ;
H2 : {0, 1} × {0, 1}∗ → Z∗

q and a homomorphic encryp-
tion Fhomo. Finally, TA transmits system parameters
{P, Ppub, H1, H2, Fhomo} to all RSUs and vehicles. RSU
also requires initialization of parameters. The k-th RSU
selects a random number trk ∈ Z∗

q as its private key and
calculates Trk = trk · P , then broadcasts Trk as its public
key to all vehicles in the area.

4.2 Registration Stage

Vehicles must register offline to TA before they join
VANETs. Vehicle Vj submits real identity RIDj to TA
for validation( this identity must be legal in real life such
as owner’s identity card or license plate, as it is a nec-
essary condition for tracking entity identity ). If RIDj

is valid, TA selects randomly a number αj,i ∈ Z∗
q as

part of the vehicle’s message signature key, it calculates
V IDj = RIDj ⊕ αj,i · Ppub as a virtual ID of the vehi-
cle Vj in VANETs. Then TA selects randomly a number
Vskj

∈ Z∗
q , and compute Vpkj

= Vskj
· P where Vskj

is the
private key of Vj and Vpkj is the public key of Vj . Fi-
nally, parameter pvj = {V IDj , SIGs(V IDj), Vpkj , Vskj}
is preloaded into TPD to generate pseudonyms and par-
tial keys. TPD does not storage sensitive parameters in
this step. The process of the registration stage is shown
in Algorithm 1.
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Algorithm 1 Vehicle Registration (Executed by TA)

Input: the system master key s, the vehicle Vj real iden-

tity RIDj .

Output:

1: Selects a random number αj,i, Vskj ∈ Z∗
q

2: Computes V IDj = RIDj ⊕ αj,i · Ppub

3: Computes the signature SIGs(V IDj)

4: Computes Vpkj
= Vskj

· P
5: return pvj = {V IDj , SIGs(V IDj), Vpkj

, Vskj
}

4.3 Pseudonym and Partial Key Genera-
tion Stage

When the vehicle Vj enters a new RSU area, the OBU
will submits {V IDj , SIGs(V IDj), Vpkj} to the RSU.
When RSU receives the message, it will retransmit the
message to TA for verifying the legitimacy of the ve-
hicle. If the vehicle is legal, TA will return the tu-
ple {ϵj,i, Qj} to RSU, where ϵj,i = ETrk

(s + αj,i) and
Qj = αj,i · P . Finally, the RSU calculates and returns
the tuple {Aj,i, P IDj,i, EVpkj

(δj,i)} (i = 1, ..., n ) to the

vehicle, where δj,i is a partial signature key. Process as
shown in Algorithm 2 to calculate parameters.

Algorithm 2 Generation of Pseudonym and Private Key

(Executed by RSU)

Input: the ciphertext {ϵj,i, Qj } (i = 1, ..., n).

Output:

1: Selects a random number kj,i ∈ Z∗
q

2: Then computes

Bj,i = Dtrk
(ϵj,i) + trk = s+ αj,i + trk

PIDj,i = V IDj ⊕H(kj,i ∥ Ppub ∥ Qj)

hj,i = H1(PIDj,i ∥ Ppub ∥ Trk ∥ Qj)

Aj,i = kj,i · P + hj,i ·Qj

δj,i = kj,i + hj,i ·Bj,i

3: return {Aj,i, P IDj,i, EVpkj
(δj,i) } ( i = 1, ..., n )

4.4 Key Generation Stage

If a vehicle needs to communicate with another vehicle or
RSU, OBU needs to sign a message and attach a times-
tamp to generate a message tuple.

The tuple {Aj,i,M, PIDj,i, Vpkj
, γj,i, tti} are

calculated when the vehicle receives the tuple
{Aj,i, P IDj,i, EVpkj

(δj,i) } returned by the RSU, as

illustrated in Algorithm 3.

Finally, the OBU broadcasts message tuple
{Aj,i,M, PIDj,i, Vpkj

, γj,i, tti} to RSU and all vehi-
cles in the area, and γj,i is the signature of the message.

Algorithm 3 Signature Generation (Executed by OBU)

Input: the ciphertext {Aj,i, P IDj,i, EVpkj
(δj,i)}.

Output:

1: Computes hj,i = H1(PIDj,i ∥ Ppub ∥ Trk ∥ Qj)

2: Computes h
′

j,i = H2(PIDj,i ∥ M ∥ Trk ∥ tti)

3: Computes δj,i = DVskj
(δj,i) = kj,i + hj,i ·Bj,i

4: Computes γj,i = δj,i + h
′

j,i · Vskj

5: return {Aj,i,M, PIDj,i, Vpkj
, γj,i, tti}

4.5 Message Verification Stage

4.5.1 Single Verification

The message tuple {Aj,i,M, PIDj,i, Vpkj , γj,i, tti} can be
verified by the RSU or all vehicles in the area. At first,
the recipient will check whether the timestamp tti is re-
freshed, if not, the message will be rejected, else the fol-
lowing equation will continue to be verified:

γj,i · P == Aj,i + hj,i · (Ppub + Trk) + h
′

j,i · Vpkj (1)

The recipient will trusts the message if Equation (1) is
satisfied, or rejects the message if not.

If the message tuple {Aj,i,M, PIDj,i, Vpkj
, γj,i, tti} is

not tampered in the transmission process, it will satisfy
the equation(1). Since γj,i = δj,i + h

′

j,i · Vskj
, δj,i = kj,i +

hj,i·Bj,i andBj,i = s+αj,i+trk , where hj,i = H1(PIDj,i ∥
Ppub ∥ Trk ∥ Qj), and h

′

j,i = H2(PIDj,i ∥ M ∥ Trk ∥ tti),
so we have the following:

γj,i · P = (kj,i + hj,i ·Bj,i + h
′

j,i · Vskj
) · P

= kj,i · P + hj,i · (s+ αj,i + trk) · P + h
′

j,i · Vskj
· P

= Aj,i + hj,i · (Ppub + Trk) + h
′

j,i · Vpkj

Therefore, the scheme can correctly validate single mes-
sages. The process of message verification such as Algo-
rithm 4.

4.5.2 Batch Verification

This scheme also supports batch verification of multiple
messages received. When the recipient receives multiple
messages, the recipient can verify whether Equation (2)
satisfies.(

n∑
j,i=0

(dj,i · γj,i)

)
· P =

n∑
j,i=0

dj,i ·Aj,i

+

(
n∑

j,i=0

(dj,i · hj,i)

)
· (Ppub + Trk)

+

n∑
j,i=0

(
(dj,i · h

′

j,i) · Vpkj

)
(2)

In the equation, d1,i, d2,i, ..., dn,i ∈ [1, 2t], where t is a
small integer.
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Algorithm 4 Message Verification (Executed by Vehicle

or RSU)

Input: the message tuple{Aj,i,M, PIDj,i, Vpkj
, γj,i, tti}.

Output:

1: Checks whether the timestamp tti is refreshed, if not,

rejects

2: if tti is fresh then

3: Computes hj,i = H1(PIDj,i ∥ Ppub ∥ Trk ∥ Qj)

4: Computes h
′

j,i = H2(PIDj,i ∥ M ∥ Trk ∥ tti)

5: if γj,i · P == Aj,i + hj,i · (Ppub + Trk) + h
′

j,i · Vpkj

then

6: return true

7: else

8: return false

9: end if

10: else

11: return false

12: end if

The proof process is as follows :(
n∑

j,i=0

(dj,i · γj,i)

)
· P

=

n∑
j,i=0

dj,i · (kj,i + hj,i ·Bj,i + h
′

j,i · Vskj
) · P

=

n∑
j,i=0

dj,i ·Aj,i +

(
n∑

j,i=0

(dj,i · hj,i)

)
· (Ppub + Trk)

+

n∑
j,i=0

(
(dj,i · h

′

j,i) · Vpkj

)

Therefore, the scheme can validate multiple messages
correctly.

5 Scheme Analysis

In this section, we will analyze the security and privacy
of our scheme.

5.1 Message Integrity

This scheme divides the key generation of message signa-
ture into three parts: the system master key, RSU’s pri-
vate key and OBU’s private key. When missing any part
of the key, the message signature cannot be generated. In
addition, as long as ECDLP is difficult to be solved, the
attacker cannot forge a vaild message signature. There-
fore, if the signature and the message tuple satisfy the
equation γj,i · P == Aj,i + hj,i · (Ppub + Trk) + h

′

j,i · Vpkj
,

authentication and integrity of the message can be guar-
anteed according to the above verification process.

5.2 Anonymity and Unlink-ability

In the process of generating pseudonyms, PIDj,i =
V IDj ⊕ H(kj,i ∥ Ppub ∥ Qj), where kj,i is a number
selected randomly by RSU without any valuable infor-
mation, so the scheme can meet the requirements of
anonymity. Each vehicle’s message is sent under a dif-
ferent pseudonym. These pseudonyms that are randomly
generated on RSU with no correlation, so the scheme can
meet the requirements of Unlink-ability.

5.3 Traceability

The message tuple {Aj,i,M, PIDj,i, Vpkj , γj,i, tti} that
sent by the vehicle includes the pseudonym PIDj,i, where
PIDj,i = V IDj ⊕H(kj,i ∥ Ppub ∥ Qj), so TA can calcu-
late

V IDj = PIDj,i ⊕H(kj,i ∥ Ppub ∥ Qj)

RIDj = V IDj ⊕ αj,i · Ppub

to get the real identity RIDj of the vehicle.

5.4 Revocation

When the real identity of the malicious vehicle is con-
firmed, it will be added to the revocation list, and TA will
notify the RSU in the area where the malicious vehicle is
located. RSU will update its private key t

′

rk
and public

key T
′

rk
after receiving revocation instructions that sent

by TA. RSU retransmits partial message signature key
tuple { A

′

j,i, P ID
′

j,i, EVpkj
(δ

′

j,i)}(i = 1, ..., n) to normal

legitimate vehicles. However, the parameters of malicious
vehicles are not updated, so the above proof process is not
satisfied, namely γj,i·P ̸= Aj,i+hj,i·(Pub+T

′

rk
)+h

′

j,i·Vpkj ,

since Trk is obviously not equal to T
′

rk
. Therefore, RSU

and other vehicles no longer trust messages taht sent by
malicious vehicles. So the scheme supports the revocation
of malicious vehicles.

5.5 Resist Multiple Types of Attacks

In this subsection, we will demonstrate and analyze the
ability of the scheme to resist five common attacks.

Simulating Attacks. Assume that an attacker
can forge and generate a valid message tuple
{Aj,i,M, PIDj,i, Vpkj

, γj,i, tti}. This means that
the attacker can forge the valid signature of vehicle
Vj . We have already analyzed the reliability and
integrity of the message of the scheme, that is, the
attacker cannot forge a valid signature, because
the forgery is impossible unless three partial keys
are obtained at the same time. The probability
of forging legitimate message signatures can be
ignored.

Tampering Attacks. Suppose an attacker
can forge and generate message tuple
{Aj,i,M, PIDj,i, Vpkj

, γj,i, tti} of vehicle Vj . It
means that the attacker can forge the valid signature
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Table 3: Operations and description used

Operations Descriptions Time(ms)

tbp The execution time of a bilinear pairing operation 4.211

tbpm The execution time of a scalar multiplication operation related to the bilinear pairing 1.709

tbpa The execution time of a point addition operation related to the bilinear pairing 0.0071

tem The execution time of a scalar multiplication operation 0.442

tesm The execution time of a small scale multiplication operation 0.0138

tmtp The time to perform a MapToPoint operation 4.406

of vehicle Vj , but the operation process of message
signature ensures the uniqueness of the message.
This is almost impossible without solving the
ECDLP.

Repeat Attacks. When the recipient receives the mes-
sage, at first it will check whether the timestamp tti
is refreshed. Repeated message tuple will be rejected
by the recipient. Therefore, the scheme can resist
repeated attacks.

Man-in-the-middle Attacks. In the above analysis,
all messages must be signed, and the message sig-
natures cannot be forged without obtaining the pri-
vate key. Therefore, the proposed scheme can resist
man-in-the-middle attack.

Private Key Stolen Attacks. In the scheme, the sig-
nature of the message requires completed system pri-
vate key s, RSU’s private key trk and OBU’s private
key Vskj

. Even if the system master key s or the vehi-
cle private key Vskj

are leaked to the adversary under
a side-channel attack, it is still unable to generate a
valid message signature. Therefore, the scheme can
resist private key stolen attacks.

6 Performance Evaluation

In this section, we will evaluate the performance of the
scheme, which includes verification and communication
costs. In addition, we will compare the scheme with other
existing schemes in VANETs. We set the security level to
80 bits and use an elliptic curve additive group G, which
means p and q are primes of two 160 bits. Here we use a
bilinear pairing: G1 × G1 → G2 to ensure that the secu-
rity level is 80 bits, where G1 is the additive group on the
elliptic curve, and the embedding degree is 2. We ignore
the time required for general hash operation, XOR opera-
tion and general multiplication. In the scheme, the vehicle
pseudonym is generated by RSU that has super comput-
ing power. Therefore, we do not consider to compare the
time of signature generation in comparison. We adopt
the experiment and evaluation method in [25]. Accord-
ing to the experiment in [25], we show that the execution

time and description of the main encryption operations
are listed in Table 3.

6.1 Verification Cost

The cryptographic operations in the schemes of Ali et
al. [1], Azees et al. [2] and Horng et al. [12] are based on bi-
linear pairing, the scalar multiplications are performed on
elliptic curves that is related to bilinear pairing. The cryp-
tographic operations in the schemes of Wang et al. [21],
Lo et al. [16], Xiong et al. [23] and the proposed scheme,
the scalar multiplication is performed on a given elliptic
curve. We will analyze the execution time of one message
single verification and multiple message batch verification
in detail for the above four schemes.

For the single verification of Ali et al. [1], the vehicle
needs to execute one bilinear pairing operation, one scalar
multiplication operation and one point addition operation
that are related to bilinear pairing, therefore, the time
that required to verify the single message is 1tbp+1tbpm+
1tbpa ≈ 5.9271 ms; for the batch verification of multiple
messages, the verifier needs to execute one bilinear pairing
operation, n scalar multiplication operations and n point
additions operations that are related to bilinear pairing,
therefore, the time that required to verify n messages is
tbp + ntbpm + ntbpa ≈ 1.7161n + 4.211 ms. Similarly, in
the scheme of Horng et al. [12], the time that required
to verify the single message is 2tbp + 2tbpm + 1tmtp ≈
16.246 ms, the time that required to verify n messages is
2tbp+2ntbpm+ntmtp ≈ 7.824n+8.422 ms. In the scheme
of Azees et al. [2], the time that required to verify the
single message is 2tbp + 5tbpm + 2tbpa ≈ 16.9812 ms, the
time that required to verify n messages is (n + 1)tbp +
5ntbpm + 2ntbpa ≈ 12.7702n+ 4.211 ms.

For the single verification of proposed scheme, the ve-
hicle needs to execute three scalar multiplication opera-
tions and one small scale multiplication operation, there-
fore, the time that required to verify the single message
is 3tem + 1tesm ≈ 1.3398ms; for the batch verification of
multiple messages, the verifier needs to execute (n + 2)
scalar multiplication operations and n small scale multi-
plication operations, therefore, the time that required to
verify n messages is (n+2)tem+ntesm ≈ 0.4558n+0.884
ms. Similarly, in the scheme of Wang et al. [21], the
time that required to verify the single message is 4tem ≈
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Table 4: Comparison of verification cost

Schemes Single verification(ms) Batch verification (ms)

Ali et al.’s scheme [1] 1tbp + 1tbpm + 1tbpa ≈ 5.9271 tbp + ntbpm + ntbpa ≈ 1.7161n+ 4.211

Horng et al.’s scheme [12] 2tbp + 2tbpm + 1tmtp ≈ 16.246 2tbp + 2ntbpm + ntmtp ≈ 7.824n+ 8.422

Azees et al.’s scheme [2] 2tbp + 5tbpm + 2tbpa ≈ 16.9812 (n+ 1)tbp + 5ntbpm + 2ntbpa ≈ 12.7702n+ 4.211

Lo et al.’s scheme [16] 3tem ≈ 1.326 (n+ 2)tem + 2ntesm ≈ 0.4696n+ 0.884

Wang et al.’s scheme [21] 4tem ≈ 1.768 (2n+ 3)tem + 2ntesm ≈ 0.9116n+ 1.326

Xiong et al.’s scheme [23] 3tem + tesm ≈ 1.3398 (n+ 2)tem + ntesm ≈ 0.4558n+ 0.884

The proposed scheme 3tem + tesm ≈ 1.3398 (n+ 2)tem + ntesm ≈ 0.4558n+ 0.884

1.768 ms, the time that required to verify n messages is
(2n+3)tem+2ntesm ≈ 0.9116n+1.326 ms. In the scheme
of Lo et al. [16], the time that required to verify the single
message is 3tem ≈ 1.326 ms, the time that required to ver-
ify n messages is (n + 2)tem + 2ntesm ≈ 0.4696n + 0.884
ms. In the scheme of Xiong et al. [23], the time that
required to verify the single message is 3tem + tesm ≈
1.3398 ms, the time that required to verify n messages is
(n+ 2)tem + ntesm ≈ 0.4558n+ 0.884 ms.
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Figure 2: Verification operation cost of multiple messages

The calculation cost comparison of all schemes is listed
in Table 4. Figure 2 shows a comparison of the verification
cost of the scheme. According to Table 4 and Figure 2,
the proposed scheme, the schemes of Lo et al. [16], Wang
et al. [21] and Xiong et al. [23] have higher certification
efficiency than the schemes of Horng et al. [12], Azees et
al. [2] and Ali et al. [1], since these schemes use elliptic
curve encryption instead of bilinear pairing. Compared
with other schemes, the proposed scheme does not preload
the master key of the system into TPD, and generate
pseudonyms by RSU. Therefore, the proposed scheme has
higher security and pseudonym generation efficiency.

6.2 Communications Cost

In this subsection, we will analyze the other communi-
cation costs of the proposed scheme, which includes the
communication costs in addition to the message itself,
such as signature, pseudonym, certificate and so on. Com-
munication costs for five schemes are listed in Table 5.

Table 5: Comparison of communication cost

Schemes a message(bytes) n message (bytes)

Ali et al. [1] 536 536n

Horng et al. [12] 388 388n

Azees et al. [2] 848 848n

Lo et al. [16] 188 188n

Wang et al. [21] 124 124n

Xiong et al. [23] 128 128n

The proposed scheme 124 124n

In the scheme of Ali et al. [1], the vehicle broad-
casts {AIDi,1, AIDi,2, Xi, Yi, θ, ti} to the recipient, where
AIDi,1, Xi, Yi, θ ∈ G1, AIDi,2 ∈ Z∗

q and ti is the time
stamp. Therefore, the communication cost is 4 ∗ 128 +
20 + 4 = 536 bytes. In Horng et al.’s scheme [12],
the vehicle broadcasts {PID1

i , P ID2
i , σ} to the recipi-

ent, where PID1
i , P ID2

i , σ ∈ G1, thus the communi-
cation cost is 3 ∗ 128 + 4 = 388 bytes. In Azees et
al.’s scheme [2], the vehicle broadcasts its signature mes-
sages {sig ∥ Yk ∥ Certk} to the verifier, where Certk =
{Yk ∥ Ei ∥ DIDui ∥ γu ∥ γv ∥ c ∥ λ ∥ σ1 ∥ σ2},
{sig, Ei, DIDui, γu, γv, Yk} ∈ G1, {λ, σ1, σ2} ∈ Z∗

q , thus
the communication cost is 6 ∗ 128+4 ∗ 20 = 848 bytes. In
Lo et al.’s scheme [16], the vehicle broadcasts {PIDi =
(PIDi,1, P IDi,2, ti), tti, δ = (Ki, Ri, Vi)} to the recipient,
where PIDi,1,Ki, Ri, Vi ∈ G, PIDi,2 ∈ Z∗

q and ti, tti are
timestamps, thus the communication cost is 4∗40+20+4∗
2 = 188 bytes. In Wang et al.’s scheme [21], the vehicle
broadcasts {PIDi,j = (PID1i,j , P ID2i,j), Ui,j , Vi,j , tti}
to the recipient, where PID2i,j , Ui,j ∈ G, PID1i,2, Vi,j ∈
Z∗
q and tti is timestamp, thus the communication cost is

2∗40+2∗20+4 = 124 bytes. In Xiong et al.’s scheme [23],
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the vehicle broadcasts {Aj,i, P IDj,i, Spubj , Tj,i, βj,i, tj,i}
to the recipient, where Aj,i, Spubj ∈ G, PIDj,i, βj,i ∈ Z∗

q

and Tj,i, tti are timestamps, thus the communication
cost is 2 ∗ 40 + 2 ∗ 20 + 4 ∗ 2 = 128 bytes. In the
proposed scheme, the vehicle broadcasts message tuple
{Aj,i,M, PIDj,i, Vpkj

, γj,i, tti} to the surrounding receiv-
ing unit, where Aj,i, Vpkj ∈ G, PIDj,i, γj,i ∈ Z∗

q and
tti is time stamp. Therefore the communication cost is
2 ∗ 40 + 2 ∗ 20 + 4 = 124 bytes. The communication costs
of the five schemes are shown in Figure 3. According to
the Figure 3, the proposed scheme has a very low com-
munication cost compared with other schemes.
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Figure 3: Communication cost of multiple messages

7 Conclusion

In this study, a secure and efficient conditional privacy-
preservation scheme that based on identity for V2V and
V2I communication in VANETs has been proposed. Since
the signature key of the vehicle message is generated by
the private key of TA, RSU and vehicle itself, the mes-
sage will not be signed if any part of the private key
is missing, so this scheme can stop attacker forging the
message. In addition, the pseudonym is generated by
RSU, which reduces the burden of TA calculation and
pseudonym management. It also means that malicious ve-
hicles can be effectively revoked from VANETs as long as
the RSU stops providing pseudonyms and corresponding
private keys. Performance evaluation results reveal that
the scheme has higher verification efficiency and lower
communication cost.
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Abstract

Network security situation awareness is one of the most
concerning research in network security. According to
the progressive relationship of the subject, there are three
stages, situation awareness, situation evaluation, and sit-
uation prediction needed to be implemented. This work
emphasizes the technologies applied towards the model
establishment, the estimation methods, and prediction
schemes. Among these stages, the situation prediction
is the most difficult but the most valuable. With the ac-
curate prediction of network security status in advance,
it can fundamentally improve network security perfor-
mance. Therefore, the prediction of network security sit-
uations has received continuous attention. Besides, the
introduction of the application to the industrial and Inter-
net of Things is provided. This paper aims to summarize
and sort out the system model, the leading technologies,
and the application fields of network security situation
awareness to provide a reference for relevant researchers
in the security field.

Keywords: Estimation; Network Security; Prediction; Sit-
uation Awareness

1 Introduction

Network Security is an important issue in the growing
up and extending networking environment. Although a
great deal of researches and protection methods have been
proposed, they usually could solve the isolated and inde-
pendent problems. There are still problems in the net-
work security, without the systematical solution existing,
if those proposed solutions could not be integrated effec-
tively. Network Security Situation Awareness (NSSA) [4]
is a concept to integrate all available information and eval-
uates the security situation in the network. It could pro-
vide some security analyses to minimize the risks and to
reduce the losses because of the unsafe factors. Upon
the respects of monitoring capabilities and emergency re-

sponse, NSSA could benefit and contribute for the net-
work security [42].

To prevent the attackers and the network instruc-
tion, some technologies and the security products are em-
ployed, such as firewall. Firewall technology belongs to an
access control scheme implemented in the network. The
major purpose is to prevent a desired network from the
attackers with a permission to control the entering and ex-
isting of the network. According to the different schemes
adopted, the technologies could be categorized as packet
filtering, network address translation, proxy and monitor-
ing types [7].

1) Packet Filter:
The products of packet filtering are the primary de-
vices of firewalls. The advantage with this technology
is simple and practical. The cost of implementation
is low. In the case of a relatively simple application,
the system security could be guaranteed to a certain
extent based on a lower cost.

2) Network Address Translation - NAT:
Internet Address Translation is a standard technol-
ogy to convert the IP address to a temporary, exter-
nal and registered IP address. The process of network
address translation is transparent to the user. It does
not require the user to set up. Also, the user could
operate normally.

3) Proxy:
The firewall is also called a proxy server. The proxy
server is located between the client and the server. It
could completely block the data exchange. The ad-
vantage of proxy server is with a high level of security.
It could detect and scan the application layer. Also,
it is very effective against the intrusions and viruses
on the application layer. However, the weakness is
that it has a great impact on the overall performance
of the system. The proxy server has to be set for all
applications generated by the client. It greatly in-
creases the complexity of system management.



International Journal of Network Security, Vol.24, No.4, PP.671-680, July 2022 (DOI: 10.6633/IJNS.202207 24(4).09) 672

4) Monitoring:
Monitoring firewalls with the technology are beyond
the original firewall definition. The monitoring fire-
wall can actively and instantly monitor the data of
each layer. Based on analyzing these data, the mon-
itoring firewall can effectively judge the illegal intru-
sion. However, the implementation cost of monitor-
ing firewall is high and not easy to manage.

Integration of security technologies includes two as-
pects, the fusion of different security products and the
integration of the network equipment and security prod-
ucts. The fusion of different security products comes from
the source of network attacks, and the fusion of secu-
rity technologies is used to counter the attacks. In the
construction of network security, the intrusion detection
technology has to focus on monitoring, controlling and
early warning whereas the firewalls could play the role to
access control. Although the antivirus software and the
security certification belong to different products, they
could function independently. Beyond discussing which
one performs better, it is more practical to find how to
integrate and to make these products working together
effectively. In the fusion of security technology, intrusion
prevention focuses on the detection and the firewalls focus
on the access control [14]. However, due to the limita-
tion of hardware and technology, the performance of the
system could decline rapidly. Hence, the integration has
become a frontier topic in the information security. Simi-
larly, the fusion of firewall and antivirus has been lead to
the product for the information security. Therefore, the
cost of security products could be higher if the technolo-
gies focusing on different security concern are effectively
integrated. The tendency of this convergence not only fo-
cuses on the security technologies, but also on the systems
and architectures. The products of network security are
no longer just security devices, but also supported by a
network device or platform.

The integration of security products and network
equipment is the combination of security concerns includ-
ing the routers, switches, terminals and other products
with a management software. A comprehensive network
security system is constructed with the network controller
of terminal, firewall, intrusion detection, traffic analy-
sis and monitoring, and content filtering. This network
transformation connects the product to the overall secu-
rity system. It means the integration of network technol-
ogy involves the business and the applications. Security
companies cooperate with Internet companies in a more
complex model. Hence, the integration of security prod-
ucts and network equipment constitutes a security system
which ultimately forms a secure network that the users
could trust.

Network security is an important topic regarding how
to solve the problems in the network with the technologies
and tools to maintain a highly reliable network. A highly
strict management is the major role towards the network
security. It should be realized that any network security

and data protection precautionary measures have certain
limitation. There is no security system existed forever.
People have to work together for the network security
continuously. In the following, NSSA model is introduced
in section 2. The NSSA estimation and prediction is de-
scribed in section 3. Section 4 gives the illustration to the
major technologies of NSSA. The application of NSSA
used in Internet of Things is given in section 5. Conclu-
sions and the suggestions for the future research are given
in the final.

2 Network Security Situation
Awareness Model

With the rapid development of computer network, exist-
ing the various attacks and the security incidents arising
frequently, the resulting in the network security issue be-
comes attractive. In addition, cyberspace has gradually
become a new battlefield for the security games among
countries. Under this situation, the related network secu-
rity issues become much more complicated. Moreover, the
level of security technology is requested for a higher chal-
lenge. In the past years, the security protection is based
on the firewall, the intrusion detection and the virus de-
tection. This protection is hold after detecting the attack
behavior. On the other hand, the warning alarm gener-
ated directly without the risk estimation, this is another
pre-protection scheme. However, it results a high rate
of mistakes and is obviously unable to meet the needs in
deed. Based on the failure of traditional security defense
system, situation awareness (SA) has been gradually ap-
plied in the field of network security. It could comprehen-
sively perceive the threat situation of network security.

NSSA was inspired by the SA of aero-traffic control
and applied the concept of SA to the field of network se-
curity [42]. Franke et al. [13] argued that ”SA is a state
that can be achieved in the varying degrees.” Based on
this idea, it could be thought that the network situation
awareness is a part of SA related to the environment in the
networks. The other related researches have been carried
out on the security situation in the network. The concept
of NSSA has been studied gradually. However, a unified
and comprehensive definition of NSSA has not yet been
formed. Most of NSSA are the detailed explanations for
Endsley’s definition [10]. There were no specific explana-
tions for the field of network security. One could identify
the network attack behaviors from a large number of col-
lected data. Then, he could integrate this information to
conduct a real-time online estimation to monitor on net-
work security to achieve overall control of the network and
to reduce the risk of network security. It is the essential
purpose of NSSA to construct a secure network.

Two fundamental models, the conceptual model of SA
proposed by Endsley [10] and the functional model and
data fusion model proposed by Bass [4], lead a foundation
for the researches on NSSA. Upon this basis, a variety of
different NSSA models are derived. Although these mod-
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els have different names, their principles are similar. The
SA process could be divided into four stages, the observa-
tion, the orientation, the decision-making, and the action.
The model can be well adapted to the SA in the complex
internets. Based on the fusion, Xiaowu Liu et al. [29] pro-
posed a network security cognitive sensor control model
with the characters of cross-layer architecture and cogni-
tive loop. It could improve the interaction and cognitive
ability among the different network layers. Besides, based
on the analysis of model components and functions, the
fusion algorithm is used to make accurate decisions on
the heterogeneous multi-sensor security events. Combin-
ing with the reasoning of the relationship between the
threat genes and the threat levels, a hierarchical quantifi-
cation method including service layer, host layer and net-
work layer is proposed. The advantage is that the method
overcomes the insufficiency of dealing with the complex
relationships among network components, and improves
the ability to express network threats.

The framework of network SA research proposed by
Zhenghu Gong et al. [16] is based on the Joint Direc-
tors of Laboratories (JDL) data fusion model. The model
summarizes the content of network SA research. Com-
paring with the traditional model, this model highlights
the nature of dynamic loop and continuous refinement
with the importance on the feeding back. Combining the
JDL data fusion model and Endsley’s SA model, An et
al. [1] extended and proposed a network SA model. The
model consists of four layers, including the identification
layer, the understanding layer, the prediction layer and
the measure layer. Comparing with the three-layer struc-
ture in the traditional model, the more comprehensive
model adds a measure layer which assists the decision
makers to provide an optional valuation.

The NSSA system was proposed by Kokkonen [21]. It
composed of the input connection layer, the information
normalization layer, the data fusion layer and the visual-
ization layer. The model emphasizes the role of visualiza-
tion, including the human-computer interaction connec-
tion. With sharing the information between human and
computer, it is more conducive to operate in the actual
environment. Genghong Lu et al. [31] proposed an indus-
trial control network SA model, and applied SA to the
industrial control systems. From the bottom to the top
layer, the model consists of three parts, the acquisition
layer for the situation elements, the situational estima-
tion layer and the subsequent SA process. It provides a
new method for the security assurance in the industrial
control systems.

Without the similarity of the above-mentioned hierar-
chical structure, the framework of network SA were pro-
posed by Jajodia et al. [18] consists of a series of tech-
nologies and automation tools. It uses the automation
tools to replace network analysis, and continuously under-
stands the system by asking questions of the system, the
security status and the impact and evolution of attacks.
Most of the current models are based on the three-layer
architecture. They are supplemented from the perspec-

tives of dynamic looping, visualization, and automation.
These models are enriched and refined according to the
needs of different application scenarios. The above mod-
els could be the relatively classic SA models. In addi-
tion, scholars have proposed the different SA models for
the different applications and scenarios. Azhagiri M.A. et
al. [3] proposed a belief Markov multi-stage transferable
model for the advanced persistent threats. The worth
model approaches the accuracy in the NSSA. According
to the above analysis, it is obvious that the most of the
current NSSA models are based on the traditional three-
layer model, supplemented with the different perspective
improvements to meet the actual needs. With concerning
the increasingly complex internet, it is necessary to inno-
vatively improve the NSSA model to realize the intelligent
perception.

3 Estimation and Prediction of
Network Security Situation
Awareness

According to the logical analysis framework of SA, this
section explains the situation estimation and the situa-
tion prediction. The extraction of network security situ-
ation elements is the basis on the network security situa-
tion research. With the data preprocessing to delete the
redundant data, to extract more important situational el-
ements, and to standardize the original data, it provides
a basis for the situational estimation and situational pre-
diction [41]. Essentially, the acquisition of situational el-
ements is used to classify the data in the network, and to
determine whether each data is abnormal and to deter-
mine what kind of abnormality it belongs to. Network se-
curity situation estimation is mainly to obtain the various
monitoring data in the network. It supports the network
administrator to make decisions and to prepare for the
protection according to the domain knowledge and the
historical data with the network security feature. The
comprehensive estimation for network security status is
with the help of mathematical models. With integrating
the macro network security situations, the network ad-
ministrator could make the decisions and take protective
measures in advance and provide the information for the
next situation prediction [9]. The important role of net-
work security situation estimation is to provide a strong
support to implement for the security protection. Net-
work security situation estimation is the important link
to realize the NSSA system.

Security situation estimation is to focus the difficulty of
NSSA and is lack of a systematic theory. The researches
in the field of situational estimation are relatively scat-
tered. Most of them have their own independent view-
points. There is no unified method that could be used for
the estimation. The methods and technologies to mea-
sure the quality of estimation are still relatively lack. It
leads to the diverse estimation methods with the author-
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itative consensus. Presently, there are many research re-
sults on the network security situation estimation. Ac-
cording to the theoretical and technical basis, it could in-
clude three categories, the estimation based on the math-
ematical models, the estimation based on the probabil-
ity and knowledge reasoning, and the estimation based
on the pattern classification. The mathematical model-
based estimations mainly include the analytic hierarchy
process (AHP), the set-pair analysis, and the distance de-
viation method. These estimations comprehensively con-
sider the factors that affect the NSSA and, then, establish
the corresponding relationship between the security index
set and the security situation. The situation estimation is
transformed into a multi-index comprehensive estimation
or a multi-attribute collection problem [5]. There are an
appropriate formula and a decision rule to gives the result.
This type of method is the earliest and widely used esti-
mation for NSSA. However, there are many estimations
based on this method. The definition of the variables in-
volves many subjective factors and is lack of the objective
and unified standards.

The major proposed estimations are based on the
probability and knowledge reasoning. These reason-
ing schemes include the fuzzy theory, Bayesian network,
Markov theory, Dempster–Shafer theory, etc. These mod-
els are set up based on the expert knowledge and the
experience database, and applying with the logical rea-
soning to make the security situation estimation. The
main idea is to deal with the randomness of the net-
work security events with the help of fuzzy theory and
Dempster–Shafer theory. According to the expert knowl-
edge and the databases of experience, these estimations
use the logical reasoning to estimate the security situ-
ations. The idea is to deal the randomness of network
security events with the help of fuzzy theory and Demp-
ster–Shafer theory. Using these methods to build a model
needs to acquire the prior knowledge first. In practical,
the method for acquiring the knowledge is still relatively
simple and mainly relying on the machine learning or the
expert knowledge. However, the machine learning has
the difficulties on the operation, and the expert knowl-
edge relies on the accumulation of experience. Because
of a large number of rules and knowledge needed and the
much more complex reasoning process required, it is diffi-
cult to apply to a large-scale network for the estimation.
The pattern classification based estimation includes the
cluster analysis, the rough set, the grey analysis, the neu-
ral network and the support vector machine, etc. Based
on the training model and the pattern classification, it
estimates network security situation. This method with
a good learning ability could establish a relatively math-
ematical model correctly. However, the amount of cal-
culation is much large In practical applications, such as
a long modeling time needed in the rough set and the
neural network and the large number of incomprehensi-
ble features. It cannot be well applied in the real time
network environment.

According to the above analyses, each method has its

advantages with the applicable scenarios. On the other
hand, there exists the difficulties for each estimation.
Most scholars combine the multiple algorithms to achieve
the optimization. Dong et al. [44] proposed a quantitative
estimation based on Back Propagation (BP) neural net-
work combined with Cuckoo searching. It Introduces the
momentum factor and self-adjusting learning rate to opti-
mize the algorithm. Also, it makes the convergence speed
and the estimation accuracy improved. F. Li et al. [25]
proposed an algorithm which combining Simulated An-
nealing algorithm and Baum Welch algorithm has a bet-
ter performance than that of Markov model. It could be
seen that the combination of multiple algorithms will be
the tendency for the research in the future.

Network security situation prediction refers to the fore-
cast of network security situation change trend in the net-
work in the future based on the current network secu-
rity situation estimation and the existing historical data.
According to the recent researches, this paper sorts out
the current popular situation forecasting, mainly includ-
ing the neural network, the support vector machine and
the time series forecasting, etc. [11]. Zhuo Ying et al. pro-
posed a generalized regression neural network model and
gave the network design principles of the model for net-
work situation prediction [49]. They verified the accuracy
and time efficiency of the model. Yicun Wang [38] pro-
posed a prediction based on the fuzzy Markov to predict
the threaten value in the network security. Wang Xiao et
al. [37] proposed Markov time-varying model suitable for
the real-time risk probability prediction. Liu Jie et al. [28]
proposed a nonlinear network traffic prediction based on
BP neural network, and Fan Julun et al. [12] proposed
a network security prediction based on the radial basis
function (RBF). Meng Jin et al. [33] used the hybrid hi-
erarchical genetic algorithm (HHGA) to train the RBF
neural network to improve the accuracy of prediction. Wei
Bin et al. [39] studied the network security defense model
based on the ensemble learning, and proposed a predic-
tion with a better accuracy and a generalization ability
with employing the ensemble learning algorithms. Kang
HW et al. [20] predicted the urban security based on the
two-column convolutional neural network with the con-
text and target information.

Currently, the neural network is the most commonly
used method for the network situation prediction. It has
the characteristics of self-learning, self-adjustment and
nonlinear processing. It is very suitable for the nonlinear
complex systems. Also, it could approach the good results
in the network security situation prediction. Commonly,
the applied neural networks include BP neural network,
RBF neural network, the feedback neural network and so
on. However, it takes a long training time in using the
neural network. Also, it has the problems of overfitting or
undertraining, and the difficulties of providing the credi-
ble explanations. To improve these problems, it is often
necessary to combine other algorithms for the optimiza-
tion. Using the multiple groups of chaotic particles to
optimize the key parameters of the gray neural network
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would make the accuracy improvement.
Support Vector Machine (SVM) is a pattern recogni-

tion based on the statistical learning theory. The princi-
ple of SVM is to map the input space vector to a high-
dimensional space through a nonlinear mapping. With
performing the linear regression on the space, the non-
linear regression problem is transformed to that likes to
solve a linear regression problem in the high-dimensional
space. However, in terms of the parameter selection, it
is necessary to combine other algorithms to optimize the
parameters. With the analysis of support vector machine
and the improved particle swarm optimization (PSO) al-
gorithm, the accuracy of prediction for the network situ-
ation could be significantly improved [8].

The time series prediction is used to reveal the regu-
lation of the situation changing with the historical data.
With this regulation, the situation predictions are made
for the future. The advantage is that it is simple, intu-
itive, convenient for the practical application. However,
the disadvantage is that the order of appropriate model
and the optimal model parameter estimation are required
for the higher accuracy requirement. Also, the modeling
process is complicated [47].

Deep learning is an effective training method for the
neural networks. It is in the rapid development cur-
rently. The major models include Restricted Boltzmann
Machine (RBM), Autoencoder (AE) Convolutional Neu-
ral Network (CNN), Deep Stacking Network (DSN), Loop
Application Network, Recurrent Neural Network (RNN),
Long Short-Term Memory (LSTM). The feature extrac-
tion could be effectively obtained from a large amount
of complex data by employing these learning models. It
could solve the problem of the feature extraction and
make the prediction for the network security situation.
Currently, the problems needed to be solved in applying
the deep learning methods to the network security in-
clude the performance of the algorithm, the interpretabil-
ity, the traceability, the self-adjustment, the self-learning,
the false alarm and the imbalanced datasets etc.

4 Major Technologies of Network
Security Situation Awareness

The major technologies of NSSA include the SA meth-
ods based on the hierarchical analysis, the machine learn-
ing, the immune system and the game theory. Analytic
Hierarchy Process (AHP) is a multi-objective and multi-
criteria decision analysis method that combines the quan-
titative and qualitative analysis. The SA based on the
hierarchical analysis handles the more complex process
in three layers, i.e. service layer, host layer, and system
layer. It Simplifies each layer, from the bottom to the up,
and estimates the overall security situation of the system
by calculating the local impact of the underlying security
elements.

It is worth to refer Chen Xiuzhen et al. [7], the quan-
titative evaluation model of the hierarchical network sys-

tem security threat situation. The model has four lay-
ers, the network system, the host, the service and the
attack/vulnerability from the top to the bottom. The
model is based on the massive alarm information of the
intrusion-detection system (IDS) and the network perfor-
mance indicators, and is the integration of the importance
of services, the host and the organizational structure of
the network system. However, there are some deficiencies
in the model. The only source of safety information in
this estimation is IDS alarm information. In practical,
the actual network system deployment, such as the fire-
walls, the system logs, etc. are the indispensable security
factors. If the information could not be included in the
calculation, the advantages of network security situation
evaluation technology in the comprehensive security in-
formation and the overall network security situation will
be lost. Hence, some improved models are proposed. Lai
Jibao [24] proposed an improved AHP that is constructed
a multi-level and a multi-quantitative evaluation model of
the network security situation. In this mode, the actual
network system is decomposed into three layers, the net-
work layer, the host layer, and the attack /defense layer
from the top to the bottom, according to the scale and
the hierarchical relationship. Using the multi-source se-
curity information provided by IDS, Firewall, VDS, etc.
as the original data, it makes the more comprehensive
information source. Zhang Yongchuan [46] proposed a
three-layer model including the thematic layer, the ele-
ment layer and the overall layer. Each layer evaluates the
network security situation from the different perspectives
with the different nuances. It constructs a multi-layer
situation evaluation framework. With the proposed hi-
erarchical model, the information sources could be more
comprehensive and reliable to improve the authenticity
and feasibility of SA in the real applications, obviously.

The characteristics of the security situation value is
uncertain and nonlinear. Machine learning, having the
good self-adjustment, the self-organization and the in-
finite approximation ability, performs excellently in de-
scribing the nonlinear complex systems. Currently, there
are a lot of attentions on using machine learning for the
situation evaluation and the situation prediction. Espe-
cially, Support Vector Machine (SVM) and Radial Basis
Function (RBF) are used for the examples. There are
three methods needed to discuss in the neural network
and the wavelet neural network. Since SVM has a good
generalization ability and is not easy overfitting, many re-
searchers use SVM and Support Vector Regression (SVR)
methods for the situation estimate and prediction. Al-
though SVM has the advantages of fast convergence and
strong anti-overfitting ability compared with the neural
network does, using SVM alone as a prediction model
comes with the problems of blind parameter selection in
the training process. For the accuracy improvement of the
prediction, Chen et al. [6] introduced the idea of regres-
sion prediction and proposed Random-Forest (RF)-SVM
algorithm. The algorithm could predict the potential at-
tacks to the data stream in the future network based on
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the previous attack data. It not only improves the pre-
diction accuracy, but also reduces the error.

RBF neural network has the advantages of strong
function approximation, fast learning and self-adjustment
ability. It could be used to describe the nonlinear and
complex systems. Hence, it is suitable for the network
security situation prediction. For example, the combina-
tion of RBF neural network and the time series predic-
tion could well realize the prediction of network security
situation. However, In practical applications, the neu-
ral network will have a character of slow convergence.
It leads the difficulties to design the network layer and
it is easy to fall into the problem of local optimization.
Therefore, many researchers combine other schemes to
optimize the parameters and the structure of RBF neural
network. Jiang Yang et al. [19] proposed an improved par-
ticle swarm optimization (PSO) algorithm. Li Xixi [26]
combined fuzzy c-means (FCM) algorithm and hybrid hi-
erarchical genetic algorithm to Improve the learning pro-
cess in the traditional restricted receptive field RRF de-
convolution network.

For the same learning process, Wavelet Neural Network
(WNN) has the characters of simpler structure, faster
convergence, stronger learning ability and higher accu-
racy. While WNN approaches the global optimal, the
local optimal could also be maintained. Because of these
remarkable advantages, researchers begin to apply WNN
to the field of SA. Also, they used the genetic algorithm,
the population optimization algorithm, etc. to optimize
WNN. Cong et al. [17] proposed the NSSA based on the
optimized dynamic WNN. This scheme could combine the
heterogeneous security data and the dynamic perception
of the evolution tendency of the threats. It has the ability
of self-regulation and control not only to achieve the goal
of SA but also to provide a new method for the network
monitoring and management.

Immunity is the ability of an organism to resist the in-
fection. The problem of computer security systems is sim-
ilar to the difficulty encountered in the biological immune
systems. Because the biological immune system has the
advantages of feature extraction, distributed detection,
self-tolerance, self-adjustment and robustness, etc., and
the ability of pattern recognition, learning and, memory,
etc., it is suitable to applied to the SA research. Sun et
al. [35] proposed a technique based on antibody concen-
tration to describe the principles and framework of SA.
They established a mathematical model with the lympho-
cyte life process. It makes the system could learn about
the attack and location, severity, and the most severe ar-
eas of the intrusion are. Because of the disadvantages
of poor scalability and the limited coverage of artificial
immune systems, Qiao et al. [36] proposed the concept of
collaborative artificial immune system and the related SA
model. In the model, the memory detectors in the differ-
ent computers can share the different points to improve
the coverage and scalability of the artificial immune sys-
tem. The technical combination of the artificial immu-
nity and the cloud model monitors the network attacks

using the intrusion detection based on the danger theory
timely [45]. The network security situation could be eval-
uated with the changing of antibody concentrations. Be-
sides, the situation could be predicted with employing the
cloud model-based time series forecasting mechanisms.

Most of the traditional SA methods only focus on the
attacking or defending. They usually ignore the situa-
tion of interdependent strategies on the both sides. In
practical, in the actual attack and defense process, it is
necessary to fully consider the possible opponent’s strate-
gies and formulate their own counter measurements. As
long as there are offensive and defensive sides in the se-
cure network, the game between these two will always be
existed. Without considering the confrontation between
the offensive and defensive sides in the secure network,
it often leads to inaccurate results and greatly reduces
the ability of SA model to describe the actual situation.
Game theory is the study of mathematical theories and
methods of struggle or competition. The concepts and
characteristics of the two sides in the game are similar to
those in the network security with the offender and de-
fender. Researchers have been exploring the applicability
of game theory to address the security issues in the in-
ternet. They applied the idea of game theory to NSSA.
This issue has gradually become a popular research topic.
With the game analysis in the behavior of threats among
the administrators and the ordinary users, they estab-
lished a three-party Markov game model to optimize and
analyze the relevant algorithms and to make a real-time
evaluation. Zhou et al. [48] proposed a NSSA method
based on the preventing of threat propagation and set up
the game model among the attackers, the defenders, and
man-in-the-middle. For the real-time analysis, the sys-
tem administrators could strengthen the most vulnerable
nodes. For some existing evaluations without the com-
prehensive analyses of the threat, the protection, and the
environmental information, the evaluation might lead an
incorrect result. Weng Fangyu [40] proposed a network
security situation estimation based on the attack/defense
random game model. With establishing a threat propa-
gation network and the stochastic game model, the pro-
posed method processes the threats and defense to solve
the difficulties Nash equilibrium mixed with the strate-
gies. Based on the results of Nash equilibrium, the ac-
tions of the offensive and defensive sides are judged and
the network security situation is quantitatively analyzed.

Visualization technology could be realized as the search
of graphic information by expressing a large amount of
abstract data with a visual form. It improves the effi-
ciency of information processing in the visualization sys-
tem. Kotenko et al. [23] proposed a visual analysis tech-
nique to display the security metrics that evaluates the
overall network security situation and the efficiency of the
protection mechanisms. The visualization technology of
NSSA also has certain applications in the military for the
real-time risk tracking. With utilizing a variety of data
sources and methods, the visualized results are presented
in the various types of graphs. The effect is more com-
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prehensive and intuitive. Also, it helps the readers have
a broader understanding of the current situation.

Dempster–Shafer theory by Dempste and Shafer is an
important method for the data fusion and situation eval-
uation [27]. This method not only overcomes the inade-
quacy of describing uncertainty with probability but also
has a flexible and changeable form. Dempster–Shafer the-
ory could be combined with other methods such as the
fuzzy logic, the neural network, and the expert system
to further improve the accuracy of reasoning. For ex-
ample, the traditional Dempster–Shafer theory could be
improved by using the adaptive multi-swarm competition
particle swarm optimization (AMCPSO) algorithm.

Liu Yuling et al. [30] proposed a network security situa-
tion prediction based on the spatial dimension analysis. It
not only predicts the security situation element set in the
future period but also analyzes the relationship within the
security situation element set. Also, it predicts the impact
on the network security situation. Liu’s method considers
the situation in the spatial dimension. On the other hand,
Xi’s scheme [43] deliberates on the network attribution.
It could provide a more comprehensive analysis and the
results are more accurate with combining the above two
techniques. Technology, such as cloud computing and big
data, provides new methods and ideas for SA. Saurez et
al. [34] proposed Foglets which is a programming infras-
tructure for the geo-distributed computational continuum
represented by the fog nodes and the cloud. It solves the
problems existing in the application of the geographically
distributed SA. The obtained information could be ac-
complished with the iterative analysis.

5 Application of Network Secu-
rity Situation Awareness in IoT

The concept of SA from the human factors research in the
aerospace flight originally. Thereafter, it has been widely
used in the military, the air traffic supervision, the medi-
cal and other emergency dispatch fields. The NSSA is an
important branch of SA. It could provide the operators
with a comprehensive and reasonable decision support if
the powerful global network monitoring and awareness ca-
pabilities are applied. With focusing on the application
of SA in the field of network security, the following dis-
cusses from the perspectives of industrial control network
and internet of things, respectively.

1) The integration of industrial control systems with in-
ternet has led to many threats and attacks. Also, it
has a serious impact on the national security, the
economic development and the social stability, etc.
Hence, SA could be used for the effective monitoring
and the overall control in the industrial system to en-
sure the safe operation. Energy Information Admin-
istration has built an automatic network intrusion
and policy management system to achieve a real-time
SA of the important infrastructure in the industrial

systems in the USA. Lu et al. [32] proposed a NSSA
of the industrial systems under the attacks based on
the particle filtering and the voting mechanism to
identify the malicious nodes It uses a security SA to
provide an accurate situation evaluation for the sys-
tem. Energy internet is a shared network that com-
bines the energy technology and internet technology
to achieve a high degree of integration of power, in-
formation, and business flows. Due to the important
strategic position of power system, there are many
studies devoted to the system. For the items and
the measurement of the distributed energy security
knowledge (DEnSeK), this method gives a detailed
explanation. It could be seen that the application of
NSSA in the smart energy internet will be an impor-
tant development in the future.

2) Internet of things (IoT) has brought the third devel-
opment of the global industry with the information
technology. However, the security problems of IoT
are becoming much more prominent. Kolbe et al. [22]
proposed a context-based situation theory that can
promote the framework of IoT SA with the knowl-
edge base and the reasoning ability. Besides, IoT
and wearable devices also offer new ideas for the
healthcare. Anzanpour et al. [2] deployed a wire-
less local area network and used the wearable sensors
to collect the patients’ vital information. Based on
the collected data, with leveraging data confidence
evaluation, the knowledge base of patient health sta-
tus, and the automatic reasoning to the health sta-
tus, the patient’s health status could be monitored
effectively with carrying out overall SA. Vehicle-to-
everything (V2X) is the combination of IoT and the
self-organizing network of vehicles. Golestan [15] pro-
posed the attention assisted framework to achieve
SA of V2X. The framework uses a low-level data fu-
sion and a high-level information fusion to realize the
traffic entities, the situation, the impact evaluation
and the decision-making, to achieve a safer and more
complete V2X system.

Regarding the future development, NSSA should not
be limited to the traditional applications. Adopting a va-
riety of technologies and combining with the hierarchical
detection, the potential security threats could be detected
from the discrete and isolated data. Hence, with the secu-
rity situation, the connection between the quick accurate
complete and effective communication and the decision
makers is still a very challenging problem.

6 Conclusion

This paper describes the major technologies of NSSA are
given in the details from the aspects of the hierarchical
analysis, the machine learning and the game theory, etc.
The researches and the applications in the fields of NSSA
are classified and summarized. The trend of development
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and the application prospects of NSSA are expected and
some problems that still need to be solved and may be
faced in the future.

1) Functional module optimization:
According to the research on the data fusion, because
of the wider applications of SA, the resulting data be-
comes huge and complex. The issue of the efficient
and accurate process with these massive heteroge-
neous data is important. According to the research
on situation prediction, with improving the accuracy
of prediction and the forecasting ability of the net-
work, it prevents the problems before the problem is
hold. According to the research on the visualization
of SA, with displaying the real time network status,
it could provide an effective help for the decision-
making.

2) Human-computer interaction and automatic re-
sponse:
Currently, the network and system are still insep-
arable from the human participation. To establish
a good human-computer interaction mechanism, in-
dicating that the system accepts experts’ sugges-
tions and makes the modifications and adjustments,
is both a future development trend and an urgent
problem needed to be solved. Although people play
an important role in the system, the system should
be an independent entity. With facing the intrusion
and attack, the system can not only alarm but also
take certain protective measures to realize the auto-
matic response and to improve the intelligence of the
system.

3) Counter SA:
Counter SA refers to the concept that the attack and
disrupt to the weaknesses or the flaws of SA sys-
tems, or employing other techniques to sabotage and
interfere with the different stages of SA directly. For
example, for the methods of situational evaluation
and the situational prediction using the neural net-
works, the attackers might interfere with the training
process of neural networks by adding malicious data,
thereby affecting the accuracy of situation evaluation
and prediction. In the severe cases, the diametrically
opposite results may be measured and predicted and
the system allows the attackers to take this advan-
tage.

In general, the researches on SA is still at the initial
stage. Especially, in the growing-up computer networks,
there are still many treats and attacks needed to be im-
proved. With the continuous improvement in the related
technologies and researches, SA will definitely get greater
development and give full play to its own advantages and
characteristics to provide a strong guarantee to bring ben-
efits to network security.
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Abstract

Since the New Coronavirus Pneumonia (COVID-19)
outbreak in 2019, it has seriously threatened people’s
health, life, and lifestyle. As a result, universities and
colleges worldwide have changed their teaching methods
from physical to digital teaching. However, this digital
teaching model has generated many problems that have
never existed before. For example, how to effectively en-
sure student participation in learning and monitor student
attendance. In particular, the reliability of the digital roll
call results has been questioned by many. In order to
understand the above problems and explore ways to im-
prove, this paper organizes and analyzes a large number
of literature and research materials and attempts to pro-
pose a specification of a trusted digital learning roll call
system that meets expectations. We also propose a guide-
line for developing and implementing the trusted digital
teaching system.

Keywords: Digital Roll Call System; Digital Teaching;
Learning Management Systems (LMS)

1 Introduction

The digital roll call system refers to the ability to pro-
vide students with online sign-in, automatic, or manual
roll call during teaching activities. This system can help
teachers grasp students’ attendance and absence in real-
time. Teachers can use various roll call methods on the
digital learning platform. In addition to the methods
mentioned above, teachers can also use an APP with a
roll call function to assist in obtaining students’ atten-
dance. The primary purpose of implementing roll call is
to enable teachers to grasp students’ attendance and un-

derstand their learning status instantly. In addition to
being used as a reference for teaching design, it can also
promote students’ attendance and participation in learn-
ing and can be used as a reference for learning guidance.

From the observation of literature and practice, it is
generally believed that the roll call implementation will
help students attend and improve their learning effective-
ness. Therefore, the roll call mechanism is regarded as one
of the critical tasks of instructional design. Furthermore,
scholars Zhu et al. [42], after comparing physical and on-
line courses, believe that student attendance is positively
related to improving students’ performance. Their analy-
sis of the literature found that many studies have shown
that attendance and participation are the main factors
affecting student learning outcomes [12,17,20].

Higher test scores and better test scores are often as-
sociated with higher or lower attendance levels [9]. Nieu-
woudt’s research pointed out that the most significant im-
pact on learning achievement is the time students learn
in digital learning systems [30]. Therefore, most teachers
attach great importance to the attendance of students.
Especially in digital teaching, in order to prevent students
from being absent or lazy, thus reducing their motivation
for learning and making their learning performance poor,
roll call is listed as one of the teaching design items [1].

The roll call method has also developed from the tra-
ditional pen and paper login to the browser-based dig-
ital roll call. Digital teaching is being implemented in
large numbers. How to give full play to the motivation
of guiding students to participate actively and learn inde-
pendently to improve the reliability of digital roll call is a
research topic that needs to be discussed in depth at this
stage.
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2 Literature Review

2.1 The Relationship between Student
Attendance and Learning Outcomes

From past literature, Rogers [32] and Golding [19] used
observational methods to investigate the correlation be-
tween student attendance and performance, and their
findings were positive. Other experimental studies have
pointed out that a clear attendance policy can improve
student attendance and achievement [40]. Westerman et
al. argue that attendance represents a particularly ef-
fective measure of behavior and an important factor af-
fecting performance. After studying the relationship be-
tween attendance and performance in business manage-
ment higher education classrooms, they found that at-
tendance was positively correlated with test scores; the
negative impact of absenteeism was more pronounced for
lower-performing students than for higher-performing stu-
dents; absence was associated with The cumulative aver-
age grades of students showed a negative correlation [38].

Most other studies on the relationship between atten-
dance and academic performance have shown a strong
relationship between student attendance and test scores.
Scholars such as Brokowski & Dempsey [4], Chan et al. [6],
Cohn & Johnson [10], and other scholars all believe that
a mandatory attendance policy significantly reduces the
absentee rate and improves students’ test scores. Cohn
& Johnson [10] compiled five-year student absence data
in a higher education institution and found that the re-
lationship between student attendance and learning per-
formance was consistent throughout the five years. The
above literature shows a significant relationship between
students’ learning effectiveness and attendance rate; the
higher the attendance rate, the better the academic per-
formance—conversely, the lower the attendance rate, the
worse the learning effect. The research on the relation-
ship between attendance rate and learning effectiveness is
summarized in Table 1.

In order to understand whether there are differences in
the attendance rate and test scores of students in differ-
ent courses, Fadelelmoula [15] analyzed the impact of stu-
dents’ class attendance on their final exam scores in four
courses in the second semester of the 2016-2017 academic
year at Almaarefa College. Attendance in these courses is
mandatory, and students must be above 75% attendance
to sit for final exams. The study results found that at-
tendance rates for all courses were positively correlated
with final exam scores. In addition, Corbin et al. [11]
found that students who regularly participated in class
achieved higher scores in exams. Finally, Thomas & Hig-
bee argue that although the strength of the relationship
between attendance and test scores is debated, observa-
tions have shown a positive correlation between classroom
attendance and student performance across multiple dis-
ciplines, including science, mathematics, physics, psychol-
ogy, and information technology [36].

2.2 Reasons for Student Absenteeism Be-
havior

The above literature showed that ”students’ atten-
dance rate in class is positively correlated with test
scores”. Student absenteeism has come under the spot-
light since Covid-19 sparked a flood of online classes.
Many scholars try to find out the reasons to find a solu-
tion to the problem. Huimin et al. [23] reviewed the liter-
ature and stated that autonomous motivation, controlled
motivation, self-efficacy, and teaching quality are criti-
cal factors for college students to participate in courses.
When any of the four factors is weak, students’ motiva-
tion to participate is also low. Bulach [5] and Ghosh et
al. [18] pointed out that students’ trust in digital learning
courses is an essential factor affecting their participation
in courses. Trust in digital learning is defined as ”the
degree to which students are willing to rely on digital
learning systems and how teachers or educational insti-
tutions take adequate measures to help students increase
their confidence in using digital learning systems [5, 18].
Students’ confidence in the digital learning management
system, including the trust of teachers and schools, can
influence attendance. In addition, students’ trust in a
teacher determines how students are willing to accept the
teacher’s teaching [39]. Therefore, trust is also a necessary
condition for achieving good learning outcomes.

In addition to the viewpoints in the above literature,
there are many reasons for college students to miss classes.
For example, course type, learning motivation, number of
students, influence by peers, class time, teacher factors,
etc. [16]. Devadoss & Foltz [13] believe that students miss
classes for various reasons. Absenteeism is a significant
problem for many higher education institutions and a pri-
mary concern for educators. The study points out that
two factors contribute to absenteeism: Background fac-
tors, such as learning patterns, background, employment,
and the practicality of course content. The other is behav-
ioral factors, including attitudes to participating in learn-
ing and personal characteristics [33]. Blerkom pointed
out that the most common reasons cited by students for
absenteeism were boredom, illness, clashing with other
classes, or social activities [2]. The results of Chenneville
and Jordan [7] showed that the reason for absenteeism is
that many college students do not fully understand the
impact of absenteeism on their grades. Bond [3] pointed
out that students’ participation in the classroom is af-
fected by factors such as teachers, curriculum, technology,
family, peers, and individuals. It can be seen from the
above literature that scholars have different views on the
reasons for college students’ absenteeism. These articles
are summarized in Table 2 according to the literature.

2.3 Related Research on Digital Roll Call
Systems

In recent years, due to the impact of Covid-19, with
the change from face-to-face to online teaching, the re-
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Table 1: Research on the relationship between attendance rate and learning effectiveness

Research Scholars Research Results

Zhu et al. [42] The degree of rigor with which teachers set attendance and achievement
standards is positively associated with improved student attendance and
performance.

Gump [20], Dalelio [12],
Gbadamosi [17]

Attendance and classroom participation are significant factors that affect
student learning outcomes.

Clump et al. [9] Higher test scores are often associated with higher or lower attendance rates.
Nieuwoudtet al. [30] The most significant impact on learning achievement is the time students

spend on the digital learning system.
Rogers [32], Golding [19] The correlation between student attendance and academic performance is

positive.
Westermanet al. [38] Attendance rates are positively correlated with test scores. The negative

impact of absenteeism was more pronounced for lower-performing students
than for higher-performing students. Absence was negatively correlated
with the student’s cumulative performance average.

Brokowski & Dempsey [4], Chan et
al. [6], Cohn & Johnson [10]

Mandatory attendance policies have significantly reduced absenteeism and
improved student test scores.

Cohn & Johnson [10] The relationship between student attendance and academic performance
remained consistent over the five years.

Table 2: Reasons for college students’ absenteeism

Research Scholars Reasons for Students’ Absenteeism

Huimin et al. [23] Autonomous motivation, controlled motivation, self-efficacy, and teaching
quality are critical factors for college students to participate in courses.

Bulach [5] and Ghosh, et al. [18] Students’ willingness to use digital learning management system factors,
including teachers’ and schools’ trust, will influence attendance.

Wooten & McCroskey [39] The student’s trust in the teacher determines the degree to which the stu-
dent is willing to accept the teacher’s teaching.

Friedman et al. [16] There are many reasons for college students to miss classes. For example,
course type, motivation to learn, number of students, exposure to peers,
class time, and teacher characteristics.

Sawon et al. [33] Two factors cause absenteeism: First, background factors—for example,
study mode, the background of origin, current employment, and practicality
of course content. The second is behavioral factors, including attitudes
toward participating in learning and personal characteristics.

Blerkom.[25] The most common reasons students cited for absenteeism were boredom,
illness, running with other classes, or attending social events.

Chenneville & Jordan. [7] Reasons for truancy: Many college students do not fully understand the
impact of truancy on their grades.

Bond. [3] Student engagement in the classroom is influenced by teachers, curriculum,
technology, family, peers, and individuals.
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liability of digital roll call has become an issue that
schools and teachers want to break through. Many
studies have shown that in implementing digital teach-
ing, although teachers use a variety of roll-call meth-
ods, each roll-call method has advantages and disadvan-
tages [8, 14, 21, 22, 24–29, 31, 34, 35, 37, 41]. For exam-
ple, scholars Tigang & Xiaodan [35] surveyed the current
stage of university education. They concluded that teach-
ers commonly use the following types of roll call meth-
ods: verbal roll call, sign-in or login, fixed seat mapping,
online homework, photographing, fingerprint recognition,
face recognition, blueprint Bud scanning, radio frequency
identification (RFID), application software (APP), and
QR code, and other methods.

Othman et al. [31] pointed out that the traditional ap-
proach is time-consuming, error-prone, and risks losing
records. Thanks to the development and advancement
of various networks, recording and reporting student at-
tendance can already be fully automated. For example,
the Interactive Student Attendance Management System
(ISAMS) records student attendance through barcode
scanning. The interaction of students and lecturers or the
transfer of files can also be processed instantaneously [26],
thus simplifying the process of attendance [22]. Long and
Hao [27] proposed using visual programming (VB) to de-
velop a roll call function software that randomly selects a
student for roll call. And the roll call results will be auto-
matically saved to the Excel table. It can make the final
statistical work more accessible and more interesting, but
it can also significantly reduce the burden on teachers. Is-
lam et al. [24] designed an android application to collect
student attendance and store it in a database. This at-
tendance record is then emailed to students and parents.
However, teachers still have to manually mark students’
attendance records and store their roll call results in the
database, consuming time and effort [29].

Mittal et al. [28] believe that the traditional online
roll call may be replaced or fraudulent, whether it is
student login, manual check-in, or scanning ID. Jayant
and Borra [25] proposed the concept of a cloud intelli-
gent roll call system. Feature detection and face recog-
nition using the Viola-Jones object detection framework.
But according to the actual measurement, the accuracy is
only about 40% [28]. Chintalapati & Raghunadh [8] and
Dongliang [14] proposed to combine face detection and
face recognition to achieve more accurate roll call accu-
racy.

Many other scholars [37, 41] proposed the concept of
combining Radio Frequency Identification (RFID) and
the Internet of Things (Internet of Things, IoT) for online
roll call. If RFID and IOT are combined and cloud stor-
age is used, the read data can perform better [34]. For
example, Guohui & Ruisheng [21] proposed an IoT ser-
vice architecture consisting of five units, including users,
RFID tags (Tag) attached to places and objects, RFID
reading of mobile devices, internet, and back-end system.
These units constitute an accurate digital roll call system.

2.4 Comprehensive Summary and Anal-
ysis

Based on the viewpoints of the above literature, the
digital roll call system generally used by teachers of vari-
ous universities at present can achieve the purpose of roll
call. Still, it has different advantages and disadvantages
regarding correctness and efficiency (as shown in Table 3).
The selection of the appropriate roll-call method must be
based on the organization’s environmental planning and
facilities and equipment as the basis for selecting the roll
call method.

We can find from Table 3 that although the traditional
oral roll call method is time-consuming and troublesome,
it is the most accurate and reliable and can achieve the
purpose and function of roll call. The roll call method
of barcode scanning can simplify the roll call process and
process the interaction between teachers and students or
file transfer in real-time. The implementation process is
simple and convenient, but individual scanning and man-
ual inspection are required, and it is difficult to prevent
students from cheating or replacing. Using visual pro-
gramming (VB) software for roll call has the advantage
that the roll call results will be automatically stored in
an Excel table and can also be automatically counted at
the end of the period. Still, they can only be randomly
selected and cannot be used for simultaneous roll calls by
multiple people, which is the most significant disadvan-
tage. The way to use the android application to collect
student attendance, the attendance record will be emailed
to students and parents for the record. But teachers still
have to manually mark students’ attendance records and
store the results in the database, wasting time and effort.
The advantages of face detection and face recognition roll
call are convenient, fast, time-saving, and not accessible
for students to impersonate or replace. The disadvan-
tage is that the recognition effect is affected by resolution
and face changes, resulting in recognition errors. There
is also the issue of student privacy. The roll call system
combining RFID and IoT has the advantages of conve-
nience, speed, and time-saving, and students are not easy
to impersonate or replace. However, it is susceptible to
interference or contamination, resulting in reading fail-
ures.

3 Results and Discussion

3.1 Advantages and Disadvantages of
Digital Roll Call System

Due to the impact of Covid-19, the type of teaching
has changed from face-to-face to digital courses in a hurry.
How to correctly, effectively, and quickly make remote roll
calls has become a research topic everyone is concerned
about. Many scholars have invested in research, hoping to
find the best method. In this paper, through various liter-
ature discussions and research results, the existing system
does not have a convenient and effective roll call system,
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Table 3: Comparison of different digital roll call systems

Roll calling methods Advantages Disadvantages

Verbal roll call [31, 35] Accurate, reliable, and students
cannot impersonate or cheat.

Time-consuming, hassle, and delays in-
class time.

Barcode Scanning [22,26] Simplify the roll call process and
handle real-time teacher-student in-
teraction or file transfer.

Individual scans and manual inspec-
tions are required, making it challeng-
ing to prevent student fraud or imper-
sonation.

Using Visual Programming (VB)
software [27]

The roll call results will be automat-
ically saved in an Excel spreadsheet.
The student attendance rate can be
automatically counted at the end of
the semester.

The software can only randomly select
one person but is not used for multiple
people to take roll calls simultaneously.

Using an android app to collect
student attendance [24]

Attendance records are then emailed
to students and parents.

Teachers still have to manually mark
students’ attendance records and store
the results in the database.

Feature detection and face recog-
nition using the Viola-Jones ob-
ject detection framework [25,28]

Convenient, fast, time-saving, and
not accessible for students to imper-
sonate.

The recognition effect is affected by the
resolution and face change, causing er-
rors. There are also privacy concerns.

Combining face detection and
face recognition [8, 14]

It can achieve the accuracy of roll
call more accurately, conveniently,
and quickly, save time, and it is not
easy for students to impersonate.

The recognition effect is affected by the
resolution and face changes caused by
errors. There are also privacy concerns.

A roll call system combining
RFID and IOT [21,34,37,41]

Convenient, fast, time-saving, effi-
cient, and not easy to an impostor.

Vulnerable to interference or smears,
causing read failures.

is fast, and can prevent fraud. However, no matter which
roll-call method is adopted, it has its shortcomings. Some
roll call methods are fast and convenient but lack accu-
racy. Some roll call methods require additional software
or hardware to perform. The common disadvantage of
all roll call methods is that the roll call system cannot
prevent fraud entirely.

3.2 Study Limitations

1) The literature sources collected in this article are
mainly monographs, academic studies, journal pa-
pers, seminar papers, and Internet articles. However,
since the practice has not been implemented, there
are inevitably some omissions in the integrity of the
data. Thus the research results cannot be used as
comprehensive inferences.

2) From the literature, it is found that some views and
designs are the author’s conception, lack verification
by empirical research, and it is not easy to judge their
practicality.

3) This article only discusses the methods and effects
of digital roll call. In addition, these studies only
focus on the results of establishing a digital roll call
mechanism and have not discussed more important
administrative support, such as roll call policy, roll

call system, software and hardware equipment, and
information technology training for teachers.

3.3 Suggestions for Future Research

In response to the problems described in Subsec-
tion 3.2, it is suggested that we can add digital roll call
methods such as practical observation and in-depth inter-
views to the research on related topics to understand the
situation of implementing digital roll calls at the teaching
site. At the same time, the roll call policy, roll call system,
software and hardware equipment, and information tech-
nology training for teachers are included in the research
scope to make the research results more complete.

The following are evaluation criteria for good and
trusted digital learning roll call system:

1) Correctness: Accurately roll call classroom students
to avoid impostors.

2) Privacy: Only students and lecturers know about the
roll call behavior. Students or others not in the class
cannot infer whether other students are present in
the course.

3) Efficiency: The shorter the roll call time, the better
it cannot affect class time.

4) Equipment: No additional hardware or software
equipment is required. Many students own and use
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mobile phones, so it is acceptable to use mobile
phones or tablet computers as a trusted digital learn-
ing roll call system user device. Developing and us-
ing APP software is necessary, but students install
the APP only once, not every class.

5) Verifiability: Attendance information must be care-
fully preserved. If future students doubt that the in-
formation is correct, there needs to be a mechanism
to verify it.

6) Statistics and notification: Statistics students’ atten-
dance rate and notify students of attendance infor-
mation.

How to develop a trusted digital learning roll call sys-
tem that meets the above evaluation criteria is a future
essential research topic.

4 Conclusion

The digital roll call aims to make up for the sense of
alienation between teachers and students because they are
located in different places. And promote students’ active
participation and active learning in order to achieve teach-
ing goals. Therefore, digital roll call is essential when
implementing digital course activities. This paper aims
to explore the reliability of digital roll call and find a cor-
rect and effective roll-call method through the sorting and
analysis of various literature.

The study results found that no matter how digital
roll call was performed, satisfactory results could not be
achieved. Accordingly, this paper proposes the viewpoint
of ”integrating roll call into teaching content”. That is to
say, teachers incorporate roll call into teaching activities
in teaching design and use lively and interesting real-time
question and answer, asking students to share exciting life
stories, problem-solving experience, views on cases, etc.,
to replace the rigid and severe roll call process. This tech-
nique of making the name invisible can make the course
more vivid and achieve the purpose of the roll call. It is a
method of roll call that teachers and students are willing
to accept.

Finally, we propose some evaluation criteria for design-
ing an excellent and trustworthy digital learning roll call
system. Future research must develop a trusted digital
learning roll call system that meets these evaluation cri-
teria.
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Abstract

Network traffic data anomalies can pose a significant
challenge to the network’s security, and accurate identifi-
cation and detection of these anomalies are required. In
this paper, based on the intrusion algorithm, an improved
Synthetic Minority Oversampling Technique (SMOTE)
method was used to balance the data volume. Then the
traffic features were selected by random forest (RF). The
improved gray wolf optimization-back propagation neural
network (IGWO-BPNN) algorithm was obtained by opti-
mizing the parameters of BPNN with the improved GWO
algorithm. Experiments were performed on the UNSW-
NB15 data set. It was found that the algorithm had the
highest accuracy when the top 13 features in RF rank-
ing were used as input; the IGWO-BPNN had the best
performance compared with other intrusion detection al-
gorithms, with an accuracy (ACC) of 97.83%, a false neg-
ative rate (FPR) of 1.28%, and a false positive rate (FNR)
of 3.07%. Furthermore, it had balanced accuracy in iden-
tifying different types of data. The experimental results
verify the reliability of the proposed method and provide
a new method for the identification and detection of net-
work traffic data anomalies.

Keywords: Anomaly; Identification And Detection; Intru-
sion Detection; Network Traffic Data; Neural Network

1 Introduction

With the rapid development of technology, the emer-
gence of big data and artificial intelligence has made both
individuals and governments store data on the network
more and more. Along with the rapid growth of network
traffic data, more and more serious threats have emerged
in the field of network security. The development of tech-

nology has also led to a dramatic increase in the number
of network attacks and more diverse and sophisticated at-
tack methods [16], which, in serious cases, can bring huge
losses to individuals and enterprises. In this case, it is
particularly important to identify and detect anomalies in
network traffic data, which is of great importance for the
healthy operation of the network, and therefore, intrusion
detection algorithms have been increasingly studied [2].

Maleh et al. [7] proposed a support vector ma-
chine (SVM)-based approach for wireless sensor networks
(WSNs), combined with a set of signature rules, and the
simulation results showed that the method was able to
perform better detection of anomalies in the network.
Rastegari et al. [12] designed a genetic algorithm-based
method, conducted experiments on data sets such as NSL-
KDD, and found that the method provided a simple and
readable set of rules and had a good detection perfor-
mance. Aljawarneh et al. [1] used a genetic algorithm
based on the voting algorithm with information gain to
filter the data, combined classifiers such as J48, Meta Pag-
ging, and RandomTree to form a hybrid algorithm for
detection, and found that the algorithm showed higher
accuracy. Hosseini et al. [5] designed a method com-
bining multi-criteria linear programming and the parti-
cle swarm algorithm and found from the results on KDD
CUP 99 that the method had advantages in terms of de-
tection rate and running time. Based on the UNSW-NB15
data set, this paper designed an improved neural network
method and also studied the data volume balance, fea-
ture selection, etc. The experiments found that the de-
signed method had a good performance for the identifica-
tion and detection of network traffic data anomalies. The
method can be further promoted and applied in practice
and makes some contributions to the development of net-
work security.



International Journal of Network Security, Vol.24, No.4, PP.689-694, July 2022 (DOI: 10.6633/IJNS.202207 24(4).11) 690

2 Network Traffic Data Anomalies
and Data Processing

Any damage, modification or access without authoriza-
tion can be considered an intrusion into the network. Net-
work anomalies can be characterized by traffic character-
istics. If the traffic significantly deviates from the normal
value, it can be considered a network traffic data anomaly.
Several common types of network traffic data anomalies
are as follows.

1) Worm virus [8]: it is a virus that spreads through
emails, vulnerabilities, etc. Its possible hazards in-
clude consuming network bandwidth, causing net-
work paralysis, stealing important information, dam-
aging infrastructure, etc.

2) Scan attack: it scans the host to find network vul-
nerabilities and generates a large number of packets
in a short period of time, causing a blockage in the
network.

3) Distributed denial of service attack (DDoS) [4]: the
attacker takes advantage of a flaw in the network
and sends a large number of messages to the target
through multiple hosts or servers, causing the target
host to run out of resources and unable to provide
normal requests.

4) Remote communication: the attacker uses a specific
server prepared in advance to connect with the at-
tacked network to do monitoring, data transmission
and other actions.

Intrusion detection can detect unauthorized, illegal be-
haviors [10], which can be divided into two types, mis-
use intrusion detection, and anomaly intrusion detec-
tion. Misuse intrusion detection detects based on pattern
matching. It detects the system and determines whether
the system is intruded through the establishment of a pat-
tern library of abnormal behaviors, but this method can
only detect intrusions that already exist in the pattern
library and has a poor detection capability for unknown
attacks. Anomaly intrusion detection determines the in-
trusion or not by learning the normal behavior pattern of
the network. If the current behavior has a large devia-
tion from the normal behavior in the pattern library, it is
regarded as an intrusion. The flow of anomaly intrusion
detection is shown in Figure 1.

Figure 1: Anomaly intrusion detection algorithm

Before intrusion detection, two problems need to be
dealt with first. One is that the normal traffic is sig-
nificantly larger than the abnormal traffic in the actual
collected data and there is an imbalance in the volume
of abnormal data of different types. In order to improve
the performance of the intrusion detection algorithm, it
needs to be trained on a large amount of data. Therefore,
the data needs balance. This paper uses the sampling-
based method. The principle of the Synthetic Minority
Oversampling Technique (SMOTE) [17] is to expand the
samples of the minority class by synthesizing new sam-
ples through the calculation of the inter-sample distances.
First, the Euclidean distance between every sample and
other sample points in the minority class is calculated to
obtain k nearest neighbor samples; then, the number of
generated samples is determined according to the preset
sampling ratio. For sample x in the minority class, as-
suming that the selected nearest neighbor is x’, the new
sample constructed can be written as:

xnew = x+ rand (0, 1)× (x′ − x) .

However, this approach may lead to data overlap. To
address the above problem, SMOTE is improved. In the
minority class, for every sample ri (i = 1, 2, · · · ), the clos-
est m samples are found from the whole data set, and the
samples of other classes are denoted by m′. If m = m′,
i.e., the surrounding samples of ri are all samples of other
classes, then ri is recorded as noise data, and this sample
is not used in the generation; if 0 ≤ m′ ≤ m, i.e., not all
the surrounding samples of ri are samples of other classes,
then ri is supplemented according to SMOTE to reduce
sample overlap.

The second problem is feature selection. Network traf-
fic often has a large number of features. If all the fea-
tures are used in the detection algorithm, it will greatly
increase the computing time; therefore, in order to re-
duce the amount of computation, it is necessary to select
suitable features. Random forest (RF) is used to select
features in this paper.

RF has a good adaptability to unbalanced data
sets [14]. The importance of features is determined by
comparing their contributions to the three. It is assumed
that there are m features in a data set, they can be di-
vided into k types, the percentage of type k in m features
is pmk, the importance score of the i-th feature based
on the GINI index is V IMGINI

j , then the GINI index

is: Gm = 1 −
∑|k|

k=1 p
2
mk; the importance score of fea-

ture xi in m features is V IMGINI
jm = Gm − G1 − Gr,

where G1 and Gr are GINI indexes of new nodes after
branching; the importance score of feature xi on the j-
th tree is: V IMGINI

ji =
∑

m∈M V IMGINI
im ; the impor-

tance score of feature xi in the whole RF is: V IMGINI
i =∑n

j=1 V IMGINI
ji .

Finally, the degree of importance of every feature is
obtained by normalization: V IMi = V IMi/

∑m
j=1 V IMj .

These features are ranked, and the top-ranked features are
selected as the features for intrusion detection.
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3 Intrusion Detection Algorithm
Based on BPNN

A back-propagation neural network (BPNN) has
strong adaptive and fault tolerance [18] and has good ap-
plications in data classification and prediction [11], which
is the most used kind of neural network at present. How-
ever, BPNNs are influenced by the initial weights and
thresholds, so an improved gray wolf optimization algo-
rithm is used in this paper to optimize the initial values
of BPNNs.

The gray wolf optimization (GWO) algorithm is a pop-
ulation intelligence algorithm [13] that mimics the hunting
style of wolf packs. The population is divided into four
levels, α, β, δ and ω, according to social relations, and
α is the optimal solution. Let the distance between the
gray wolf and the prey be D, the number of iterations be
t, the prey position and the gray wolf position be Xt

p and
Xt, then the encirclement process of the wolf pack can be
written as: D = |CXt

p −Xt|, and Xt+1 = Xt
p −AD. C is

the float factor, and A is the convergence factor: C = 2r1,
A = 2ar2 − a, and a = 2− 2× t

T , where r1 and r2 are the
random numbers between 0 and 1, and a is the control
parameter, which decreases linearly from 2 to 0.

In the GWO algorithm, parameter a is linearly decreas-
ing. In order to further optimize the algorithm, this paper
improves a with a sine function-based method. The cal-
culation formula of the improved a is:

a = 2× sin[
π

2
× (

t

T
+ 1)].

Moreover, the position update formula is also opti-
mized through inertia weight φ, and the formulas after
optimization are:

Dα = |C1Xα −Xt|,
Dβ = |C2Xβ −Xt|,
Dδ = |C3Xδ −Xt|,

Xt+1
1 = φXt

α −A1Dα,

Xt+1
2 = φXt

β −A2Dβ ,

Xt+1
3 = φXt

δ −A3Dδ,

Xt+1 =
Xt+1

1 +Xt+1
2 +Xt+1

3

3
,

φt+1 = φmax − t

T
(φmax − φmin),

where Dα, Dβ and Dδ are distances between individuals
α, β and δ and the current individual, Xt

α, X
t
β and Xt

δ

are positions of individuals α, β and δ, φmax is 0.9, and
φmin is 0.4.

The IGWO-BPNN algorithm is obtained by optimiz-
ing the parameters of BPNN with the improved GWO
algorithm. The detailed steps are as follows.

1) The BPNN structure is initialized, and the number
of nodes in every layer is determined.

2) The gray wolf pack is initialized.

3) The error of intrusion detection is regarded as the fit-

ness function of the IGWO algorithm: f =
∑N

i=1 |yi−
y′i|, where N is the number of nodes in the input
layer, yi is the actual output of the data set, and y′

is the training output of the model.

4) The fitness is sorted. The position of the wolf pack
and the parameters of the IGWO-BPNN algorithm
are updated until it reaches the maximum number of
iterations.

5) A model is built using the obtained weight and
threshold, and experiments are conducted using the
data in the test set.

4 Experimental Results

4.1 Experimental Setup

The operating system used for the experiment was
Windows 10 (64 bit). The CPU was 2.80 GHz Intel Core
i7. The memory was 16 GB. The NVIDIA GeForce MX
450 graphics card was used to speed up the operation,
the programming language used was Python 3.6, and the
model frameworks were TensorFlow and Keras. The data
set used was UNSW-NB15 [9] and included 2,540,044
data, including 9 attack types. Every data had 49 fea-
tures, as shown in Table 1.

The data sets used for the experiment are shown in
Table 2.

It was seen from Table 2 that there was an imbalance
in this data set. In the training set, there were many
normal samples, and the number of worms samples was
the least, 130. Therefore, the samples were expanded by
the improved SMOTEmethod, and the expanded training
set is shown in Table 3.

4.2 Evaluation Indicators

The performance of the algorithm was evaluated using
the confusion matrix, as shown in Table 4.

The detailed indicators are as follows.

1) Accuracy: ACC = TP+TN
TP+TN+FP+FN .

2) False positive rate: FPR = FP
FP+TN .

3) False negative rate: FNR = FN
TP+FN .

4.3 Analysis of Results

First, the feature selection of the data set was analyzed.
All the features of UNSW-NB15 were ranked in order of
importance by RF, and the top 10-20 features were se-
lected as the input of the IGWO-BPNN algorithm. The
accuracy of the algorithm is shown in Figure 2.

It was seen from Figure 2 that the accuracy of the
IGWO-BPNN algorithm was 96.79% when the top 10 fea-
tures were used as input; the accuracy of the algorithm
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Table 1: Characteristics of the UBSW-NB15 data set

Feature class Feature description Feature class Feature description

Flow features srcip Time features sjit
sport djit
dstip stime
dsport ltime
proto sintpkt

Base features state dintpkt
dur tcprtt

sbytes synack
dbytes ackdat
sttl General purpose features is sm ips ports
dttl ct state ttl
sloss ct flw http mthd
dloss is ftp login
service ct ftp cmd
sload Connection features ct srv src
dload ct srv dst
spkts ct dst ltm
dpkts ct src ltm

Content features swin ct src dport ltm
dwin ct dst sport ltm
stcpb ct dst src ltm
dtcpb Labelled features attack cat

smeansz Label
dmeansz

trans depth
res bdy len

Table 2: Experimental data set

Training set Test set

Normal 56000 37000
Fuzzers 18184 6062
Analysis 2000 677
Backdoors 1746 583

DoS 12264 4089
Exploits 33393 11132
Generic 40000 18871

Reconnaissance 10491 3496
Shellcode 1133 378
Worms 130 44
Total 175341 82332 Figure 2: Accuracy of the algorithm under different num-

bers of features
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gradually increased with the increase of the number of
features; the accuracy of the algorithm was the highest
(97.83%) when the number of features was 13; the accu-
racy of the algorithm decreased as the number of features
continued to increase; the accuracy of the algorithm was
only 97.24% when the top 20 features were used as input.
Therefore, in feature selection, the top 13 features were
used as the input of the algorithm to achieve a good accu-
racy rate. Then, to further demonstrate the performance
of the designed algorithm, it was compared with deci-
sion tree (DT) [3], SVM [15], extreme learning machine
(ELM) [6], and BPNN. The performance of different al-
gorithms is shown in Table 5.

Table 3: Samples in the training set after expansion

Training set after expansion by
the improved SMOTE method

Normal 56000
Fuzzers 55325
Analysis 56214
Backdoors 55454

DoS 57245
Exploits 56325
Generic 55214

Reconnaissance 56256
Shellcode 55687
Worms 56528

Table 4: Confusion matrix

Actual class Model output
Attack Normal

Attack TP TN
Normal FP FN

It was seen from Table 5 that the accuracy of DT was
88.64%, the accuracy of BPNN was 93.54%, which was
4.9% higher than that of DT, and the accuracy of the
IGWO-BPNN algorithm was 97.83%, which was 4.29%
higher than that of the BPNN algorithm; the FPR of
the IGWO-BPNN algorithm was 1.28%, and the FPR of
the other algorithms was larger than 5%; the FNR of
the IGWO-BPNN algorithm was 3.07%, and the FNR of
the other algorithms was larger than 5%. It was con-
cluded that the IGWO-BPNN algorithm performed best
in identifying and detecting network traffic data anoma-
lies. Finally, the accuracy of the IGWO-BPNN algorithm
for different types of data was analyzed, and the results
are shown in Figure 3.

It was seen from Figure 3 that after data balance, the
amount of data of different types became less different, so
the difference in accuracy was also less; the accuracy of

Figure 3: Accuracy of the IGWO-BPNN algorithm for
different types of data

the IGWO-BPNN algorithm was highest for Normal data,
reaching 98.42%, and lowest for Exploits data, reaching
97.57%; the accuracy of the algorithm for all types of data
was above 97%, and the average accuracy was 97.83%.
The above results verified that the IGWO-BPNN algo-
rithm was reliable in detecting intrusions and could rec-
ognize and detect intrusion behaviors in the network ef-
fectively.

5 Conclusion

This paper studied the intrusion detection algorithm
for the recognition and detection of network traffic data
anomalies. The problem of unbalanced data volume was
solved by using the improved SMOTE method. The fea-
tures were selected by RF. The BPNN algorithm was
improved and optimized to form an IGWO-BPNN algo-
rithm. Experiments were conducted on the UNSW-NB15
data set. It was found that the accuracy of the IGWO-
BPNN algorithm was the highest, 97.83%, when the num-
ber of features was 13; the IGWO-BPNN algorithm per-
formed better in ACC, FPR, and FNR than the other
intrusion detection algorithms and performed stably in
detecting different types of attacks. The IGWO-BPNN
algorithm can be further promoted and applied in prac-
tice.
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Abstract

ID-based cryptosystems (IBCs) allow publicly identifiable
information as public keys, which reduces the overhead
of certificate management and eliminates the need for a
certificate authority in the public-key infrastructure. Up
to now, bilinear pairing technology is often used in the
ID-based paradigm. However, it is expensive in compu-
tation time and is unsuitable for mobile network comput-
ing. Thus, interest in pairing-free ID-based algorithms is
growing among researchers. We report a pairing-free IBC
consisting of ID-based encryption, digital signatures, and
key exchange schemes. All schemes use the same pub-
lic and private key definitions, efficiently implementing
IBC. Proof of the correctness and security analyses of the
scheme are provided. Furthermore, comparative analysis
with pairing-based and other pairing-free cryptosystems
is discussed.

Keywords: Elliptic Curve Cryptography; Elliptic Curve
Digital Signature Algorithm; Identity-Based Cryptosys-
tems; Pairing-Based Algorithms; Pairing-Free Algo-
rithms

1 Introduction

In 1984, Shamir [8] introduced the concept of the
asymmetric-key ID-based cryptosystem (IBC) paradigm.
In theory, the advantages of IBCs are that they allow
the use of publicly identifiable information as public keys,
which reduces the overhead cost of certificate manage-
ment and gets rid of the need for a certificate authority
(CA) in the public-key infrastructure. Public keys based
on the user’s identity are a meaningful and true reflection
of the user’s personality, while the user’s public keys in
non-IBCs are mathematically computed numbers.

Nowadays, the IBC concept is applied in many areas.
For example, ID-based encryption (IBE) and ID-based
signature (IBS) have been used for encrypting and sign-
ing messages between users in a hierarchical architecture
for cloud computing (HACC) scenario [9]. The identity

of the user is defined by nodes in the hierarchical struc-
ture from the user’s node to the root node of the HACC.
IBC has been utilized to generate the user’s public key
from his/her identity in an ID-based blind signature ap-
proach for E-voting [10]; IBC was utilized because it has
the merit that the voter’s public key is directly derived
from his/her identity. IBC has been used to implement
a dynamic authenticated group key agreement in [11].
In [12], anonymous ID-based broadcast encryption with
asymmetric bilinear pairing was implemented.

In 2000, Joux [7] proposed the one-round three-party
key agreement protocol that offers the potential of pair-
ing with an ID-based paradigm. In 2001, Boneh and
Franklin [3] introduced the first implementation of an IBE
scheme by applying bilinear pairing on an elliptic curve
for an IBC. Later, Smart [13] introduced the ID-based
two-party key agreement protocol based on Weil pairing.
However, as mentioned by Hu et al. [14], bilinear pair-
ing is expensive in computation time and is considered
to be unsuitable for mobile network computing. As Liu
et al. [15] pointed out, bilinear groups with a large com-
posite order do not provide substantial benefit to crypto-
graphic schemes in practice. There is another important
issue for an ID-based pairing algorithm. Since the public
key from an IBC is derived from the user’s identity, if the
user’s private key is compromised, it is not easy for the
key generation center (KGC) to change the user’s private
and public key pairs. Thus, interest in pairing-free ID-
based algorithms is growing, and several approaches to
implement them have been proposed.

Many approaches using elliptic curve cryptography
(ECC) have been suggested for ID-based pairing-free
cryptosystems. In a digital signature scheme, Hu et
al. [14] suggested a protocol based on the elliptic curve
digital signature algorithm (ECDSA) [1]. They claimed
that the computational time for the proposed protocol
was lower than bilinear pairing ones. The disadvantage
of this protocol is that the user’s private key is not confi-
dential because a part of the private key has to be sent out
for use in the signature verification process. Nevertheless,
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some pairing-free key agreement schemes have been pro-
posed [4,16]. In the approach of Kumar and Tripathi [16],
the key exchange parties must send out some parts of the
private key to establish a shared key, and thus the pri-
vate key is not confidential, and the scope of the research
was also limited to parties that are members of the same
KGC. However, in practice, shared keys established for
users belonging to different KGCs are needed.

A pairing-free IBE algorithm has not yet been estab-
lished, which may be due to the confidentiality problem
in the use of the user’s private key, as discussed above.
Moreover, in previous ID-based pairing-free systems com-
prising digital signatures and key agreement, researchers
have often defined the system parameters and private key
extraction mechanism to fit their proposed protocols. In-
deed, the use of the general system parameter and key
definitions applied in the ID-based digital signature, en-
cryption, and key exchange schemes in a cryptosystem to
make its implementation simple has not previously been
reported.

In this paper, a pairing-free IBC consisting of IBE,
ID-based digital signature, and ID-based key exchange
schemes is proposed. All of the schemes use the same
public and private key definitions that have two advan-
tages to address security concerns. First, the definitions
can prevent other parties from discovering the KGC mas-
ter key. Second, if the user’s private key is compromised,
the KGC can easily generate a new one. As for ID-based
key exchange, the proposed system can cope with system
parameters from different KGCs, which means that the
users can be on different KGCs. This non-shared system
parameter system is useful for mobile network computing
in real scenarios.

We conducted a security analysis of the proposed sys-
tem to address security concerns. The results show that
it is durable to several types of attacks, such as man-
in-the-middle, which can occur during the encryption-
decryption and key exchange processes, and fake signa-
tures, which can occur in the digital signature creation-
verification process. Furthermore, we compared our pro-
posed pairing-free scheme with some well-known pairing-
free and pairing-based ones.

The remainder of this paper is organized as follows.
In Section 2, we introduce the basic concepts of IBC,
ECC, and bilinear pairing in cryptography. At the end
of Section 2, some examples of pairing IBE algorithms,
signature algorithms, and key exchange are offered. In
Section 3, some examples of pairing-free algorithms and
their security analyses are given. In Section 4, the pro-
posed pairing-free algorithm and proof of its correctness
are presented. The security and performance analysis of
the proposed cryptosystem is discussed in Section 5. Fi-
nally, conclusions on the study are offered in Section 6.

2 Background for the Study

In this section, we briefly introduce four topics required
as background for the study. First, the encryption and
signature methods in IBCs are described followed by an
overview of ECC. Next, we introduce the concept of bi-
linear pairing along with some of its properties. Finally,
we review some pairing-based algorithms.

2.1 IBCs

IBCs first came to light in 1984 when Shamir [8] proposed
a system that uses the user’s identity information (e.g.,
email address, name, phone number, etc.) as a public
key. This information is publicly known, so it does not
require a CA to certify the key, which means that a special
process to broadcast, store, and maintain the key is not
required. In ID-based systems, a trusted authority such
as a KGC generates the user’s private key by using the
user’s public key and the KGC’s private key. The KGC
then sends the private key to the corresponding user via
a secure channel.

2.1.1 IBE

In asymmetric-key cryptography, a message is encrypted
by using the authenticated public key of the receiver, and
its mathematical-related private key of the receiver is used
to decrypt the message. In IBE, a message is encrypted
by using the receiver’s ID and the KGC public key. A de-
tailed description of the IBE scheme can be found in [17].
A simple version of IBE and decryption is as follows.

Ciphertext C of message M is computed as

C = Encrypt(recipientpub,KGCpub,M),

where recipientpub is the public key of the recipient and
KGCpub is the KGC public key. The recipient uses
his/her private key to decrypt the message. In general,
the recovery process can be presented as

M = Decrypt(C, recipientpri),

where recipientpri is the corresponding private key of the
recipient.

2.1.2 IBS

A digital signature is a mathematical process to guarantee
that the sender of the message cannot deny that he/she
created the message, while the receiver cannot deny hav-
ing received the message. It is created by applying the
message to the signing algorithm. Details of IBS can be
found in [5]. The signing and verification process can be
presented as follows.

The signer uses his/her private key to sign the message.
The user’s signature is computed as

Si = Sign(system parameters, signerpri,M).
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As for the verification process, the verifier uses the signer
public key and KGC’s public key to verify the signa-
ture. The logic for this is: If Verify(system parameters,
KGCpub, M, signerpub, Si), then accepts the signature.

2.2 ECC

ECC is very useful in several areas of mathematics. It
is a new direction away from existing cryptosystems and
plays an important role in ID-based cryptography in both
pairing-enforced and pairing-free schemes [6]. In this sub-
section, we introduce some concepts of ECC that are of
interest in our work. In ECC, we define the elliptic curve
over finite field Fp, in the general form

E : y2 = x3 + ax+ b,

where a and b are real numbers and 4a3+27b2 ̸= 0. Points
on elliptic curve E and the point at infinity O, which is
also an identity element in a finite Abelian group with the
+ operation, can be combined to produce a finite Abelian
group with suitable properties. The following are some of
the main properties of ECC.

2.2.1 Scalar Point Multiplication

kP = (P + P + P + · · ·+ P )k times,

where k is a scalar and P is a point on elliptic curve E
defined by the addition of the point k times. Some of the
complex problems to do with ECC are as follows.

2.2.2 The Elliptic Curve Discrete Logarithm
Problem (ECDLP)

Let E be an elliptic curve over finite field Fp and P be
a point on elliptic curve E. For a given kP , find integer
k. In ECDLP, kP is relatively easy to compute. How-
ever, computing k is intractable even when P and kP are
known. In this problem, k is usually used as the user’s
private key, while kP is used as the corresponding public
key.

2.2.3 The Elliptic Curve Diffie-Hellman Problem
(ECDHP)

Let E be an elliptic curve over finite field Fp, P be a point
on elliptic curve E, and a and b be integers. For a given
A = aP , B = bP , find point C = abP .

In ECDHP, it is relatively easy to compute C when we
know P , a, and B (or P , b, and A). However, exponential
time is needed to compute abP even when P , A, and B
are known. In this problem, abP is usually used as the
shared key between users A and B.

2.3 Bilinear Pairing in Cryptography

In this subsection, we describe the basic theory of bilinear
paring in cryptography, after which we address the prop-
erties of bilinear pairing. An overview of research into
bilinear pairing can be found in [6].

Let G1 be a cyclic additive group and G2 be a cyclic
multiplicative group. Both G1 and G2 are of prime order
q. We define bilinear paring as mapping ê : G1×G1 → G2,
which satisfies the following properties.

Computability. For all U, V ∈ G1, there is an algorithm
to efficiently compute ê(U, V ).

Non-degeneracy. There exists P ∈ G1, such that
ê(P, P ) ̸= 1.

Bilinearity. For all U, V,W ∈ G1, ê(U, V + W ) =
ê(U, V )·ê(U,W ) and ê(U+W,V ) = ê(U, V )·ê(W,V ).
For a, b ∈ Zq, ê(aU, bV ) = ê(U, bV )a = ê(aU, V )b =
ê(U, V )ab = ê(abU, V ) = ê(U, abV ).

2.4 Examples of Pairing-based IBCs

In this subsection, we provide some examples of pairing-
based IBCs to compare the performance between pairing-
based algorithms and our proposed pairing-free ones. The
notation used in pairing-based schemes is defined in Ta-
ble 1.

2.4.1 IBE Algorithms

The first practical IBE scheme on pairing was proposed by
Boneh and Franklin [3]. Their encryption scheme applied
pairing to compute the symmetric component between the
sender and the recipient. In this algorithm, sk1 ∈ Z∗

q is
the master key from the KGC, random number r ∈ Z∗

q ,
P is the group generator of G1, G1 is an additive group
of points on E/Fp, G2 is a multiplicative group of finite
field F ∗

p2 . H1 : (0, 1)∗ → G∗
1, H2 : G2 → (0, 1)n. QID =

H1(ID). The user’s private key SID = sk1 · QID and
KGC’s public key Ppub = sk1 · P , gID = ê(Ppub, QID) ∈
G∗

2.

C = (r · P,M ⊕H2(g
r
ID)).

M = M ⊕H2(g
r
ID)⊕H2(ê(r · P, SID))

= M ⊕H2(g
r
ID)⊕H2(ê(r · P, sk1 ·QID))

= M ⊕H2(g
r
ID)⊕H2(ê(P,QID)r·sk1)

= M ⊕H2(g
r
ID)⊕H2(ê(sk1 · P,QID)r)

= M ⊕H2(g
r
ID)⊕H2(ê(Ppub, QID)r)

= M ⊕H2(g
r
ID)⊕H2(g

r
ID).

2.4.2 IBS Algorithms

In 2002, Paterson [18] proposed an ID-based digital sig-
nature scheme based on bilinear pairing. The pairing is
utilized to validate the genuineness of signature (R, Z) of
message M. In this algorithm k ∈ Z∗

q is a random integer
and P is the group generator of G1. H3 : (0, 1)∗ → Zq,
H4 : G1 → Zq, QID = H1(ID), SID = sk1·QID, sk1 ∈ Zq

is the master key of KGC, and Ppub = sk1 · P is the cor-
responding public key of KGC.

Signature (R, Z) is calculated as

R = k · P
Z = k−1(H3(m) · P +H4(R) · SID).
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Table 1: The notation used in pairing-based schemes

Notation Type Description

G1 Finite field An additive group of points on E/Fp

G2 Finite field A multiplicative group of finite fields F(p
2)∗

sk1 Integer The KGC master key
P A point on the elliptic curve The group generator of G1

QID A point on the elliptic curve Th hash value of the user’s ID
SID A point on the elliptic curve The user’s private key
Ppub A point on the elliptic curve The KGC public key
(R,Z) A pair of points on the elliptic curve Signature (R, Z) of the user
KB

A ,KA
B ∈ G2 The shared key between users A and B

The verifier can verify received signature (R,Z) by com-
puting ê(R,Z) and ê(P, P )H3(m) · ê(sk1P,QID)H4(R). If
ê(R,Z) = ê(P, P )H3(m) · ê(sk1P,QID)H4(R), then the re-
ceived signature (R, Z) is genuine. The following compu-
tation shows how we can use bilinearity to demonstrate
the verification of received signature (R, Z).

ê(R,Z) = ê(k · P, k−1(H3(m) · P +H4(R) · SID))

= ê(P, (H3(m) · P +H4(R) · SID))k·k
−1

= ê(P, (H3(m) · P +H4(R) · SID))

= ê(P, (H3(m) · P )) · ê(P,H4(R) · SID)

= ê(P,H3(m) · P ) · ê(P, ·SID)H4(R)

= ê(P,H3(m) · P ) · ê(P, sk1 ·QID)H4(R)

= ê(P, P )H3(m) · ê(P,QID)H4(R)·sk1

= ê(P, P )H3(m) · ê(sk1 · P,QID)H4(R).

2.4.3 ID-based Key Exchange

This is the last part of an IBC that uses a pairing tech-
nique. Smart [13] implemented the first ID-based key
exchange protocol based on pairing. To obtain a shared
key, KB

A = ê(aQB , PKGC)· ê(SA, TB) is computed for user
A and KA

B = ê(SB , TA) · ê(bQA, PKGC) is computed for
user B.

In this algorithm, sk1 is the secret key of the KGC;
a and b are the session private keys of users A and B,
respectively; QID = H1(ID); the long-term private keys
of the users are SA = sk1QA and SB = sk1QB ; and the
session public keys of the users are TA = aP and TB = bP .

The following proof shows that KB
A = KA

B .

KB
A = ê(aQB , PKGC) · ê(SA, TB)

= ê(aQB , sk1 · P) · ê(sk1 ·QA, bP)

= ê(QB , P
sk1·a
) · ê(QA, P )sk1·b

= ê(sk1QB , aP ) · ê(bQA, sk1 · P )

= ê(SB , TA) · ê(bQA, PKGC)

= ê(bQA, PKGC) · ê(SB , TA)

= KA
B .

Even though several ID-based algorithms are based on

bilinear pairing, the high computational complexity to
compute bilinear pairings causes the computation time
to be too long for actual implementation [2,14]. Another
drawback of pairing-based ID-based schemes arises when
the user’s private key has been exposed. In ID-based
schemes, the user’s public key is the user’s identity com-
prising his/her name, email address, phone number, etc.
The user’s identity does not often change, which means
that his/her public key seldom does either. As the user’s
private key is generated by the corresponding public key,
the private key is not easily renewed.

For the practical implementation of IBCs, a pairing-
free basis has been considered to achieve better com-
putation time. In general, pairing-free-based algorithms
can be computed three times faster than pairing-based
ones [2]. Hence, pairing-free schemes are more suitable
for devices with limited power, such as mobile devices. In
the next section, we introduce some pairing-free ID-based
algorithms and an analysis of their security.

3 Security Analysis of the Current
Pairing-free ID-based Schemes

Two pairing-free IBCs are discussed in this section. The
first is the ID-based digital signature without pairing
scheme proposed by Hu et al. [14]. The second one is the
ID-based group key agreement without pairing scheme
proposed by Kumar and Tripathi [16]. However, to the
best of our knowledge, there are no pairing-free IBE al-
gorithms. The notation used in the pairing-free schemes
described in Sections 3 and 4 is defined in Table 2.

3.1 ID-based Digital Signature without
Pairing [14]

In this algorithm, the KGC’s private key is sk1 ∈ Z∗
n, and

rA ∈ Z∗
n is randomly produced to generate a private key

for user A. The public key for user A is the user’s ID and
the corresponding private key is (DA, sA); DA and sA are
respectively computed by the KGC as DA = rA · P and
sA = (rA + h · sk1) mod n, where h = HF1(IDA||DA) is
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Table 2: Notation for the pairing-free schemes

Notation Type Description

ski Integer The private key of KGCi, for i = 1, 2
rj Integer A random number generated by the KGC to compute a

private key of user j, for j = A,B,C
n Integer The order of points on the curve

(Dj , sj) A point on the curve, integer User j’s private key as defined in [14,16], for j = A,B,C
Pi A point on the curve A base point on the elliptic curve
Q A point on the curve The user’s public key defined in the ECDSA algorithm

Ppubi A point on the curve The public key of KGCi

KB
A ,KA

B A point on the curve The shared key between users A and B
sj Integer The private key of user j defined in our proposed system,

for j = A,B,C,X
(IDj , Rj) A pair of strings, a string repre-

senting a point on the curve
User j’s public key defined in our proposed system, for j =
A,B,C,X

(r, z) A pair of integers Digital signature (r, z) for message M
xj Integer Session private key of user j, where j = A,B,C,X

the user’s ID hashed using hash function HF1 : {0, 1}∗ →
Z∗
n. Note that P is a base point on the elliptic curve of

order n.
The signature signing and verification process in this

work follow the ECDSA algorithm [14]. In the signing
process, sA is used to sign the message from user A, and
then (DA, r(ECDSA), s(ECDSA)) is sent out as his/her
message signature. r(ECDSA) is a random number de-
fined in ECDSA and s(ECDSA) is the digital signature
computed in ECDSA. To verify the signature, DA, h, Ppub

are used by the receiver to compute Q = DA + h · Ppub,
and then Q is used as user A’s public key in the ECDSA
algorithm.

The advantages of the approach in [14] are that the
authors implemented a system that relies on ECDSA; it
has been unarguably proved that ECDSA offers strong se-
curity with efficient performance. Despite this, the main
disadvantage of their research lies in using part of the pri-
vate key in the algorithm. DA is part of the private key of
user A, soDA is secret for user A only, albeit that it is sent
out to prove the authenticity of user A’s signature. There-
fore, the private key of a user is not confidential, which
conflicts with the concept of a public-key cryptosystem.

3.2 ID-based Group Key Agreement
without Pairing [16]

In this key agreement protocol, the KGC generates pri-
vate key sk1 ∈ Z∗

p and public key Ppub = sk1 · P ,
where P is a base point on the elliptic curve. Random
number rA generated by the KGC is used to compute
the private key for user A. On the user side, the pub-
lic key for user A is the user’s ID (e.g., name, phone
number, etc.). The private key for user A is (sA, DA);
DA and sA are respectively computed by the KGC as
DA = rA · P and sA = (rA + sk1 · hA) mod p, where

hA = HF2(IDA) is the user’s ID hashed using hash func-
tion HF2 : {0, 1}∗ → {0, 1}k, for which k is the bit length
of prime p. Similarly, the KGC randomly produces rB to
generate DB = rB · P and sB = (rB + sk1 · hB) mod p,
where hB = HF2(IDB) for user B.

The simplified version of the key agreement algorithm
in [16] between two users is as follows. Session private
key xA ∈ Z∗

p is randomly chosen for user A and TA =
xA · P is computed. TA, DA is sent on behalf of user A
to user B and user A receives TB , DB from user B, where
TB = xB · P . Following this, KB

A is computed for user A
as follows:

KB
A = (sATB + xA(DB +HF2(IDB) · Ppub))

= ((rA + sk1 ·HF2(IDA)) · xBP

+xA(rB · P +HF2(IDB)sk1 · P ))

= ((rAP + sk1 · P ·HF2(IDA))xB

+xA · P (rB +HF2(IDB) · sk1))
= ((DA +HF2(IDA) · Ppub)xB + TAsB)

= (sBTA + xB(DA +HF2(IDA) · Ppub)).

Similarly, KA
B = (sBTA + xB(DA +HF2(IDA) ·Ppub))

is computed for user B. As a result, the agreed key for
messages between users A and B is KB

A = KA
B .

The disadvantage of the approach in [16] is the same as
that in [14]; i.e., part of user j’s private key Dj must be
sent to proceed with the key agreement algorithm. Thus,
the private key is no longer secret, and that violates the
concept of a public-key cryptosystem. Moreover, this re-
search is limited to users that belong to the same KGC,
while in real-life situations, communication is usually be-
tween users from different KGCs.
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4 The Proposed Pairing-free IBC

This is based on ECC and consists of encryption, digital
signature, and key exchange schemes that make use of
the same initial definition and key extraction parts. To
demonstrate how this cryptosystem works, let us assume
that there are three parties: users A, B, and C. Users A
and B belong to KGC1, while user C belongs to KGC2.
Their public and private keys are defined as follows:

For the rest of the paper, we define G as the cyclic
additive group of points on an elliptic curve over finite
field E/Fp.

4.1 System Parameter Definition

KGC1 defines base point P1 ∈ G on the elliptic curve
in which the order is a large value n and nP1 = O, a
hash function HF3 : {0, 1}∗ → Z∗

n, and master key sk1 ∈
[1, n − 1]. Subsequently, KGC1 computes its public key
Ppub1 = (sk1 · P1) and broadcasts < G,P1, Ppub1 , HF3 >
as the system parameters of the KGC1 domain. In the
same way, KGC2 defines base point P2 ∈ G, master key
sk2 ∈ [1, n−1], and hash functionHF3 : {0, 1}∗ → Z∗

n and
computes the corresponding Ppub2 = (sk2 · P2). KGC2

keeps sk2 secret and broadcasts < G,P2, Ppub2 , HF3 > as
the system parameters of the KGC2 domain.

4.2 Key Extraction

In the key extraction phase, the users’ public and private
keys and some parameters used in the cryptosystem are
defined. c1 and c2 are strings that are concatenated with
the user’s ID to generate the private key, which offers
better security than the other algorithms. The procedure
for defining the key is as follows.

4.2.1 Key Extraction for User A

KGC1 chooses random number rA ∈ [1, n−1] to compute
private key sA for user A as sA = (sk1 ·HF3(IDA) + rA ·
HF3(IDA||c1)) mod n. KGC1 then computes RA = rA ·
P1 and sends sA, RA to user A through a secure channel.
Upon receiving the message, sA is kept secret for user A
and string (IDA, RA) is announced as his/her public key.
Note that RA is composed of coordinate (x, y).

4.2.2 Key Extraction for User B

KGC1 chooses random number rB ∈ [1, n−1] to compute
private key sB for user B as sB = (sk1 · HF3(IDB) +
rB ·HF3(IDB ||c1)) mod n. KGC1 then computes RB =
rB ·P1 and sends sB , RB to user B securely. Upon receiv-
ing the message, sB is kept secret for user B and string
(IDB , RB) is announced as his/her public key.

The above key definition has two advantages. First, it
can prevent situations where two or more users cooperate
to determine the KGC’s master key. Second, if a user’s
private key is compromised, the KGC can easily generate
a new secret key for that user. For example, if sA is

compromised, the KGC can randomly generate a new rA
to recompute the new private key.

4.2.3 Key Extraction for User C

The private key of user C, who is a member of KGC2,
can be computed as sC = (sk2 · HF3(IDC) + rC ·
HF3(IDC ||c2)) mod n. Thus, the corresponding public
key is (IDC , RC), where Rc = rc · P2.

The pairing-free IBE, digital signature, and key ex-
change algorithms based on the above definition are in-
troduced in the following subsections.

4.3 The Encryption and Decryption
Scheme

Using the system parameters in the key extraction phase,
encryption and decryption in the pairing-free ID-based
key system can be achieved as follows: Let HF4 :
{(x, y)} → (0, 1)m.

4.3.1 Encryption

When user B wants to send a secure message to user
A, the encrypted message is computed by using user A’s
public key as follows. For user B, xB ∈ Z∗

n is randomly
generated and EncM = M ⊕HF4((Ppub1 ·HF3(IDA) +
RA ·HF3(IDA||c1)) · xB) is computed. Subsequently, en-
crypted message ((xB · P1), EncM) is sent to user A.

4.3.2 Decryption

Message EncM is decrypted for user A by computing
DecM = EncM ⊕HF4(sA · (xB · P1)).

4.3.3 Proof of the Correctness of the Scheme

The proof is as follows:

DecM = EncM ⊕HF4(sA · (xB · P1))

= EncM ⊕HF4((sk1 ·HF3(IDA)

+rA ·HF3(IDA||c1)) · (xB · P1))

= EncM ⊕HF4((sk1P1 ·HF3(IDA)

+rAP1 ·HF3(IDA||c1)) · xB)

= EncM ⊕HF4((Ppub1 ·HF3(IDA)

+RA ·HF3(IDA||c1)) · xB)

= M.

4.4 The ID-based Digital Signature
Scheme

Our ID-based digital signature algorithm is based on
ECDSA, the details of which can be found in [1]. In the
algorithm, let HF5 be cryptographic hash function SHA-
1 giving a 160-bit integer value as the output. When user
A wants to send a message together with a signature to
user B, signature pair (r, z) is generated for message M
by computing the following steps:
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1) Randomly generate integer k ∈ [1, n− 1] for user A,
and then compute point (x, y) = k · P1.

2) Computes the first portion of signature r = x mod n,
for r ̸= 0.

3) Hash message M using e = HF5(M).

4) Compute the second portion of signature z = k−1(e+
sAr) mod n, for z ̸= 0.

5) Send (r, z) as the signature of message M to user B.

When user B receives (r, z) from user A, the following
steps are executed to verify the message:

1) Compute e = HF5(M);

2) Compute

Q = Ppub1 ·HF3(IDA) +RA ·HF3(IDA||c1)
= sk1 · P1 ·HF3(IDA) + rA · P1 ·HF3(IDA||c1)
= (sk1 ·HF3(IDA) + rA ·HF3(IDA||c1)) · P1

= sA · P1

3) Compute w = z−1 mod n;

4) Compute u1 = ew and u2 = rw;

5) Compute point (x1, y1) = u1 · P1 + u2 ·Q;

6) Compute v = x1 mod n;

7) Accept the signature (r, z) from user A if and only if
v = r.

In ECDSA, it has been proved that if Q is the corre-
sponding public key of the private key used in the signing
process, then v = r. As we have followed the ECDSA
process and because Q = sAP1, i.e., Q is equivalent to
user A’s public key in ECDSA, we can conclude that the
proposed algorithm is valid.

4.5 The Key Exchange Scheme

For practical implementation, the proposed algorithm is
designed to implement key exchange between parties from
different KGCs. In the following example, we demon-
strate key exchange between user A in KGC1 and user C
in KGC2. The process begins with parameter generation
and exchange between the parties.

1) xA ∈ [1, n − 1] is randomly chosen for user A and
then (xA · P2) is sent to user C.

2) xC ∈ [1, n−1] is chosen for user C and then (xC ·P1)
is sent to user A, after which both systems cooperate
to produce a shared key for the users.

3) KC
A is computed for user A: KC

A = sA(xC · P1) +
xA(RC ·HF3(IDC ||c2) + Ppub2 ·HF3(IDC)).

4) KA
C is computed for user C: KA

C = (Ppub1 ·
HF3(IDA) + RA · HF3(IDA||c1))xC + (xA · P2)sC ,
after which the shared key between users A and C
becomes KC

A = KA
C .

The following proof demonstrates that KC
A and KA

C are
equal. Recall that

sA = (sk1 ·HF3(IDA) + rA ·HF3(IDA||c1)) mod n,

sC = (sk2 ·HF3(IDC) + rC ·HF3(IDC ||c2)) mod n,

RA = rA · P1,

RC = rC · P2,

Ppub1 = (sk1 · P1),

Ppub2 = (sk2 · P2).

KC
A = sA(xC · P1) + xA(RC ·HF3(IDC ||c2)

+Ppub2 ·HF3(IDC))

= (sk1 ·HF3(IDA) + rA ·HF3(IDA||c1)) · (xC · P1)

+xA((rC · P2) ·HF3(IDC ||c2)
+(sk2 · P2) ·HF3(IDC))

= (sk1 · P1 ·HF3(IDA) + rA · P1 ·HF3(IDA||c1)) · xC

+xA · P2(rC ·HF3(IDC ||c2) + sk2 ·HF3(IDC))

= (Ppub1 ·HF3(IDA) +RA ·HF3(IDA||c1))xC

+(xA · P2)sC

= KA
C .

As illustrated above, the proposed encryption algo-
rithm, digital signature, and key exchange processes make
use of the same key definition and system parameters.
The other main advantage of the key definition is that
if the current user’s private key is compromised, we can
change the private key easily without affecting the user’s
ID. However, since RA is not authenticated, there is the
chance that an attacker will try to change the value of RA

to carry out attacks such as man-in-the-middle or using
a fake signature. Fortunately, our proposed system can
endure such attacks, as discussed in the next section.

5 Security and Performance Anal-
ysis of the Proposed Algorithm

In this section, we discuss the security of our proposed
cryptosystem. The security analysis was conducted using
a man-in-the-middle attack on the encryption and key ex-
change schemes. Moreover, problems with private key re-
covery and fake signatures for the digital signature scheme
are discussed. In the last subsection, we analyze and com-
pare the performance between our proposed pairing-free
scheme with some well-known pairing-based ones.

5.1 Security Analysis of the Encryption
Algorithm

One major issue for an encryption system is vulnerability
to a man-in-the-middle attack. In brief, this is a situation
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whereby an eavesdropper tries to intercept messages be-
tween users and sometimes modifies them without being
detected. In this analysis, we suppose that user X, who
is a member of KGC1, impersonates user A and modifies
user A’s public key IDA.RA to fraudulently created pub-
lic key IDA.RX . Let us define user X’s private keys as
sX = (sk1 ·HF3(IDX)+ rX ·HF3(IDX ||c1)) mod n. The
fake public key of user A = IDA.RX , where RX = rX ·P1.
Later, user B wants to send a secret message to user A.
However, the message from user B is encrypted with the
fraudulent public key, IDA.RX . Thus, message M is en-
crypted by computing: Random xB ∈ Z∗

n and EncM =
M ⊕HF4((Ppub1 ·HF3(IDA)+RX ·HF3(IDA||c1)) ·xB).
After that, user B sends ((xB ·P1), EncM) to user A. User
X eavesdrops on message ((xB · P1), EncM) in the net-
work system and he/she tries to recover the message M
by using his/her private key sX . However, user X fails to
recover message M from EncM as we demonstrate below:

DecM = EncM ⊕HF4(sX · (xB · P1))

= EncM ⊕HF4(sX · (xB · P1))

= EncM ⊕HF4((sk1 ·HF3(IDX)

+rX ·HF3(IDX ||c1)) · (xB · P1))

= EncM ⊕HF4((sk1P1 ·HF3(IDX)

+rX · P1 ·HF3(IDX ||c1)) · xB)

= M ⊕HF4((Ppub1 ·HF3(IDA)

+RX ·HF3(IDA||c1)) · xB)

⊕HF4((Ppub1 ·HF3(IDX)

+RX ·HF3(IDX ||c1)) · xB)

̸= M.

Thus, the probability that user X can carry out a man-
in-the-middle attack is prob{HF3(IDA) = HF3(IDX)}×
prob{HF3(IDA||c1) = HF3(IDX ||c1)}. One interesting
question is how to tell whether public RA is genuine. We
can test the genuineness of RA by using the protocol; i.e.,
we can encrypt a message with user A’s public key and
send to user A. If user A responds with a correct message,
we can tell that public RA is genuine.

5.2 Security Analysis of the Digital Sig-
nature Scheme

The main problem with digital signatures is in situations
where user X impersonates user A and sends a message
with a fake digital signature to a receiver. If the receiver
verifies the fake signature by using the fake public key of
user A, i.e. IDA.RX , then the attack is successful. How-
ever, our proposed digital scheme can resist such attack
as described below.

User X creates a fake digital signature for message M
as follows:

1) Randomly create integer k ∈ [1, n−1], and then com-
pute (x, y) = k · P1;

2) Compute first signature r = x mod n, for r ̸= 0;

3) Hash message M by using e = HF5(M);

4) Compute z = k−1(e+ sXr) mod n, for z ̸= 0;

5) Send (r, z) to user B.

Upon receiving the fake signature, user signature (r, z) is
verified for user B by using the fake public key (IDA.RX)
of user A. The signature verification process is shown be-
low.

1) Compute e = HF5(M);

2) Compute Q = ((Ppub1 · HF3(IDA)) + (RX ·
HF3(IDA||c1)));

3) Compute w = z−1 mod n;

4) Compute u1 = ew and u2 = rw;

5) Compute point (x1, y1) = u1 · P1 + u2 ·Q;

6) Compute v = x1 mod n;

7) Compare v with r.

According to ECDSA, if r = v, then the verification
is successful. As we showed in Section 4, r = v if
Q = sX · P1. However, the above calculation shows that
Q = ((Ppub1 ·HF3(IDA))+(RX ·HF3(IDA||c1))) ̸= sX ·P1.
Therefore, (r, z) is rejected on behalf of user B as a
fake signature. Furthermore, the probability of an at-
tack being successful is prob{HF3(IDA) = HF3(IDX)}×
prob{HF3(IDA||c1) = HF3(IDX ||c1)}. Another benefit
that our proposed protocol inherits from ECDSA is that
ECDSA is secure and can prevent private key recovery
from signature (r, z). As the calculation of pair (r, z) in
our scheme follows ECDSA, the scheme can endure a key
recovery attack.

5.3 Security Analysis of the Key Ex-
change Scheme

A man-in-the-middle-attack is a major concern for a key
exchange algorithm. In the key exchange process, when
the parameters for two users (e.g., users A and B) are
exchange when proceeding with the key exchange process,
user X (the attacker) can impersonate user B and take
part in the key exchange process with user A. The system
interprets that an agreed key between users A and B has
been created, but it is really between users A and X. In the
same way, user X impersonates user A and takes part in
the key exchange process with user B. Hence, user X can
eavesdrop on or edit the communication between users A
and B.

In this subsection, the security for two circumstances of
using the key exchange algorithm is analyzed: two parties
belonging to different KGCs and two in the same KGC.
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5.3.1 Two Parties on Different KGCs

Let us assume that a shared key between user A belonging
to KGC1 and user C belonging to KGC2 needs to be
established. Meanwhile, the attacker (user X) belongs
to KGC1. In the key exchange process, the algorithm
described in Section 4.5 is executed to establish a shared
key for user A. Afterward, (xA ·P2) on behalf of user A is
sent out into the network. At that time, user X intercepts
the message and sends (xX ·P1) to user A. Upon receiving
the message, the fake public key of user C, (IDC .RX), is
used by the system to compute a shared key for user A
as follows:

KX
A = sA · (xX · P1) + xA(RX ·HF3(IDC ||c2)

+Ppub2 ·HF3(IDC))

= (sk1 ·HF3(IDA) + rA ·HF3(IDA||c1))
·(xX · P1) + xA((rX · P2) ·HF3(IDC ||c2)
+(sk2 · P2) ·HF3(IDC))

= (sk1 · P1 ·HF3(IDA) + rA · P1 ·HF3(IDA||c1))
·xX + xA · P2(rX ·HF3(IDC ||c2)
+sk2 ·HF3(IDC)).

Meanwhile, (xA · P2) is used by user X to compute

KA
X = (Ppub1 ·HF3(IDA) +RA ·HF3(IDA||c1))xX

+(xA · P2)sX

= (sk1 · P1 ·HF3(IDA) + rA · P1 ·HF3(IDA||c1))
·xX + xA · P2(rX ·HF3(IDX ||c2)
+sk2 ·HF3(IDX)).

Consequently, we can see that KX
A ̸= KA

X , and
thus user X fails to establish a shared key with
user A. Moreover, the probability that the attack is
successful is prob{HF3(IDC ||c2) = HF3(IDX ||c2)} ×
prob{HF3(IDC) = HF3(IDX)}.

In the same way, user X impersonates user A and tries
to establish a shared key with user C. In this process,
(xC · P1) is sent to the network on behalf of user C, and
user X intercepts the message and sends (xX ·P2) back to
user C. Next, the fake public key of user A (IDA.RX) is
used to compute a shared key for user C as follows:

KX
C = (Ppub1 ·HF3(IDA) +RX ·HF3(IDA||c1))xC

+(xX · P2) · sC
= (sk1 · P1 ·HF3(IDA)

+rX · P1 ·HF3(IDA||c1)) · xC

+xX · P2(rC ·HF3(IDC ||c2)
+sk2 ·HF3(IDC)).

Meanwhile, user X computes KC
X using (xC · P1):

KC
X = sX(xC · P1) + xX(RC ·HF3(IDC ||c2)

+Ppub2 ·HF3(IDC))

= (sk1 ·HF3(IDX) + rX ·HF3(IDX ||c1))
·(xC · P1) + xX((rC · P2) ·HF3(IDC ||c2)
+(sk2 · P2) ·HF3(IDC))

= (sk1 · P1 ·HF3(IDX)

+rX · P1 ·HF3(IDX ||c1)) · xC

+xX · P2(rC ·HF3(IDC ||c2)
+sk2 ·HF3(IDC)).

Hence, we can see thatKX
C ̸= KC

X , and thus user X fails to
establish a shared key with user C. Moreover, the proba-
bility that user X can establish a shared key with user C is
prob{HF3(IDA) = HF3(IDX)} × prob{HF3(IDA||c1) =
HF3(IDX ||c1)}. Even if user X eavesdrops on the com-
munication between users A and C, he/she cannot recover
or edit the message. We can conclude that the proposed
scheme can prevent a man-in-the-middle attack in cases
where the key exchange parties are members of different
KGCs.

5.3.2 Two Parties on the Same KGC

Let us assume that users A, B, and X belong to KGC1.
In the key exchange process, (xA ·P1) is sent out into the
network on behalf of user A, and then user X intercepts
the message and sends (xX ·P1) to user A. The fake public
key of user B (IDB .RX) is used on behalf of user A to
compute a shared key as follows:

KX
A = sA · (xX · P1) + xA(RX ·HF3(IDB ||c1)

+Ppub ·HF3(IDB))

= (sk1 ·HF3(IDA) + rA ·HF3(IDA||c1)) · (xX · P1)

+xA((rX · P1) ·HF3(IDB ||c1)
+(sk1 · P1) ·HF3(IDB))

= (sk1 · P1 ·HF3(IDA) + rA · P1 ·HF3(IDA||c1)) · xX

+xA · P1(rX ·HF3(IDB ||c1) + sk1 ·HF3(IDB)).

Meanwhile, user X uses (xA ·P1) to compute a shared key:

KA
X = (Ppub ·HF3(IDA) +RA ·HF3(IDA||c1))xX

+(xA · P1) · sX
= (sk1 · P1 ·HF3(IDA) + rA · P1 ·HF3(IDA||c1)) · xX

+xA · P1(rX ·HF3(IDX ||c1) + sk1 ·HF3(IDX)).

According to the above computation, we can see that
KX

A ̸= KA
X . Thus, user X fails to establish a shared key

with user A. Furthermore, the probability that the attack
is successful is prob{HF3(IDB ||c1) = HF3(IDX ||c1)} ×
prob{HF3(IDB) = HF3(IDX)}. In the same way, user
X impersonates user A and tries to establish a shared key
with user B. (xB · P1) is sent out into the network on
behalf of user B, and then user X intercepts the message
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and sends (xX ·P1) to user B. The fake public key of user
A (IDA.RX) is then used to compute the shared key for
user B as

KX
B = (Ppub ·HF3(IDA) +RX ·HF3(IDA||c1))xB

+(xX · P1)sB

= (sk1 · P1 ·HF3(IDA)

+rX · P1 ·HF3(IDA||c1)) · xB

+xX · P1(rB ·HF3(IDB ||c1)
+sk1 ·HF3(IDB)).

Meanwhile, user X uses (xB · P1) to compute KB
X as

follows:

KB
X = sX(xB · P1) + xX(RB ·HF3(IDB ||c1)

+Ppub1 ·HF3(IDB))

= (sk1 ·HF3(IDX)

+rX ·HF3(IDX ||c1)) · xB · P1

+xX((rB · P2) ·HF3(IDB ||c1)
+(sk1 · P1) ·HF3(IDB))

= (sk1 · P1 ·HF3(IDX)

+rX · P1 ·HF3(IDX ||c1)) · xB

+xX · P1(rB ·HF3(IDB ||c1)
+sk1 ·HF3(IDB)).

Hence, we can see that KX
B ̸= KB

X , and so user X fails
to establish a shared key with user B. Moreover, the prob-
ability that the attack is successful is prob{HF3(IDA) =
HF3(IDX)} × prob{HF3(IDA||c1) = HF3(IDX ||c1)}.
From the findings of the above analysis, it can be seen that
our proposed algorithm can prevent man-in-the-middle
attacks if users are members of the same KGC or other-
wise.

5.4 Performance Analysis of the Pro-
posed Cryptosystem

Table 3 reports the results of a performance compari-
son between our proposed pairing-free scheme with well-
known pairing-based ones.

Table 4 provides the results of a performance compari-
son between the proposed pairing-free scheme with other
well-known pairing-free ones.

6 Conclusions

A pairing-free IBC using ECC and consisting of IBE, dig-
ital signature, and key exchange schemes was presented.
All of the schemes use the same public and private key def-
initions, which makes the implementation of the system
easy. The main advantage of the proposed key definition
system is that if the user’s private key is compromised, the
KGC can easily generate a new one. As for the ID-based
key exchange scheme, the proposed system can cope with

situations where the communicating parties are on differ-
ent KGCs. This is useful for mobile network computing
in real scenarios. Proof of its correctness and a security
analysis were provided, and the durability of the proposed
system to several types of attacks (man-in-the-middle and
intercepting signatures) was established. The proposed
pairing-free scheme was compared with some well-known
pairing-based and pairing-free ones, the results of which
show that our proposed scheme gave a better performance
than the pairing-based ones.
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ê(
U
,V

)
o
n
th

e
E
ll
ip
ti
c
C
u
rv
e

M
u
lt
ip
li
ca

ti
o
n
s

ê(
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Abstract

A self-defending network (SDN) is easier to control and
scale than traditional Internet architectures, but they also
have to face malicious attacks, primarily Distributed De-
nial of Service (DDoS) attacks. This paper briefly intro-
duced the basic architecture of SDN and DDoS attacks
in SDN. Convolutional Neural Network (CNN) was com-
bined with Long Short Term Memory (LSTM) for the
detection and defense against DDoS attacks. The simu-
lation experiments were conducted on the CNN+LSTM
algorithm in the SDN built in the laboratory, and the
CNN+LSTM algorithm was compared with K-means and
CNN algorithms. The experimental results showed that
the CNN+LSTM detection algorithm had higher recog-
nition accuracy and efficiency; the SDN switch had a
lower traffic share under the CNN+LSTM detection al-
gorithm than the other two detection algorithms when
facing DDoS attacks; as the number of DDoS attacks
increased, the CNN+LSTM algorithm maintained sta-
ble recognition accuracy, recognition efficiency and switch
traffic share.

Keywords: Convolutional Neural Network; Distributed
Denial of Service; Long Short Term Memory; Self-
defending Network

1 Introduction

The emergence of the Internet has greatly facilitated
people’s lives. Relying on the convenience of the Inter-
net, people gradually upload information around them to
the Internet, especially when using the Internet for online
shopping, it is necessary to upload real address informa-
tion to the Internet [15]. As the Internet becomes an
indispensable part of people’s daily life, if the Internet is
paralyzed by malicious attacks, it will seriously affect the
daily life related to the Internet [5], and the sensitive infor-

mation stored on the Internet will be stolen by criminals,
thus causing losses. Therefore, the Internet’s ability to
protect against anomalous attacks is crucial [9]. Saied et
al. [11] proposed a specific feature (pattern)-based artifi-
cial neural network (ANN) algorithm to detect distributed
denial of service (DDoS) attacks and found that the fea-
ture separated DDoS attack traffic from real traffic.

Yan et al. [14] proposed a multi-queue self-defending
network (SDN) controller scheduling algorithm based on
a time slice allocation policy. The algorithm took different
time slice allocation policies according to the DDoS attack
intensity and used SDN controllers to schedule processing
flow requests from different switches to better protect pro-
tection of normal switches in the network under DDoS at-
tacks. Simulation experiments verified the effectiveness of
this algorithm. Sahay et al. [10] proposed an autonomous
DDoS defense framework called ArOMA. The experimen-
tal results showed that ArOMA could effectively maintain
the performance of video streams at a satisfactory level in
the face of DDoS flooding attacks. This paper briefly in-
troduced the basic architecture of SDN and DDoS attacks
in SDN, combined Convolutional Neural Network (CNN)
with Long Short Term Memory (LSTM) for the detection
and protection against DDoS attacks, and simulated the
CNN+LSTM algorithm in an SDN network established
in a lab.

2 SDN Architecture

The basic structure of the Internet is mainly divided
into core devices, links, and edge devices. As the scale of
the Internet expands, the complexity of Internet control
increases, and the traditional distributed Internet con-
trol model is divided into the Open System Intercon-
nection (OSI) seven-layer model and the Transmission
Control Protocol/Internet Protocol (TCP/IP) five-layer
model, but the traditional Internet control model is self-
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contained [3]. As the amount of data within the Inter-
net increases and the functional structure changes, vari-
ous complex network protocols are placed into the router.
On the one hand, it causes a large burden to router mem-
ory; on the other hand, the complex protocols and routers
that are not open to the outside lead to different Inter-
nets between different operators, and it is also difficult
for Internet-related researchers to perform practical vali-
dation of research results in real networks.

In order to improve the efficiency of the Internet, make
maintenance of the Internet easier, and reduce mainte-
nance costs, SDN architecture is put forward. Compared
with the 5- and 7-layer structures of the Internet, SDN
has a 3-layer structure, as shown in Figure 1. Because of
fewer layers, SDN is relatively easier to upgrade and main-
tain the network functions [1]. SDN separates the control
plane and data plane in the network from each other. The
control plane centralizes the control of the network and is
divided into the application layer, the control layer, and
the basic data layer. The application layer is connected
to the control layer through an Application Programming
Interface (API). The control layer programs and controls
the application software in the application layer. Appli-
cation programs in the application layer build an abstract
view of the network according to the information given by
the control layer to identify and defend against malicious
information in the network [6]. SDN controller is in the
SDN control layer. In addition to providing network in-
formation to the application layer through API, the SDN
controller also receives application command information
from the application layer and passes the command in-
formation to the basic data layer through the OpenFlow
protocol. The data layer contains infrastructure such as
SDN switches. The devices in the data layer do not have
the ability to control other devices but execute the com-
mands given by the control layer or forward the com-
mands to other devices. When forwarding commands or
data, it is the flow table, not the destination address, that
determines the forwarding path.

3 Abnormal Data Detection Algo-
rithm

3.1 DDOS Attacks

SDN separates the data control function from the data
forwarding function and uses the SDN controller to deploy
network data in a unified manner, reducing management
difficulties. If a new operator joins the network, there
is no need to add a new communication protocol to the
routers on the Internet, and instead a new interface in the
SDN controller is extended. The new operator can upload
the request to the SDN controller by following the com-
munication protocol of the interface, and then the SDN
controller will order the SDN switch to transmit the net-
work data according to the request. In this way, the net-
work capacity can be more open, and network managers

can manage and dispatch the network more easily.
However, even if the structure of the Internet is

changed, the number of malicious attacks to which the
Internet will be subjected will not be reduced. DDoS is a
common malicious attack [7]. The DDoS attack uses the
OF protocol mechanism between the control and data lay-
ers to launch a DDoS attack on the SDN controller and
generates a large number of Packet In requests and flow
entries through a large number of false IPs to consume
the computing resources of the controller and switch to
achieve the purpose of paralyzing the network.

3.2 Detection and Defense Against DDoS
Attacks

In order to ensure the security of SDN, it is necessary
to detect the data in the network and intercept the ab-
normal data, especially the DDoS attack which is more
likely to harm SDN. The basic principle of detecting ab-
normal data in the network is to extract the features of
the data to be detected and classify the data according
to the features to determine whether the data are abnor-
mal or not. The commonly used detection algorithms are
entropy-based detection method, clustering-based detec-
tion method [8], neural network-based detection method,
etc.

Since the amount of data flowing on the Internet is
large and the data change pattern is closer to nonlinear-
ity, this paper chooses a neural network that is better
at mining hidden nonlinear laws to perform DDoS de-
tection [2]. In this paper, CNN is combined with LSTM.
Figure 2 shows the detection and defense process of DDoS
attacks after the combination of CNN and LSTM.

1) The statistics of flow entries at the entry end are
collected from the SDN controller with the cycle of
T . Then, temporal features are extracted from the
statistics of flow entries at the entry end of the con-
troller within T cycle. The temporal feature used in
this paper is the hit rate of flow entries at the switch
port in the collection cycle.

2) The temporal features of flow entries are input into
the convolution layer of CNN for convolution opera-
tion by convolution kernels to further extract the lo-
cal features of the temporal features of flow entries.
Local features calculated by convolution kernels can
also be combined into the overall features. The for-
mula for convolution calculation by convolution ker-
nels [12] is:

xi
j = f(

∑
j∈M

xl−1
i W l

ij + blj),

where xl
j is the feature map obtained by convolu-

tion of convolution kernels; xl−1
j is the feature out-

put after the last convolution and pooling; W l
ij is

the weight parameter; blj is the bias amount; M
is the number of convolution kernels, and f(·) is
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Figure 1: Basic network architecture of SDN

the activation function. The local feature map ob-
tained by convolution is pooled and compressed in
the pooling layer, thus reducing the amount of com-
putation afterward. During compression, a pooling
frame slides over the convolutional feature map, and
the features within the pooling frame are averaged
or maximized in every step to obtain the compressed
feature map [13].

3) The convolution and pooling operations are repeated
in CNN several times according to the demand.
Then, the convolution features output from CNN are
used as the inputs of LSTM. The input convolutional
features are calculated and judged by using the input
gate, forgetting gate and output gate in LSTM, and
the corresponding calculation formulas are:

ft = ρ(bf + Ufxt +Wfht−1)

st = ftst−1 + gtρ(b+ Uxt +Wht−1)

gt = ρ(bg + Ugxt +Wght−1)

ht = tanh(st)qt

qt = ρ(bq + Uqxt +Wqht−1)

where xt is the t-th input sample, ht−1 and ht are
the hidden states of the (t − 1)-th and t-th input
samples, ft is the output of the forgetting gate, bf ,
Uf and Wf are the bias term and input term weight
in the forgetting gate and the weight of the forgetting
gate, st is the output of the loop gate, b, U andW are
the bias term and input term weight in the loop gate
and the weight of the loop gate, gt is the external
input gate unit, bg, Ug and Wg are the bias term and
input term weight in the input gate and the weight
of the input gate, qt is the output gate unit, bq, Uq

and Wq are the bias term and input term weight in
the output gate and the weight of the output gate.

4) The data obtained from the output gate unit is clas-
sified and judged in the fully connected layer to de-
termine whether the input sample is a DDoS attack
or not. If it is a DDoS attack, the SDN switch port
that collects that sample is blocked, and all the SDN
switch ports are traversed to check whether there are
blocked ports; if it is not a DDoS attack, the SDN
switch is traversed directly to check whether there
are blocked ports.

5) If no blocked port is found after traversing the SDN
switch ports, it returns to Step 1; if there is a blocked

port, the hit rate of the flow table in the blocked port
is recorded.

6) If the flow table hit rate of the blocked port is greater
than the flow table hit rate of the normal port, the
port is not processed, and it returns to Step 1; if the
flow table hit rate of the blocked port does not exceed
the flow table hit rate of the normal port, the port is
unblocked, and it returns to Step 1.

4 Simulation Experiments

4.1 Experimental Setup

The simulation experiments of DDoS attack detection
and defense algorithms were conducted in a laboratory-
built local area network, whose structure was SDN. A
total of 16 servers were used, numbered 1 16. Server No.
1 was used as the SDN controller, servers No. 2 6 were
used as the SDN switch, servers No. 7 and 8 were used
as the servers for receiving packets, and servers No. 9 16
were used as the servers for sending packets. Server No. 1
was connected to servers No. 2 6 through the OF protocol.
Server No. 2 was connected to servers No. 7 and 8. Server
No. 3 was connected to No. 9 and 10. Server No. 4 was
connected to No. 11 and 12,. Server No. 5 was connected
to No. 13 and 14. Server No. 6 was connected to No. 15
and 16.

In order to verify the performance of the CNN+LSTM-
based DDoS detection and protection algorithm, simu-
lation experiments were conducted to test not only the
CNN+LSTM algorithm but also the K-means-based de-
tection algorithm and the CNN-based detection algo-
rithm.

The principle of the K-means algorithm is as follows.
Cluster centers are randomly selected from the data set
according to the number of classes, and then the data fea-
tures are classified to the nearest cluster center according
to the Euclidean distance. The cluster center for every
class of clusters is recalculated. Again, the data features
are classified to the nearest cluster center according to the
Euclidean distance. The above steps are repeated until
convergence. The algorithm is unsupervised and depends
mainly on the number of cluster centers, i.e., the number
of classes. In this paper, the number of classes was set
as 2, one was low traffic data and the other was non-low
traffic data. The traffic was evaluated as abnormal when
the low traffic data exceeded the set threshold, i.e., 30.
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The relevant parameters of the CNN-based detection
algorithm are as follows. It was composed of two convolu-
tion layers containing 32 convolution kernels in a size of 2
Ö 2, one pooling layer containing a 3 Ö 3 pooling frame,
two convolution layers containing 16 convolution kernels
in a size of 2 Ö 2, and one pooling layer containing a 3 Ö 3
pooling frame. The sigmoid activation function was used
in the convolution layer [4]. Max-pooling was used in the
pooling layer. The error was calculated by cross-entropy.
The learning rate was set as 0.1.

The relevant parameters of the CNN+LSTM-based al-
gorithm are as follows. The parameters of the convolu-
tion layer and pooling layer of CNN were consistent with
those in the CNN algorithm. LSTM had two hidden lay-
ers. There were 1024 nodes in every hidden layer. The
sigmoid activation function was used. Cross-entropy was
also used during training. The learning rate was set as
0.1.

4.2 Experimental Methods

The DDoS intrusion detection data set contained SYN
Flood attack, ACK Flood attack, UDP Flood attack, and
ICMP Flood attack. When the DDoS attack was simu-
lated, the normal traffic pattern was set as: the server
sending packets had a 50% probability of sending packets
per second to the server receiving packets; the switch con-
nected to the server receiving packets selected the target
server according to the weight of 7:3. The simulation was
run in normal traffic mode for 10 s, and then the DDoS
attack packet launched a 10 s attack targeting server No.
2 (SDN switch).

In order to verify the detection performance of the de-
signed detection algorithms in the face of the traffic of
different sizes, when a DDoS attack started, DDoS intru-
sion data were added to the original normal traffic. The
recognition accuracy and average time consumption of the
three detection algorithms were tested under 1000, 2000,
3000, 4000 and 5000 intrusion data, respectively. More-
over, the traffic share of server No. 2 in normal traffic
mode and the traffic percentage in DDoS attack mode
were recorded.

4.3 Experimental Results

Defending against DDoS attacks in SDN with the de-
tection algorithm should not only consider the identifica-
tion time but also ensure the accuracy of abnormal attack
identification. If the recognition accuracy is low, it will
lead to abnormal opening and closing of SDN ports, which
will not only fail to guarantee security but also affect the
normal users. In addition, the time consumption of the
recognition algorithm will also affect the use of SDN. The
faster the detection algorithm detects the data, the less
likely it will affect the users. Figure 2 shows the recogni-
tion accuracy and average time consumption of three de-
tection algorithms when facing DDoS attacks of different
traffic sizes. First of all, the comparison of the recognition

accuracy showed that under the same number of attacks,
the CNN+LSTM-based detection algorithm had the high-
est accuracy, the CNN-based detection algorithm was the
second, and the K-means-based detection algorithm was
the lowest. The curve in Figure 2 showed that as the
number of DDoS attacks increased, the recognition ac-
curacy of both K-means-based and CNN-based detection
algorithms decreased gradually, and the accuracy of the
CNN+LSTM-based detection algorithm also decreased,
but not significantly. Then, the average time consumed
for identification was compared. Under the same number
of attacks, the K-means-based detection algorithm con-
sumed the longest time, followed by the CNN-based de-
tection algorithm and the CNN+LSTM-based detection
algorithm. The curve of the time consumption in Fig-
ure 2 also showed that as the number of DDoS attacks in-
creased, the time consumed by K-means-based and CNN-
based detection algorithms increased significantly, but the
time consumed by the CNN+LSTM-based detection al-
gorithm nearly had no change.

Figure 2: Identification performance and time consump-
tion of three detection algorithms in the face of different
numbers of DDoS attacks

Figure 3 shows the change in traffic share before and
after the DDoS attack when server No. 2 used the three
detection algorithms. It was seen from Figure 3 that in
the normal traffic mode before the server was attacked,
the traffic share of server No. 2 (SDN switch) was stable
at about 50% regardless of the detection algorithm used
by the server; while in the abnormal traffic mode under
DDoS attack, the traffic share of the server under all the
three detection algorithms increased, and the K-means
detection algorithm increased the most, followed by the
CNN-based algorithm and the CNN+LSTM-based algo-
rithm. In addition, in the abnormal traffic mode, with the
increase of DDoS attacks, the traffic share of the server
that used K-means-based and CNN-based algorithms in-
creased significantly, but that of the CNN+LSTM-based
algorithm remained unchanged.

5 Conclusion

This paper briefly introduced the basic architecture
of SDN and DDoS attacks in SDN and combined CNN
with LSTM for the detection and defense of DDoS at-
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Figure 3: Server traffic share under the three detection
algorithms in the face of different numbers of DDoS at-
tacks

tacks. The simulation experiments were carried out on
the CNN+LSTM detection algorithm in the SDN built
in a laboratory. The CNN+LSTM-based algorithm was
compared with K-means and CNN-based detection algo-
rithms. The results are as follows. Under the same num-
ber of DDoS attacks, the CNN+LSTM-based detection
algorithm had the highest recognition accuracy and recog-
nition efficiency, the CNN-based detection algorithm was
the second-highest, and the K-means-based detection al-
gorithm was the lowest.

In addition, as the number of DDoS attacks increased,
the recognition accuracy and recognition efficiency of K-
means-based and CNN-based detection algorithms de-
creased, but the CNN+LSTM-based detection algorithm
remained stable. In the normal traffic mode, the server
traffic share was stable at 50% regardless of the detec-
tion algorithm; in the abnormal traffic mode, after the
addition of DDoS attack data, the server traffic share in-
creased, the K-means algorithm had the largest increase,
and the CNN+LSTM-based algorithm had the smallest
increase. In addition, as the number of DDoS attacks
increased, the server traffic share increased, the server
traffic share under K-means and CNN-based algorithms
increased significantly, but the server traffic share under
the CNN+LSTM algorithm remained stable.
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Abstract

As an important part of the IoT (IoT), wireless sensor
networks (WSNs) have been widely studied and applied
in many fields. However, wireless sensor networks are
prone to various security risks due to their openness. This
paper reviews the contents of Srinivas et al.’s protocol
and finds that the protocol is vulnerable to stolen smart
card attacks and cannot achieve time synchronization,
forward secrecy, and user anonymity. Then an improved
user identity authentication protocol IUIAP is proposed.
The security of protocol IUIAP is demonstrated by secu-
rity analysis using BAN logic, a formal analysis method
proposed by Burrows, Abadi, and Needham. The per-
formance comparison and efficiency analysis with other
related protocols are carried out. The results show that
the improved protocol IUIAP can solve the security de-
fects of Srinivas et al.’s protocol and can provide vari-
ous security properties with little more computation cost,
such as resistance to stolen smart card attacks and insider
attacks, anonymous protection for users, protection for
known keys, protection for forwarding secrecy and with-
out problems of time synchronization. Therefore, the im-
proved protocol IUIAP is more secure and suitable for
multi-gateway WSNs.

Keywords: Authentication; Multiple Gateways; Wireless
Sensor Network

1 Introduction

The Internet of Things (IoT) is a huge network formed by
extending and expanding the foundation of the Internet
and combining various information sensing devices with
the Internet. The Internet of Things has a wide range of
applications, including smart homes, smart cities, public
health, electronic medical care, energy management, etc.
As an important part of the Internet of Things, wireless
sensor networks(WSNs) have become the hottest issue in

the research that combines wireless communication with
computer networks [2, 17,23,25,26].

The wireless sensor network is mainly composed of
three parts, including gateway nodes, sensor nodes and
users. The sensor nodes which are dispersedly distributed
can collect the external environment information in real
time. The gateway node is the most imperative part in
WSN, which plays the role of connecting users and sen-
sor nodes and receives and forwards the information to
sensor nodes or users [11, 15]. The information transmis-
sion between gateway nodes, sensor nodes and users is
public over an unprotected channel [13, 27]. The attack-
ers can initiate active attacks to intercept, tamper, replay
and forward the information, which causes that WSNs are
vulnerable to multiple network attacks [1]. Fortunately,
identity authentication technology has attracted exten-
sive attention and been applied in WSNs to guarantee
the security [24, 30]. However, WSNs is a flexible multi-
hop self-organizing network on account of the emergence
of sensor nodes leaving and joining and the change of sen-
sors location [21]. In addition, resources in sensor nodes
with small size and low cost are limited in computation,
storage, and communication [18]. Therefore, it is a great
challenge for researchers to propose a secure and efficient
identity authentication protocol for multi-gateway WSNs
to solve security problems of WSNs.

In 2009, Das et al. [5] proposed an efficient smart card-
based password authentication protocol in wireless sensor
networks for the first time, which provided basic guaran-
tee for users to access real-time data in the sensor sub-
system. Das et al. believed that their proposed proto-
col avoided many login users with the same login ID and
stolen verifier attacks. In addition to denial of service at-
tacks and node attacks, the proposed protocol could also
resist other attacks in WSN.

In 2010, He et al. [9] and Nyang and Lee et al. [19]
showed that Das’s protocol was vulnerable to internal at-
tacks and user impersonation attacks and failed to provide



International Journal of Network Security, Vol.24, No.4, PP.713-726, July 2022 (DOI: 10.6633/IJNS.202207 24(4).14) 714

anonymous protection. They proposed an enhanced two-
factor user identity authentication scheme, which pro-
moted user anonymity, prevented internal attacks and
provided users with password change services. However,
their scheme did not care about mutual authentication be-
tween all communication parties. Khan and Alghathbar
et al. [14] devoted to improving Das’s protocol and pro-
posed an improved protocol that overcame the security
loopholes mentioned above, including providing mutual
authentication between all parties. Furthermore, Chen et
al. [4] improved the confidentiality of the Das’s protocol to
ensure that legitimate users could use WSN in an insecure
environment. But Yeh et al. [29] found that the improved
method of Chen et al. provided a safe way to update
users’ passwords but was vulnerable to internal attacks.
Meanwhile, Yeh et al. proposed a new user authentica-
tion protocol for WSN using smart cards and elliptic curve
cryptography to avoid the security vulnerabilities of the
Das et al.’s protocol. However, this solution did not resist
internal attacks and provide user anonymity [24].

In 2013, Xue et al. [28] proposed a lightweight time
credential-based mutual authentication and key agree-
ment scheme, which was suitable for resource-constrained
wireless sensor network environments, allowing legitimate
users to access sensor data in any specific sensor nodes.
Later, a lot of improvement schemes (see [8,10,12,16,22])
over Xue et al.’s scheme had been presented. Among
them, Turkanovic et al. [22] used the concept of IoT in
2014 to propose a lightweight user authentication pro-
tocol based on hash function for heterogeneous Ad Hoc
WSN. Farash et al. [7] pointed out some security weak-
nesses in the protocol of Turkanovic et al. and extended
it to enhance its security.

In 2016, Amin et al. [1] found that Farash et al.’s
scheme had some problems, including known session-
specific temporary information attacks, offline password
guessing attacks using stolen smart cards, attacks from
the new smartcards, and user impersonation attacks. In
addition, Farash et al.’s scheme could not achieve user
anonymity and the key of the gateway node was also in-
secure. At the same time, Amin et al. proposed an effi-
cient and powerful smart card-based user authentication
and session key agreement protocol, which not only over-
came the weakness of Farash et al.’s protocol, but also
retained other security properties. However, Srinivas et
al. [20] found that Amin et al.’s scheme did not resist
many attacks like leakage of sensors secret keys and sys-
tem key, server spoofing attack, user impersonation at-
tack and stolen smartcard attack. In order to solve these
vulnerabilities, Srinivas et al. proposed a novel authenti-
cation and key agreement scheme for WSN.

In this paper, some weaknesses of Srinivas et al.’s
scheme are further presented, such as attacks on smart
cards, problems in clock synchronization, the lack of re-
sistance to known attacks. In addition, Srinivas et al.’s
scheme was also vulnerable to node capture attacks and
failed to achieve user anonymity. Then an improved user
identity authentication protocol IUIAP is proposed based

on elliptic curve cryptosystem for multi-gateway WSN.
The security of this new protocol is proved using BAN
logic [3, 6]. Meanwhile, the performance comparison and
efficiency analysis are carried out. The performance anal-
ysis proves that the improved protocol IUIAP is suitable
for WSN with higher security and little more computation
cost.

2 Review of Srinivas et al.’s
Scheme

In this section, Srinivas et al.’s scheme is reviewed briefly.
Srinivas et al.’s scheme consists of six phases: the system
setup phase, the registration phase (sensor node registra-
tion phase and user registration phase), the system envi-
ronment phase, the login, authentication and key agree-
ment phase, the dynamic node addition phase and the
password change phase. All the notations used in this
paper are listed in Table 1.

Table 1: All the notations used in this paper

Symbols Quantity

Ui ith remote user
SNi jth sensor node

GWN gateway node (base station) in WSNs
SC smartcard of user Ui

IDi identity of user Ui

IDj identity of sensor node SNj

ri, rj , rh, rf specific magnetization secret nonces
used by Ui, SNj , HGWN and FGWN
respectively

XH
GWN master secret key of HGWN

XF
GWN master secret key of FGWN
PWi password of user Ui

SK session key shared between Ui and SNi

A||B concatenation of data A with date B
A⊕B exclusive-OR of data A with date B

h(·) secure collison-free cryptographic one-
way hash function

2.1 System Setup Phase

System setup phase is carried out via the system adminis-
trator (SA), which is in an off-line mode. First of all, SA
form the identities IDj for each node. Second, SA chooses
a random number that all gateway nodes are know it and
computes Pj = h(IDj ⊕ Sran)(i < j < m), SA store
{IDj , Pj} into the sensor node. Then the sensor node is
deployed over a target region.

2.2 Registration Phase

Sensor node registration phase:
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(R1). SNj send < IDj , Tr,Mj > to the gateway
node, which Mj = h(IDj ||Pj ||Tr) (Tr is the reg-
istration time);

(R2). HGWN computes Pj = h(IDj⊕Sran), checks
it that whether Mj = h(IDj ||Pj ||Tr) or not. If
confirmed equal, HGWN sends this massage to
SNj , and stores {IDj , Tr}.

(R3). SNj saves Tr.

User registration phase

(R1). Ui chooses IDi and PWi. Then Ui gener-
ates a random number u. Ui computes DIDi =
h(IDi||u) and RPWi = h(PWi||u||IDi), and
gives < DIDi, RPWi > to HGWN.

(R2). HGWN checks DIDi whether it is registered
or not. If it is not registered, HGWN chooses
a random number TIDi, computes Ki =
h(DIDi||TIDi||XH

GWN ) and Yi = Ki ⊕ RPWi,
where XH

GWN is the secret key of HGWN.

(R3). HGWN stores {TIDi, DIDi} in the database,
and writes {Yi, T IDi, h(·)} to the smart card
SCi. Then HGWN issues SCi to Ui.

(R4). Ui inputs the biometric key Bi and computes
Ci = u ⊕ H(Bi) and Vi = h(IDi ⊕ PWi ⊕ u).
Ui stores Ci and Vi into SCi.

2.3 Login Phase

(L1). Ui inputs IDi, PWi and Bi, computes u = SCi ⊕
H(Bi) and compares and calculates whether h(IDi⊕
PWi ⊕ u) is equal to Vi in the smart card. If equal,
calculate Ki = Yi ⊕ h(PWi||u||IDi).

(L2). SCi inquires for sensor identity and HGWN sends
the available sensor’s identity IDj to Ui.

(L3). SCi selects a random number ri and computes
DIDi = h(IDi||u), D1 = h(Ki||DIDi||IDj) and
D2 = h(DIDi||ri||TIDi||Ki||T1||IDj). T1 is the cur-
rent timestamp.

(L4). Ui sends the login message M1 =<
TIDi, IDj , D1, D2, T1 > to HGWN.

2.4 Authentication Phase

Case 1.

(A1). HGWN receives the login message M1 =<
TIDi, IDj , D1, D2, T1 >, and checks the valid-
ity of T2. If verification is through, HGWN
used an alias to identify TIDi and extracted
DIDi from its database. HGWN com-
putes K ′

i = h(DIDi||TIDi||XH
GWN ) and ob-

tains ri = D1 ⊕ h(Ki||DIDi||IDj). Then
HGWN verifies whether D′

2 is equal to
h(DIDi||ri||TIDi||Ki||T1||IDj) or not.

(A2). HGWN generates a random num-
ber rh, computes Pj = h(IDj ⊕ Sran),
D3 = h(Pj ||T2||Tr||IDj ||TIDj) ⊕ rh,
D4 = ri ⊕ h(Pj ||TIDi||rh||T2),D5 =
DIDi ⊕ h(Pj ||ri||rh||T2), D6 =
h(IDSNj ||ri||DIDi||rh||T2), HGWN sends
M2 =< TIDi, D3, D4, D5, D6, T2 > to SNj .

(A3). SNj checks the validity of T3. If
the validation is valid, SNj computes
r′h = h(Pj ||T2||Tr||IDj ||TIDi) ⊕ D3,
r′i = D4 ⊕ h(Pj ||TIDi||rh||T2), DID′

i = D5 ⊕
h(Pj ||ri||rh||T2), Then SNj verifies whether D6

is equal to h(IDj ||ri||DIDi||Pj ||rh||T2) or not.
If the verification does not hold, the connection
is aborted.

(A4). SNj generates a random number rj , com-
putes D7 = rj ⊕ h(Pj ||rj ||T3), D8 =
h(Pj ||rj ||T2||rh||TIDi||ri||T3||Tr), SNj sends
M3 =< D7, D8, T3 > to HGWN.

(A5). HGWN checks T4. If the verification
is through, HGWN computes r′i = D7 ⊕
h(Pj ||rh||T3). Then HGWN verifies whether
D8 is equal to h(Pj ||r′j ||T2||rh||TIDi||ri||T3||Tr)
or not. If the verification does not
hold, the connection is aborted. Or
HGWN computes D9 = rh ⊕ h(Ki||DIDi||ri),
D10 = ri ⊕ h(Ki||rh||DIDi||ri), D11 =
h(Ki||DIDi||ri||T1||Th||T4||ri). Then HGWN
sends M4 =< D9, D10, D11, T4 > to Ui.

(A6). Ui checks T5. If the validation is valid, Ui

computes rh = D9 ⊕ h(Ki||DIDi||ri), rj =
D10 ⊕ h(Ki||rh||DIDi||ri) and verifies whether
D11 is equal to h(Ki||DIDi||ri||T1||Th||T4||ri)
or not. If they are equal, Ui computes the ses-
sion key SK = h(DIDi||ri||rj ||rh||IDj).

Case 2. On verifying the identity of the sensor node,
if this verification failed, HGWN sends a broadcast
message < IDj , T IDj , IDh, L1, TH > to the rest of
the gateway nodes.

(A7). FGWN receives the message <
IDj , T IDj , IDh, L1, TH >, and verifies
the success of T ′

H . If this verification
succeeds, FGWN verifies whether L1 is
equal to h(IDj ||TIDi||IDh||Sran||TH)
or not. If it is equally, FGWN cal-
culates KF

i = h(TIDi||XF
GWN ),A1 =

h(TIDi||Sran||IDf ) ⊕ KF
i , L2 =

h(TIDi||IDf ||KF
i ||IDj ||TF ). FGWN sends the

message M5 =< A1, IDf , L2, T IDi, TF > to
HGWN.

(A8). HGWN receives the message M5 =<
A1, IDf , L2, T IDi, TF >, and checks
the validity of Tu. If the verifi-
cation is passed, calculates KF

i =
A1 ⊕ h(TIDi||Sran||IDf ), and verifies whether
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L2 is equal to h(TIDi||IDf ||KF
i ||IDj ||TF )

or not. If it is equally, HGWN com-
putes Ki = h(DIDi||TIDi||XH

GWN ),
A2 = KF

i ⊕ h(Ki||IDf ), L3 =
h(Ki||KF

i ||IDj ||IDf ||Tu). Then sends the
message M6 =< A2, L3, IDf , Tu > to Ui.

(A9). Ui checks the T2, computes KF
i = A2 ⊕

h(Ki||IDf ), and verifies whether L3 is equal to
h(Ki||KF

i ||IDj ||IDf ||Tu) or not. If it is equally,
Ui computes A3 = h(KF

i ||TIDi||IDj) ⊕ ri,
L4 = h(TIDi||ri||KF

i ||T2||IDj). Then Ui sends
the message M7 =< TIDi||IDj ||A3||L4||T2 >
to FGWN.

(A10). FGWN checks the freshness of T3.
If the verification is though, FGWN
computes KF

i = h(TIDi||XF
GWN )

and ri = A3 ⊕ h(KF
i ||TIDi||IDj).

FGWN verifies whether L4 is equal to
h(TIDi||ri||KF

i ||T2||IDj) or not. If it is
equally, FGWN is produced a random num-
ber rf , computes Pj = h(IDj ⊕ Sran),
A4 = h(Pj ||T3||Tr||IDj ||TIDi) ⊕ rf ,
A5 = ri ⊕ h(Pj ||TIDi||rf ||T3) and
L5 = h(IDj ||ri||TIDi||Tr||Pj ||rf ||T3).
Then FGWN sends the message M8 =<
TIDi, A4, A5, L5, T3 > to SNj .

(A11). SNj checks the timestamp T4. If
the verification passed, SNj computes
rf = A4 ⊕ h(Pj ||T3||Tr||IDj ||TIDi), ri =
A5 ⊕ h(Pj ||TIDi||rf ||T3), and verifies whether
L5 is equal to h(IDj ||ri||TIDi||Tr||Pj ||rf ||T3)
or not. If the verification holds, SNj

is produced a random number rj and
computes A6 = rj ⊕ h(Pj ||rf ||T4),
L6 = h(Pj ||rj ||T3||rf ||TIDi||ri||T4||Tr). Then
SNjsends the message M9 =< A6, L6, T4 > to
FGWN.

(A12). FGWN checks the timestamp T5, If the
verification passed, FGWN computes rj =
A6 ⊕ h(Pj ||rf ||T4), and verifies whether L6

is equal to h(Pj ||rj ||T3||rf ||TIDi||ri||T4||Tr)
or not. If the verification holds, FGWN
calculates A7 = rf ⊕ h(KF

i ||TIDi||ri),
A8 = rj ⊕ h(KF

i ||rf ||TIDi||ri), and L7 =
h(KF

i ||TIDi||rj ||T2||rf ||T5||ri). Then FGWN
sends the message M10 =< A7, A8, L7, T5 > to
Ui.

(A13). Ui checks T6. If the verification is though,
Ui extracts rf = A7 ⊕ h(KF

i ||TIDi||ri), rj =
A8 ⊕ h(KF

i ||rf ||TIDi||ri), and verifies whether
L7 is equal to h(KF

i ||TIDi||rj ||T2||rf ||T5||ri) or
not. If it is equally, it is confirmed that the
sensor node is authentic.

(A14). After successful mutual authentication,
the related entities in the system con-
struct a public secret session key SK =
h(TIDi||ri||rj ||rf ||IDj).

3 Functional and Security Flaws
on Srinivas et al.’s Scheme

3.1 Smart Card Loss Attack 1

It assumed that the attacker A obtains the biometric
Bi and secret key {TIDi, Ci, Vi, h(·), Yi} from the smart
card. Therefore, A may achieve identity of Ui and pass-
word as follows:

Step 1. A surmises that the identity ID∗
i and the pass-

word PW ∗
i of Ui.

Step 2. A computes u = Ci⊕H(Bi) and V ∗
i = h(ID∗

i ⊕
PW ∗

i ⊕ u), Ci achieves from the smart card.

Step 3. A tests and verifies whether V ∗
i is equal to Vi

or not. If they are equally, the guess is correct. Or
returns to Step 1.

3.2 Smart Card Loss Attack 2

Step 1. A selects a pair of (ID∗
i , PW ∗

i ).

Step 2. A calculates K∗
i = Yi ⊕ h(PW ∗

i ||u||ID∗
i ),

u = Ci ⊕ H(Bi), DIDi = h(IDi||u), D∗
2 =

h(DID∗
i ||r∗i ||TIDi||K∗

i ||T1||IDj),

Step 3. A tests and verifies whether D∗
2 is equal to D2

or not. If they are equally, the guess is correct. Or
returns to Step 1.

3.3 User Anonymity

User anonymity points that the attack A should be no
ability to detect the IDi of the user by login messages and
authentication messages. Srinivas et al.’s scheme claimed
that the use of pseudoidentity provides user anonymity.
But it is not true.When Ui want to access the sensor date,
Ui sends the message M1 =< TIDi, IDj , D1, D2, T1 >
to HGWN. On receiving the login message M1 =<
TIDi, IDj , D1, D2, T1 >, HGWN contracts the login mes-
sage M2 =< TIDi, D3, D4, D5, D6, T2 > to the sensor
nodes. TIDi is a random number and it is a pseudoiden-
tity, and the attacker A can track it to obtain the identity
of the user. Therefore, Srinivas et al.’s scheme cannot pro-
vide un-traceability.

3.4 Node Capture Attack

The biggest threat to the network is the node capture at-
tack. In the node capture attack, the sensor nodes are
physically captured, the useful secret information in the
nodes is extracted, their programs are modified, and ma-
licious nodes may be used to replace them. By capturing
the node, the attacker can obtain the key data in the node
storage space, and as the number of captured nodes in-
creases, the attacker will obtain more and more keys until
all communication keys are captured. The key system will
completely lose security. Srinivas et al.’s scheme supposed
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that the attacker A can damage all secrets of the captured
sensor nodes and asserted that it is impossible for an at-
tacker to obtain three key parameters at a time from the
communication information. However, Once the attacker
captures the sensor node, he can obtain and calculate the
session key. So Srinivas et al.’s scheme is not safe.

Step 1. In the mth protocol operation, the messages
{TIDi, D3, D4, D5, D6, T2} sent by HGWN to Sj are
intercepted, and the messages {D7, D8, T3} sent by
Sj to HGWN.

Step 2. The attacker picked up the secret parameter Pj

and the registration time Tr.

Step 3. The attacker computes rh =
h(Pj ||T2||Tr||IDj ||TIDi) ⊕ D3, ri =
h(Pj ||T2||rh||TIDi)⊕D4, DIDi = h(Pj ||ri||rh||T2)⊕
D5, ri = h(Pj ||rh||T3).

Step 4. The attacker computes the session key SK =
h(DIDi||ri||rj ||rh||IDj).

3.5 No Clock Synchronization

The protocol is not affected by clock synchronization and
time delay. That is, the server and client do not need
to synchronize their clocks with all input devices. In
a wireless sensor network, the communication between
users and the GWN can be carried out through wired or
wireless channels, and the GWN can communicate with
sensor nodes through wireless channels. Therefore, the
clock synchronization of these three parties is a big chal-
lenge for itself. The plan of Srinivas et al. uses random
numbers and time stamp mechanisms, and their scheme
may encounter clock asynchronous problems.

3.6 Resistance to Known Attack (Insider
Attack)

In registration phase, suppose A can get the user’s pass-
word and biometrics and send the information to the
HGWN, the scheme will suffer an insider attack.

Step 1. Picks a pair of (ID∗
i , PW ∗

i ) form the dictionary
space.

Step 2. Computes RPW ∗
i = h(PW ∗

i ||u||ID∗
i ) and u =

Ci ⊕H(Bi).

Step 3. Compares whether RPW ∗
i = RPWi holds.

Step 4. Repeats Steps 1 ∼ 3 until find the correct pair
of (ID∗

i , PW ∗
i ).

4 Improved Protocol IUIAP

Improved protocol IUIAP is divided into five phases: sys-
tem setup phase, registration, login, authentication and
password change phase. All the new notations used in the
improved protocol IUIAP are listed in the Table 2.

Table 2: All the new notations used in the improved pro-
tocol IUIAP

Symbols Quantity

Sj jth sensor node
IDg identity of foreign gateway node HGWN
IDf identity of foreign gateway node FGWN
f(·) Adecoding function
F (·) A fuzzy commitment scheme

4.1 System Setup Phase

First, system administrator (SA) selects a subset of the
elliptic curve E(Fp), and chooses a point on the elliptic
curve as the base point P . SA selects an identityIDj for
each sensor node Sj , and chooses the identity IDg and the
secret key Kgwn for HGWN, and computes K = Kgwn ·P ,
where K is a public key of HGWN. Then SA stores the
message < IDg,Kgwn > into HGWN.

4.2 Registration Phase

The registration phase is divided into two phases. One is
sensor node registration phase. Another is user registra-
tion phase.

1) Sensor node registration phase

In this phase, Sj sends the IDj as the identity to
HGWN by an open channel. On receiving the mes-
sage, HGWN computes Kg = h(IDj ||Kgwn). Fur-
ther, HGWN stores the message < IDj ,Kg >.

2) User registration phase

Step 1. User Ui chooses an identity IDi, password
PWi, and inputs the biometric information Bi

and generates a random number a. Then user
computes RPWi = h(PWi||a). Ui submits the
registration quest message {IDi, RPWi, Bi} to
HGWN.

Step 2. When receiving the registration request,
HGWN generates a random number b, and
computes F (b, Bi) = (α, β), α = h(b),
and β = Bi ⊕ b. Then HGWN com-
putes A = h(IDi||RPWi||b) mod l, B =
h(IDi||Kgwn||Kg) ⊕ h(RPWi||b). where l is
an integer between 24 and 28 as the pa-
rameter of fuzzy verifier. HGWN stores
the {IDi, b, honey list} into its database, and
honey list is supposed to count the num-
ber of failing in user login phase and it is
initialized to NULL. Then HGWN stores <
α, β,A,B,K, l, f(·), RPWi > into the smart
card and sends it to Ui.
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4.3 Login Phase

Step 1. Ui inputs the information {IDi, PWi, B
′
i}. Then

the smart card computes b′ = f(B′
i ⊕ β) = f(b ⊕

(Bi ⊕ B′
i)) and verifies α

?
=h(b′). If they are equal,

the session will continue.

Step 2. The smart card computes A′ =
h(IDi||RPWi||b′) mod l and verifies whether A′

is equal to A. If the verification is failed, the session
will be over. Or the smart card generates two random
numbers c and ri, computes K1 = cP , K2 = cK,
where c multiply the horizontal and vertical coor-
dinates of P and K. M1 = h(IDi||Kgwn||Kg) =
B ⊕ h(RPWi||b′), DIDi = h(K1||K2) ⊕ IDi,
M2 = M1 ⊕ ri, M3 = IDj ⊕ h(IDi||K2),
M4 = h(M1||K1||K2||M2||IDj ||ri).

Step 3. Ui sends < M2,M3,M4, DIDi,K1 > into
HGWN.

4.4 Authentication Phase

When HGWN receives login request message, it checks
whether IDj is in the database. If IDj is in the database,
Case 1 will be done.

Case 1.

(A1). HGWN computes K ′
2 = KgwnK1 = cKgwnP ,

ID′
i = h(K1||K ′

2) ⊕ DIDi and checks whether
ID′

i in the database. HGWN find honey list by
ID′

i. If honey list ≥ the preset value, HGWN
will rejects the request and sets honey list =
honey list + 1. Once passed the inspection,
HGWN calculates M ′

1 = h(ID′
i||Kgwn), ID

′
j =

M3 ⊕ h(ID′
i||K ′

2), r′i = M2 ⊕ M ′
1, M ′

4 =
h(M ′

1||K1||K ′
2||M2||ID′

j ||r′i) and checks whether
M ′

4 is equal to M4. The session is rejected
by HGWN if they are not equal and updates
honey list = honey list+1. Otherwise, HGWN
authenticates the user Ui. HGWN generates
a random number rg and computes K ′

g =
h(ID′

j ||Kgwn), M5 = h(K ′
g||rg) ⊕ ID′

i, M6 =
rg ⊕ K ′

g, M7 = h(K ′
g||ID′

j ||ID′
i||rg). HGWN

sends the message < M5,M6,M7,K1,K
′
g > to

Sj .

(A2). Sj receives the message and computes ID′′
i =

M5 ⊕ h(K ′
g||rg), rg = M6 ⊕ K ′

g, M ′
7 =

h(K ′
g||ID′

j ||ID′′
i ||rg). Then Sj checks whether

M ′
7 is equal to M7. If the verification does not

hold, the connection is aborted. Otherwise, Sj

generates random numbers rj and m. Then Sj

computes K3 = mP , Kj = mK1, M8 = rj ⊕
h(K ′

g||Kj), M9 = h(K ′
g||Kj ||rj ||ID′′

i ||ID′
j ||K3),

SKj = h(ID′′
i ||Kj ||K3||K1||ID′

j). Then, Sj

sends the message < M8,M9,K3,K1 > to
HGWN.

(A3). HGWN receives the message from Sj and
computes K ′

j = mK1 = mcP , rj = M8 ⊕
h(K ′

g||K ′
j), M

′
9 = h(K ′

g||K ′
j ||rj ||ID′′

i ||ID′
j ||K3).

Then HGWN verifies whether M ′
9 is equal

to M9. The session is rejected if they
are not equal. Otherwise, HGWN calcu-
lates M10 = h(Kgwn||K3) ⊕ rg, M11 =
h(ID′′

i ||K ′
j ||K3||K1||SKj). HGWN sends <

M10,M11 > to Ui.

(A4). When receiving message from HGWN, Ui cal-
culates M ′

11 = h(IDi||K ′
j ||K3||K1||SKj). Then

Ui Checks whether M ′
11 is equal to M11. If

the verification does not hold, the connection
is aborted. Otherwise, it is confirmed that
the sensor node is authentic. On the success
of mutual authentication, session-key SKi =
h(IDi||K ′

j ||K3||K1||IDj) is constricted by in-
volved entities in the system.

Case 2.

(S1). HGWN computes K ′
2 = KgwnK1 = cKgwnP ,

ID′
i = h(K1||K ′

2) ⊕ DIDi and checks whether
ID′

i in the database. HGWN find honey list by
ID′

i. If honey list ≥ The preset value, HGWN
will rejects the request and sets honey list =
honey list + 1. Once passed the inspection,
HGWN calculates M ′

1 = h(ID′
i||Kgwn), ID

′
j =

M3 ⊕ h(ID′
i||K ′

2), r′i = M2 ⊕ M ′
1, M ′

4 =
h(M ′

1||K1||K ′
2||M2||ID′

j ||r′i) and checks whether
M ′

4 is equal to M4. The session is rejected
by HGWN if they are not equal and updates
honey list = honey list + 1. Then HGWN
broadcasts V1 =< ID′

i, ID
′
j , IDf ,Kgwn > to

other foreign gateway nodes, where IDf is
the identity of FGWN. If a gateway node
FGWN searches ID′

j in its database, it gener-
ates a random number x, and computes L0 =
h(ID′

i||Kf
gwn), L1 = h(IDf ||Kgwn), L2 =

x⊕h(L0||L1), L3 = h(ID′
i||ID′

j ||L0||L1||L2||x),
where Kf

gwn is the secret key of FGWN. Then
FGWN sends V2 =< L3,Kgwn, L1, L2, L0 > to
HGWN.

(S2). HGWN generates a random number rg∗, cal-
culates x = L2⊕h(L0||L1), checks whether L3 is
equal to h(ID′

i||ID′
j ||L0||L1||L2||x). Then com-

putes L4 = ID′
i⊕h(ID′

j ||rg∗), L5 = rg∗⊕Kgwn,
L6 = h(Kgwn||rg ∗ ||ID′

i||ID′
j ||IDf ). HGWN

sends the message V3 =< L6, L5, L4, L1, L0 >
to Ui.

(S3). Ui computes ID′′
i = L4 ⊕ h(ID′

j ||rg∗), rg∗ =
L5 ⊕ Kgwn, and verifies whether L6 is equal
to h(Kgwn||rg ∗ ||ID′′

i ||ID′
j ||IDf ). If veri-

fication holds, Ui selects a random number
r∗i , and computes L7 = L1 ⊕ r∗i , L8 =
h(ID′′

i ||r∗i ||IDf ). Then Ui sends the message
V4 =< L1, L7, L8, L0 > to FGWN.
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(S4). FGWN computes r∗i = L1 ⊕ L7, and ver-
ifies whether L8 is equal to h(ID′′

i ||r∗i ||IDf ).
If the verification succeeds, FGWN generates
a random number rf and computes L9 =
L0 ⊕ rf , L10 = h(rf ||Kf

gwn||ID′′
i ) ⊕ r∗i , L11 =

h(r∗i ||rf ||ID′
j ||L0). FGWN sends the message

V5 =< L11, L10, L9 > to Sj .

(S5). Sj computes rf = L0 ⊕ L9, r∗i =
h(rf ||Kf

gwn||ID′′
i )⊕L10, and checks whether L11

is equal to h(r∗i ||rf ||ID′
j ||L0). If the verifica-

tion holds, Sj products r∗j , computes SK∗
j =

h(r∗i ||rf ||r∗j ||ID′
j ||ID′′

i ), L12 = r∗j⊕h(r∗i ), L13 =
h(ID′′

i ||ID′
j ||L0||SK∗

j ). Then Sj sends the mes-
sage V6 =< L12, L13, SK

∗
j , rf , r

∗
i > to FGWN.

(S6). FGWN computes r∗j = L12 ⊕ h(r∗i ), SK
∗
j =

h(r∗i ||rf ||r∗j ||ID′
j ||ID′′

i ), and checks whether L13

is equal to h(ID′′
i ||ID′

j ||L0||SK∗
j ). If the verifi-

cation corrects, FGWN computes L14 = rf⊕r∗j ,
L15 = h(L1||ID′′

i ||SK∗
j ||rf ). Then FGWN

sends the message V7 =< L12, L14, L15, r
∗
i , r

∗
j >

to Ui.

(S7). Ui computes rf = r∗j ⊕ L14, r∗j = L12 ⊕
h(r∗i ), and checks whether L15 is equal to
h(L1||ID′′

i ||SK∗
j ||rf ). If it is true, it is con-

firmed that the sensor node is authentic. The
session key SK∗

i = h(r∗i ||rf ||r∗j ||ID′
j ||ID′′

i ) is
constructed by involved entities in the system.

4.5 Password Change Phase

Ui inputs {IDi, PWi, B
′
i} on a special device. Then smart

card computes b′ = f(B′
i ⊕ β) = f(b ⊕ (Bi ⊕ B′

i)) and
checks whether α is equal to h(b′). If they are equal,
the session will continue. The smart card computes A′ =
h(IDi||RPWi||b′) mod l and verifies whether A′ is equal
to A. If the verification is failed, the session will be over.
Otherwise, a new password PW ∗

i is allowed to be input.
The smart card calculates RPW ∗

i = h(PW ∗
i ||a),A∗ =

h(IDi||RPWi||b′) mod l and B∗ = B′
i ⊕ h(RPWi ⊕ b′)⊕

h(RPW ∗
i ⊕b′). Finally, the smart card replaces the stored

parameters A and B with A∗ and B∗.

5 Analysis of Security Properties

5.1 Authentication Proof Using the BAN
Logic

According to the analytic procedures of the BAN logic,
the proposed protocol IUIAP should satisfy the following
goals:

Goal 1: HGWN |≡ HGWN
SK←→ Ui

Goal 2: HGWN |≡ Ui |≡ HGWN
SK←→ Ui

Goal 3: Ui |≡ Ui
SK←→ HGWN

Goal 4: Ui |≡ HGWN |≡ Ui
SK←→ HGWN

Goal 5: HGWN |≡ HGWN
SK←→ Sj

Goal 6: HGWN |≡ Sj |≡ HGWN
SK←→ Sj

Goal 7: Sj |≡ Sj
SK←→ HGWN

Goal 8: Sj |≡ HGWN |≡ HGWN
SK←→ Sj

Goal 9: HGWN |≡ HGWN
Kf

gwn←→ FGWN

Goal 10: HGWN |≡ FGWN |≡ HGWN
Kf

gwn←→ FGWN

Goal 11: FGWN |≡ FGWN
Kgwn←→ HGWN

Goal 12: FGWN |≡ HGWN |≡ FGWN
Kgwn←→ HGWN

Goal 13: Sj |≡ Sj
SK←→ FGWN

Goal 14: Sj |≡ FGWN |≡ Sj
SK←→ FGWN

Goal 15: FGWN |≡ FGWN
SK←→ Sj

Goal 16: FGWN |≡ Sj |≡ FGWN
SK←→ Sj

Goal 17: Ui |≡ Ui
SK←→ FGWN

Goal 18: Ui |≡ FGWN |≡ Ui
SK←→ FGWN

Goal 19: FGWN |≡ FGWN
SK←→ Ui

Goal 20: FGWN |≡ Ui |≡ FGWN
SK←→ Ui

Idealized form the arrangement of proposed scheme to
idealized form is as follows:

Message 1: Ui → HGWN : {M2, M3, M4, DIDi,
IDj , K1}: {<ri>h(IDi||Kgwn), <IDj >h(IDi||K2),
<IDj ||ri>h(K1||K2), DIDi, IDj , cP}

Message 2: HGWN → Sj : {M5,M6,M7,K1,K
′
g}: {<

ID′
j >h(K1||K2), < rg >K′

g
, < ID′

i||ID′
j >rg,K′

g
, cP,<

ID′
j >Kgwn}

Message 3: Sj → HGWN : {M8,M9,K3,K1}: {<
rj >h(K′

g||Kj), < ID′
i||ID′

j >K′
g,Kj ,K3,rj ,mP, cP}

Message 4: HGWN → Ui : {M10,M11}: {< rg >h(K3||Kgwn),
< ID′

i >K′
j ,K3,K1,SKj

}

Message 5: HGWN → FGWN : {ID′
i, ID′

j , IDf ,
Kgwn}

Message 6: FGWN → HGWN : {L3,Kgwn, L1, L2,
L0}: {< ID′

i||Kf
gwn >h(IDf ||Kgwn), Kgwn, <

Kgwn >IDf
, < x >h(L0||L1), < Kf

gwn >ID′
i
}

Message 7: HGWN → Ui : {L6, L5, L4, L1, L0}:
{< ID′

i >h(ID′
j ||r∗g), < r∗g >Kgwn

, <

ID′
i||ID′

j ||IDf >r∗g ,Kgwn
, < Kgwn >IDf

, <

Kf
gwn >ID′

i
}
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Message 8: Ui → FGWN : {L1, L7, L8, L0}:
{< Kgwn >IDf

, < r∗i >h(IDf ||Kgwn), < ID′
i||IDf >r∗i

, < Kf
gwn >ID′

i
}

Message 9: FGWN → Sj : {L11, L10, L9}: {ID′
i, <

rf >h(ID′
i||K

f
gwn)

, < r∗i >h(rf ||Kf
gwn||ID′

i)
, <

ID′
j >h(ID′

i||K
f
gwn),r

∗
i ,rf
}

Message 10: Sj → FGWN : {L12, L13, SK
∗
j , rf , r

∗
i }:

{< r∗j >h(r∗i )
, < ID′

i||ID′
j >h(ID′

j ||K
f
gwn),SK∗

j

, SK∗
j , rf , r

∗
i }

Message 11: FGWN → Ui : {L12, L14, L15, r
∗
i , r

∗
j }: {<

r∗j >h(r∗i )
, < rf >r∗j

, < ID′
i >SK∗

j ,rf ,h(IDf ||Kgwn)

, r∗i , r
∗
j }

The following premised can be given to prove the se-
curity of proposed protocol:

Q1: Ui |≡ #(ri, rg, rj , rf )

Q2: HGWN |≡ #(ri, rg, rj)

Q3: FGWN |≡ #(ri, rj , rf )

Q4: Sj |≡ #(ri, rg, rj , rf )

Q5: Ui |≡ Ui
K2←→ HGWN

Q6: HGWN |≡ HGWN
K′

g←→ Sj

Q7: Sj |≡ Sj
Kj←→ HGWN

Q8: HGWN |≡ HGWN
K3←→ Ui

Q9: HGWN |≡ HGWN
K2←→ FGWN

Q10: FGWN |≡ FGWN
L3←→ HGWN

Q11: HGWN |≡ HGWN
r∗g←→ Ui

Q12: Ui |≡ Ui
r∗i←→ FGWN

Q13: FGWN |≡ FGWN
rf←→ Sj

Q14: Sj |≡ FGWN
r∗j←→ Sj

Q15: FGWN |≡ FGWN
rf←→ Ui

P1: Ui |≡ HGWN ⇒ rg, r
∗
g

P2: Ui |≡ FGWN ⇒ rf

P3: Sj |≡ HGWN ⇒ rg, r
∗
g

P4: Sj |≡ FGWN ⇒ rf

P5: HGWN |≡ Ui ⇒ ri, r
∗
i

P6: HGWN |≡ Sj ⇒ rj , r
∗
j

P7: HGWN |≡ FGWN ⇒ Kf
gwn

P8: FGWN |≡ Sj ⇒ rj , r
∗
j

P9: FGWN |≡ HGWN ⇒ Kgwn

P10: FGWN |≡ Ui ⇒ ri, r
∗
i

The improved protocol IUIAP can be proved to
achieve the secure goals using BAN logic rules.

Message 1:

D1: HGWN ◁ {< ri >h(IDi||Kgwn), < IDj >h(IDi||K2), <
IDj ||ri >h(K1||K2), DIDi, IDj , cP}

D2: According to D1 and Q5, D2 can be got:

HGWN | ≡ Ui| ∼ {< ri >h(IDi||Kgwn)

, < IDj >h(IDi||K2), < IDj ||ri >h(K1||K2)

, DIDi, IDj , cP}

D3: According to D2 and Q1, freshness conjuncatenation
rule and nonce verification rule, D3 can be got:

HGWN | ≡ Ui | ≡ {< ri >h(IDi||Kgwn)

, < IDj >h(IDi||K2), < IDj ||ri >h(K1||K2)

, DIDi, IDj , cP}

D4: According to D3, P5, Q8 and jurisdiction rule, D4
can be got:

HGWN |≡ {< ri >h(IDi||Kgwn), < IDj >h(IDi||K2)

, < IDj ||ri >h(K1||K2), DIDi, IDj , cP}

D5: According to D3 and session key rule, D5 can be got:

HGWN |≡ HGWN
SK←→ Ui (Goal 1)

D6: Using D5 and P5, D6 can be got:

HGWN |≡ Ui |≡ HGWN
SK←→ Ui (Goal 2)

Message 2:

D7: Sj ◁ {< ID′
j >h(K1||K2), < rg >K′

g
, <

ID′
i||ID′

j >rg,K′
g
, cP,< ID′

j >Kgwn}

D8: Using Q6, D7 and message meaning rule, D8 can be
got:

Sj |≡ HGWN | ∼ {< ID′
j >h(K1||K2), < rg >K′

g
, <

ID′
i||ID′

j >rg,K′
g
, cP,< ID′

j >Kgwn
}

D9: According to Q4, D8, the freshness conjuncatenation
rule and nonce verification rule, D9 can be got:

Sj |≡ HGWN |≡ {< ID′
j >h(K1||K2), < rg >K′

g
, <

ID′
i||ID′

j >rg,K′
g
, cP,< ID′

j >Kgwn
}

D10: From D9, Q7, P3 and the jurisdiction rule, D10 can
be obtained:

Sj | ≡ {< ID′
j >h(K1||K2), < rg >K′

g
, <

ID′
i||ID′

j >rg,K′
g
, cP,< ID′

j >Kgwn
}

D11: From D9, Q4 and the session key rule, D11 can be
obtained:

Sj |≡ Sj
SK←→ HGWN (Goal 7)
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D12: From D11, Q4 and nonce verification rule, D12 can
be obtained:

Sj |≡ HGWN |≡ HGWN
SK←→ Sj (Goal 8)

Message 3:

D13: HGWN ◁ {< rj >h(K′
g||Kj), <

ID′
i||ID′

j >K′
g,Kj ,K3,rj ,mP, cP}

D14: Using Q7, D13 and the message meaning rule, D14
can be got:

HGWN | ≡ Sj | ∼ {< rj >h(K′
g||Kj), <

ID′
i||ID′

j >K′
g,Kj ,K3,rj ,mP, cP}

D15: From Q2, D14, the freshness conjuncatenation rule
and nonce verification rule, D15 can be got:

HGWN | ≡ Sj | ≡ {< rj >h(K′
g||Kj), <

ID′
i||ID′

j >K′
g,Kj ,K3,rj ,mP, cP}

D16: According to D15, P6 and the jurisdiction rule, D16
can be obtained:

HGWN | ≡ {< rj >h(K′
g||Kj), <

ID′
i||ID′

j >K′
g,Kj ,K3,rj ,mP, cP}

D17: From Q2, D15 and the session key rule, D17 can
be obtained:

HGWN |≡ HGWN
SK←→ Sj (Goal 5)

D18: From Q2, D17 and the nonce verification rule, D18
can be obtained:

HGWN |≡ Sj |≡ HGWN
SK←→ Sj (Goal 6)

Message 4:

D19: Ui ◁ {< rg >h(K3||Kgwn), < ID′
i >K′

j ,K3,K1,SKj
}

D20: From D19, Q8 and the message meaning rule, D20
can be obtained:

Ui | ≡ HGWN | ∼ {< rg >h(K3||Kgwn), <
ID′

i >K′
j ,K3,K1,SKj

}

D21: From Q1, D20, the freshness conjuncatenation rule
and nonce verification rule, D21 can be obtained:

Ui | ≡ HGWN | ≡ {< rg >h(K3||Kgwn), <
ID′

i >K′
j ,K3,K1,SKj

}

D22: According to P1, D21 and the jurisdiction rule, D22
can be obtained:

Ui |≡ {< rg >h(K3||Kgwn), < ID′
i >K′

j ,K3,K1,SKj
}

D23: According to Q1, D21 and the session key rule, D23
can be obtained:

Ui |≡ Ui
SK←→ HGWN (Goal 3)

D24: From D23, Q1 and the nonce verification rule, D24
can be obtained:

Ui |≡ HGWN |≡ Ui
SK←→ HGWN (Goal 4)

Message 5:

D25: FGWN ◁ {ID′
i, ID

′
j , IDf ,Kgwn}

D26: From D25, Q9 and the message meaning rule, D26
can be obtained:

FGWN |≡ HGWN | ∼ {ID′
i, ID

′
j , IDf ,Kgwn}

D27: From D26 and the nonce verification rule, D27 can
be obtained:

FGWN |≡ HGWN |≡ {ID′
i, ID

′
j , IDf ,Kgwn}

D28: From D27, P9 and the jurisdiction rule, D28 can
be obtained:

FGWN |≡ {ID′
i, ID

′
j , IDf ,Kgwn}

D29: According to D27, D28 and the session key rule,
D29 can be obtained:

FGWN |≡ FGWN
Kgwn←→ HGWN (Goal 11)

D30: According to D29 and the nonce verification rule,
D30 can be obtained:

FGWN |≡ HGWN |≡ FGWN
Kgwn←→ HGWN (Goal

12)

Message 6:

D31: HGWN ◁ {< ID′
i||Kf

gwn >h(IDf ||Kgwn),Kgwn, <

Kgwn >IDf
, < x >h(L0||L1), < Kf

gwn >ID′
i
}

D32: From D31, Q10 and the message meaning rule, D32
can be obtained:

HGWN |≡ FGWN | ∼ {< ID′
i||Kf

gwn >h(IDf ||Kgwn)

,Kgwn, < Kgwn >IDf
, < x >h(L0||L1), < Kf

gwn >ID′
i

}

D33: From D32 and the nonce verification rule, D33 can
be obtained:

HGWN |≡ FGWN |≡ {< ID′
i||Kf

gwn >h(IDf ||Kgwn)

,Kgwn, < Kgwn >IDf
, < x >h(L0||L1), < Kf

gwn >ID′
i

}

D34: From D33, P7 and the jurisdiction rule, D34 can be
obtained: HGWN |≡ {< ID′

i||Kf
gwn >h(IDf ||Kgwn)

,Kgwn, < Kgwn >IDf
, < x >h(L0||L1), < Kf

gwn >ID′
i

}

D35: According to D34, D33 and the session key rule,
D35 can be obtained:

HGWN |≡ HGWN
Kf

gwn←→ FGWN (Goal 9)

D36: According to D35 and the nonce verification rule,
D36 can be obtained:

HGWN |≡ FGWN |≡ HGWN
Kf

gwn←→ FGWN (Goal
10)

Message 7:

D37: Ui ◁ {< ID′
i >h(ID′

j ||r∗g), < r∗g >Kgwn
, <

ID′
i||ID′

j ||IDf >r∗g ,Kgwn
, < Kgwn >IDf

, <

Kf
gwn >ID′

i
}
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D38: From D37, Q12 and the message meaning rule, D38
can be obtained:

Ui |≡ HGWN | ∼ {< ID′
i >h(ID′

j ||r∗g), < r∗g >Kgwn

, < ID′
i||ID′

j ||IDf >r∗g ,Kgwn , < Kgwn >IDf
, <

Kf
gwn >ID′

i
}

D39: From D38, Q3, the freshness conjuncatenation rule
and nonce verification rule, D39 can be obtained:

Ui |≡ HGWN |≡ {< ID′
i >h(ID′

j ||r∗g), < r∗g >Kgwn

, < ID′
i||ID′

j ||IDf >r∗g ,Kgwn , < Kgwn >IDf
, <

Kf
gwn >ID′

i
}

D40: According to D39, P5 and the jurisdiction rule, D40
can be obtained:

Ui | ≡ {< ID′
i >h(ID′

j ||r∗g), < r∗g >Kgwn

, < ID′
i||ID′

j ||IDf >r∗g ,Kgwn
, < Kgwn >IDf

, <

Kf
gwn >ID′

i
}

D41: According to Q1, Q3, D40 and the session key rule,
D41 can be obtained:

Ui |≡ Ui
SK←→ HGWN (Goal 3)

D42: According to Q1, D41 and the nonce verification
rule, D42 can be obtained:

Ui |≡ HGWN |≡ Ui
SK←→ HGWN (Goal 4)

Message 8:

D43: FGWN ◁ {< Kgwn >IDf
, < r∗i >h(IDf ||Kgwn), <

ID′
i||IDf >r∗i

, < Kf
gwn >ID′

i
}

D44: From D43, Q15 and the message meaning rule, D44
can be obtained:

FGWN | ≡ Ui| ∼ {< Kgwn >IDf
, <

r∗i >h(IDf ||Kgwn), < ID′
i||IDf >r∗i

, < Kf
gwn >ID′

i
}

D45: From D44, Q3, the freshness conjuncatenation rule
and nonce verification rule, D45 can be obtained:

FGWN |≡ Ui |≡ {< Kgwn >IDf
, < r∗i >h(IDf ||Kgwn)

, < ID′
i||IDf >r∗i

, < Kf
gwn >ID′

i
}

D46: According to D45, P10 and the jurisdiction rule,
D46 can be obtained: FGWN |≡ {< Kgwn >IDf

, <

r∗i >h(IDf ||Kgwn), < ID′
i||IDf >r∗i

, < Kf
gwn >ID′

i
}

D47: According to Q3, D45, D46 and the session key
rule, D47 can be obtained:

FGWN |≡ FGWN
SK←→ Ui (Goal 19)

D48: According to Q3, D47 and the nonce verification
rule, D48 can be obtained:

FGWN |≡ Ui |≡ FGWN
SK←→ Ui (Goal 20)

Message 9:

D49: Sj ◁ {ID′
i, < rf >h(ID′

i||K
f
gwn)

, <

r∗i >h(rf ||Kf
gwn||ID′

i)
, < ID′

j >h(ID′
i||K

f
gwn),r

∗
i ,rf
}

D50: From D49, P10, Q6 and the message meaning rule,
D50 can be obtained:

Sj | ≡ FGWN | ∼ {ID′
i, < rf >h(ID′

i||K
f
gwn)

, <

r∗i >h(rf ||Kf
gwn||ID′

i)
, < ID′

j >h(ID′
i||K

f
gwn),r

∗
i ,rf
}

D51: From D50, Q4, the the freshness conjuncatenation
rule and nonce verification rule, D51 can be obtained:

Sj | ≡ FGWN | ≡ {ID′
i, < rf >h(ID′

i||K
f
gwn)

, <

r∗i >h(rf ||Kf
gwn||ID′

i)
, < ID′

j >h(ID′
i||K

f
gwn),r

∗
i ,rf
}

D52: From D51, P4 and the jurisdiction rule, D52 can
be obtained:

Sj | ≡ {ID′
i, < rf >h(ID′

i||K
f
gwn)

, <

r∗i >h(rf ||Kf
gwn||ID′

i)
, < ID′

j >h(ID′
i||K

f
gwn),r

∗
i ,rf
}

D53: From D52, Q4 and the session key rule, D53 can
be obtained:

Sj |≡ Sj
SK←→ FGWN (Goal 13)

D54: According D53, Q4 and nonce verification rule, D54
can be obtained:

Sj |≡ FGWN |≡ Sj
SK←→ FGWN (Goal 14)

Message 10:

D55: FGWN ◁ {< r∗j >h(r∗i )
, <

ID′
i||ID′

j >h(ID′
j ||K

f
gwn),SK∗

j
, SK∗

j , rf , r
∗
i }

D56: From D55, Q14 and the message meaning rule, D56
can be obtained:

FGWN | ≡ Sj | ∼ {< r∗j >h(r∗i )
, <

ID′
i||ID′

j >h(ID′
j ||K

f
gwn),SK∗

j
, SK∗

j , rf , r
∗
i }

D57: From D56, Q3, the freshness conjuncatenation rule
and nonce verification rule, D57 can be obtained:

FGWN | ≡ Sj | ≡ {< r∗j >h(r∗i )
, <

ID′
i||ID′

j >h(ID′
j ||K

f
gwn),SK∗

j
, SK∗

j , rf , r
∗
i }

D58: According to D57, P8 and the jurisdiction rule, D58
can be obtained:

FGWN | ≡ {< r∗j >h(r∗i )
, <

ID′
i||ID′

j >h(ID′
j ||K

f
gwn),SK∗

j
, SK∗

j , rf , r
∗
i }

D59: From Q3, D58 and the session key rule, D59 can
be obtained:

FGWN |≡ FGWN
SK←→ Sj (Goal 15)

D60: According to D59, Q3 and the nonce verification
rule, D60 can be obtained:

FGWN |≡ Sj |≡ FGWN
SK←→ Sj (Goal 16)

Message 11:

D61: Ui ◁ {< r∗j >h(r∗i )
, < rf >r∗j

, <

ID′
i >SK∗

j ,rf ,h(IDf ||Kgwn), r
∗
i , r

∗
j }
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D62: From D61, Q1 and the message meaning rule, D62
can be obtained:

Ui | ≡ FGWN | ∼ {< r∗j >h(r∗i )
, < rf >r∗j

, <

ID′
i >SK∗

j ,rf ,h(IDf ||Kgwn), r
∗
i , r

∗
j }

D63: From D62 and Q1, the freshness conjuncatenation
rule and nonce verification rule, D63 can be obtained:

Ui | ≡ FGWN | ≡ {< r∗j >h(r∗i )
, < rf >r∗j

, <

ID′
i >SK∗

j ,rf ,h(IDf ||Kgwn), r
∗
i , r

∗
j }

D64: According to Q1, D63 and the jurisdiction rule,
D64 can be obtained:

Ui | ≡ {< r∗j >h(r∗i )
, < rf >r∗j

, <

ID′
i >SK∗

j ,rf ,h(IDf ||Kgwn), r
∗
i , r

∗
j }

D65: According to Q1, D64, D63 and the session key
rule, D65 can be obtained:

Ui |≡ Ui
SK←→ FGWN (Goal 17)

D66: According to D65, Q1 and the nonce verification
rule, D66 can be obtained:

Ui |≡ FGWN |≡ Ui
SK←→ FGWN (Goal 18)

5.2 Further Security Analysis

User anonymity: In wireless sensor networks, an au-
thentication protocol that satisfies user anonymity
means that no third party is aware of the identi-
ties of the participants in the session, except for
the sender of the message and the base station
(such as the gateway node mentioned above). In
the proposed protocol, the adversary would not
be able to identify the sender of the message or
whether several different messages came from the
same sender. In the improved protocol IUIAP, al-
though adversary intercepts the login request mes-
sage < M2,M3,M4, DIDi,K1 > from the legitimate
user, K ′

2 and ID′
i cannot be computed without the

awareness of Kgwn. Without knowing K ′
g, the ad-

versary cannot reveal the user’s identity from ID′′
i =

M5 ⊕ h(K ′
g||rg). Therefore, the user anonymity can

be realized based on mathematics difficult problems
in elliptic curve cryptosystem.

Forward secrecy: In the improved protocol
IUIAP, K1 = cP , K3 = mP , Kj = mcP ,
SKi = h(IDi||K ′

j ||K3||K1||IDj), SKj =
h(ID′′

i ||Kj ||K3||K1||ID′
j). Although the adver-

sary obtains the secret key Kgwn, K1 and K3 cannot
be computed without knowing the random number
m and c. Therefore, SKi and SKj in the former
sessions cannot be computed in the polynomial
time. The improved protocol IUIAP can realize the
forward secrecy.

Resist insider attack: Users may register on different
system platforms with the same password. An insider
may login to another system disguised as the user

by obtaining the user’s password. Supposed the ad-
versary gets the message {IDi, RPWi, B

′
i} from the

database of HGWN, he does not know the PWi from
RPWi because RPWi is encrypted by hash functions
and a random number. Therefore, the insider attack
can be avoided in the improved protocol IUIAP.

Avoid the clock synchronization: The clock syn-
chronization is a big challenge in wireless sensor
networks. In the improved protocol IUIAP, the
random number method is used to ensure the
freshness of exchanged messages. Therefore, the
improved protocol IUIAP does not face the clock
synchronization problem.

Resist the stolen smart card attack: In the im-
proved protocol IUIAP, user keeps the infor-
mation < α, β,A,B,K, l, f(·) > in the smart
card, where A = h(IDi||RPWi||b) mod l,
B = h(IDi||Kgwn||Kg) ⊕ h(RPWi||b). Sup-
posed the adversary stoles the smart card and get
the information, he cannot guess the IDi and PWi

without knowing a and b. Without the identity and
password, the adversary cannot impersonate as the
legitimate user. Therefore, the improved protocol
IUIAP can resist stolen smart card attack.

Provide known key security: In the improved proto-
col IUIAP, Sj and Ui compute the session key respec-
tively. Every secret parameter has been protected
by using hash function. The adversary cannot get
the secret parameter to compute the new session key
even if obtaining the other session keys successfully.
Therefore, the improved protocol IUIAP can keep
known key secret.

6 Comparisons with Other Re-
lated Schemes

In this section, the security performance and efficiency of
the proposed protocol IUIAP is evaluated and compared
with other protocols. In Table 3, thirteen kinds of secu-
rity attribute are listed and analyzed among some related
protocols. As shown in Table 3, protocols proposed by
Aimand Biswas et al. and Srinivas et al. fail to provide
user anonymity, forward secrecy and cannot resist insider
attack, the stolen smartcard attack, and remain the prob-
lem of clock synchronization. Fortunately, the proposed
protocol IUIAP in this paper provides all the security at-
tributes listed in Table 3. Then, the computational over-
head between IUIAP and other schemes during the login
and authentication phases is analyzed and compared in
Table 4. Th means the operation time of hash function
and TE indicates point multiplication calculation time of
elliptic curve. As shown in Table 4, computational over-
head is less differentiating in Case 2 among the related
protocols. However, calculation amount will not be re-
duced in Case 1 in protocol IUIAP. But, such increase is
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very limited even for communication entities as computer
processing performance continues to increase. In brief,
protocol IUIAP is more secure than other protocols with
only a small amount of calculation increment.

Table 3: Performance comparison among the proposed
scheme and other schemes

Security Amin et al. Srinivas et al.
attribute [1] [20] IUIAP

S1 No No Yes
S2 No No Yes
S3 No No Yes
S4 No No Yes
S5 No No Yes
S6 Yes Yes Yes
S7 Yes Yes Yes
S8 Yes Yes Yes
S9 Yes Yes Yes
S10 Yes Yes Yes
S11 Yes Yes Yes
S12 Yes Yes Yes
S13 Yes Yes Yes

S1: User anonymity; S2: Forward secrecy; S3: Resist
insider attack;S4: The clock synchronization;S5: Resist
the stolen smartcard attack;S6: No password verifier ta-
ble; S8: Password friendly; S9: No password exposure;
S10: Sound repairability; S11: Provision of key agree-
ment; S12: Timely typo detection; S13: Mutual authen-
tication.

7 Conclusion

In this paper, Srinivas et al.’s protocol has been reviewed
and analyzed. Srinivas et al.’s protocol fails to resist
smart card attacks and other known attacks. Simulta-
neously, it fails to achieve user anonymity and has some
problems in clock synchronization. In addition, Srinivas
et al.’s scheme is also vulnerable to node capture attacks.
Then an improved user identity authentication protocol
IUIAP is proposed based on elliptic curve cryptosystem
for multi-gateway WSN. The security of the improved
protocol is demonstrated by security analysis using BAN
logic. By using the elliptic curve cryptosystem (ECC),
hash function, dynamic identity mechanism and Multi-
factor authentication mechanism, protocol IUIAP can re-
sist the stolen smart card attacks, avoid problems of time
synchronization, realize forward secrecy and provide user
anonymity. In addition, insider attack also can be resisted
and known keys can be kept secret. By comparing with
other agreements, protocol IUIAP is more secure than
other protocols with only a small amount of calculation
increment. Therefore, protocol IUIAP is secure and suit-
able for multi-gateway WSN in IoT environments.
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Abstract

The development of the Internet has brought conve-
nience to users in the process of penetrating daily life;
however, corresponding requirements are also put forward
for network security, especially for detecting malicious
traffic. This paper introduced the traffic feature extrac-
tion method and the convolutional neural network (CNN)
algorithm among Internet malicious traffic detection al-
gorithms. The particle swarm optimization (PSO) algo-
rithm was adopted to adjust the CNN parameters in the
training process in order to avoid falling into the locally
optimal solution. We compared simulation experiments
on the improved CNN algorithm to compare its perfor-
mance under three activation functions, relu, sigmoid, and
tahn. We also compared the performance of the improved
CNN algorithm with support vector machine (SVM) and
back-propagation neural network (BPNN) algorithms. It
was found that the improved CNN algorithm had the best
recognition performance when tahn was used as the ac-
tivation function and also had better recognition perfor-
mance than SVM and BPNN algorithms; the improved
CNN algorithm could maintain a stable malicious traffic
filtering effect when facing increasing traffic.

Keywords: Convolutional Neural Network; Deep Learn-
ing; Malicious Traffic; Particle Swarm Optimization

1 Introduction

The rapid development of the Internet has not only
improved its performance but also gradually facilitated
people’s daily life [7]. Because of the convenience, people
gradually upload important information to the Internet
for storage, and therefore the security of the Internet has
become increasingly important [1]. Encryption of data
transmitted on the Internet can improve the security of
user information, but malicious data can also be spread
on the Internet with the help of encrypted traffic. Since
malicious data are also encrypted, they are difficult to be

intercepted directly, threatening the information security
of users [5]. Firewalls, as a traditional network security
tool, intercept data according to a pre-defined list. How-
ever, with the increase of traffic on the Internet, the fixed
and rigid interception mode of firewall begins to be dif-
ficult to meet the security needs. In order to improve
the security of the Internet, more accurate and efficient
identification algorithms are needed to detect malicious
traffic.

Li et al. [6] combined recurrent neural network RNN
with Restricted Boltzmann Machines (RBM) for mali-
cious traffic detection and found that the RNN-RBM
model had higher detection accuracy, higher recall rate
and lower false alarm rate. Liu et al. [8] proposed a mali-
cious traffic detection model with a hierarchical attention
mechanism. The experimental results showed that the
model performed well on different evaluation indicators
and also well in the case of a small amount of samples.
Gao et al. [2] designed a two-level anomaly detection sys-
tem based on deep neural networks and association anal-
ysis and found that the system had high precision and
accuracy in identifying malicious traffic. This paper in-
troduced the traffic feature extraction method and convo-
lutional neural network (CNN) algorithm for Internet ma-
licious traffic detection. The particle swarm optimization
(PSO) algorithm was used to adjust the CNN parameters
in the training process in order to avoid the CNN algo-
rithm from falling into locally optimal solutions. Then,
simulation experiments were carried out on the improved
CNN algorithm.

2 Malicious Traffic Identification
Algorithm

2.1 Traffic Feature Extraction

When the Internet detects whether traffic is malicious,
it is impossible for the detection algorithm to quickly and
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completely identify the data because of the large volume
of traffic and the encryption of the transmitted traffic [3].
Feature extraction is needed before the detection algo-
rithm defects traffic. PCAP is a common format for traf-
fic data [11]. The extracted features are converted into
CSV text format. CSV file is the feature information of
PCAP file. The specific process is as follows.

1) Messages in the PCAP file are read line by line to
determine whether there is an unterminated stream
to match the current message; if not, go to Step 2,
and if yes, go to Step 3.

2) A new stream is created as the current unterminated
stream, and the current message is added to it. The
statistical characteristics of this stream in the CSV
file are updated. Then, whether the the PCAP file
is read is determined. The CSV file is output if it is
read; otherwise, it returns to Step 1.

3) The time interval between the current message and
the last message of the unterminated stream is cal-
culated. If the time interval is exceeded, it goes to
Step 4; if the time interval is not exceeded, it goes to
Step 5.

4) The current unterminated stream is ended. The sta-
tistical characteristics of this stream in the CSV file
are updated, and then it goes to Step 2.

5) Whether the FIN flag of the current message is one
is determined. If it is 1, it goes to Step 4; if it is not
1, the current message is added to the unterminated
stream. The statistical characteristics of the stream
in the CSV file are updated. Whether the PCAP file
is read is determined. If it is read, the CSV file is
output; if it is not read, it goes to Step 1.

In the process of traffic feature extraction, messages
in the PCAP file [12] are divided into a series of streams
by the corresponding streaming rules, and then the fea-
tures in every stream are counted. In this paper, 19 fea-
tures were extracted from the streams, including average
time interval between adjacent messages, the standard
deviation of the time interval between adjacent messages,
the total number of bytes of forward (backward) mes-
sage headers, forward (backward) message transmission
efficiency, minimum (maximum) message length, average
message length, the variance of message length, the stan-
dard deviation of message length, number of FINs, num-
ber of SYNs, number of RSTs, number of PSHs, num-
ber of ACKs, number of URGs, number of CWEs, and
number of ECEs. The above 19 features can be directly
observed from the stream of messages, without involving
the specific content of the messages. These features are
not the encrypted object of the messages, so even the fea-
tures of the encrypted messages can be normally observed,
which is conducive to the identification of disguised ma-
licious traffic.

2.2 Identification of Malicious Traffic

This paper chose a CNN algorithm [4] to identify ma-
licious traffic. Compared with a back-propagation neural
network (BPNN) algorithm, a traditional deep learning
algorithm, the CNN algorithm obtains the local features
of samples through convolutional kernels. The plural con-
volutional features can be combined into overall features.
Figure 1 shows the basic structure of the CNN algorithm.

Figure 1: The basic structure of a convolutional neural
network

The steps of using the CNN algorithm for traffic iden-
tification are as follows.

1) The traffic feature extraction method in 1.1 to con-
vert the traffic PCAP file into a CSV file containing
19 traffic features.

2) Input the CSV file into the input layer of the CNN,
and then perform convolutional feature extraction on
the sample file using the convolutional kernel in the
convolutional layer [8], and the corresponding equa-
tion is:

xl
j = f

∑
j∈M

xl−1
i ·W l

ij + blj

 (1)

where xl
j is the convolutional output feature map,

xl−1
i is the feature output of the i-th convolutional

kernel in the previous convolutional layer after pool-
ing, W l

ij is the weight parameter between the i-th

and j-th convolutional kernels, blj is the bias of j
convolutional kernels in l layers, M is the number
of convolutional kernels, and f(·) is the activation
function.

3) File convolution can be repeated as many times as
required, i.e., successive convolution layers can be
set up according to the demand, the convolution is
followed by pooling of the convolved features in the
pooling layer in order to reduce the computation, i.e.,
the compression pooling operation, including mean-
pooling and max-pooling [3]. In mean-pooling and
max-pooling, a target frame with a certain size slides
on a feature map according to a certain step length,
and features in the target frame are compressed. The
difference is that mean-pooling averages the features
in the target frame as the compression result, while
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max-pooling takes the largest feature in the target
frame as the compression result.

4) The features are classified in the fully connected layer
using the softmax function after multiple convolu-
tions and pooling [13], and the classification results
are output in the output layer. If it is in the training
phase, the classification results in the output layer are
compared with the corresponding labels in training
set to calculate the error. Cross-entropy is used as
the classification error. Then, the weight parameter
and bias term in the convolutional layer are adjusted
reversely according to the error. If in the testing
phase, the above steps are followed, and the weight
and bias parameters in the convolutional layer are set
according to the values obtained after training.

2.3 Improvements to the CNN Algo-
rithm

As a forward computing neural network algorithm, the
CNN algorithm will adjust the weights according to the
error between the calculation result and the actual result
during the training.

The typical adjustment method is the gradient descent
method, i.e., increasing or decreasing the weight param-
eter according to a certain step length to reduce the for-
ward calculation error of the CNN algorithm. However,
this adjustment method will make the algorithm fall into
the locally optimal solution in the training process. In or-
der to get rid of the locally optimal solution in the training
process and improve the recognition performance of the
CNN algorithm, the PSO algorithm is used to improve
the training process of the CNN algorithm.

The improvement principle is to represent the weight
and bias parameter in the CNN algorithm with the posi-
tion of the particles in the PSO population in the multi-
dimensional search space, i.e., every particle in the PSO
population represents a parameter scheme of the CNN al-
gorithm. The adjustment of the parameters in the CNN
algorithm by PSO is to let the plural particles in the pop-
ulation search for the optimal parameter scheme of the
CNN algorithm in the search space.

The parameter scheme represented by the particles
within the PSO population is substituted during train-
ing using the PSO-improved CNN algorithm, and then
the forward computation steps are nearly the same as the
traditional CNN algorithm. After obtaining the compu-
tational error, if the error does not converge to stability or
the number of iterations does not reach the limit, the par-
ticle velocity and position within the particle population
are adjusted using the PSO iteration formula [10]: vi(t+ 1) = ϖvi(t) + c1r1(Pi(t)− xi(t))

+c2r2(Gg(t)− xi(t))
xi(t+ 1) = xi(t) + vi(t+ 1)

(2)

where vi(t+1) and xi(t+1) are the velocity and position
of particle i after one iteration, vi(t) and xi(t) are the ve-

locity and position of particle i before the iteration, ϖ is
the inertia weight of the particle, c1 and c2 are the learn-
ing factors, r1 and r2 are random numbers between 0 and
1, Pi(t) is the optimal position experienced by particle i,
and Gg(t) is the best position experienced by the particle
swarm.

The parameter scheme represented by the adjusted
particle is substituted into the CNN algorithm again. The
CNN algorithm performs forward computation again to
obtain the error. Whether to stop training or iterate on
the particle swarm again and repeat the forward compu-
tation based on the error is determined according to the
error.

3 Simulation Experiments

3.1 Experimental Data

The simulation experiments were conducted in a labo-
ratory server using MATLAB software [9] to simulate and
analyze the improved CNN algorithm. CIC IoT Dataset
2022 was the dataset used to conduct the simulation ex-
periment, which came from the Canadian Institute for
Cybersecurity. Data in the CIC IoT Dataset 2022 were
collected from experiments on Internet of Things (IoT)
devices. There are six types of data in the dataset, in-
cluding traffic when power is activated, traffic when the
device is idle, traffic when the device is interacting, traffic
when the device is running in different scenarios, traffic
when the device is active, and traffic when the device is
attacked. Then, 1500 normal traffic samples and 1000
malicious traffic samples were selected for subsequent ex-
periments.

3.2 Experimental Setup

The server used for simulation experiments was config-
ured with a Core i7 processor, 16 G memory, and a 64-bit
Windows 10 operating system. The PSO-improved CNN
algorithm was simulated using MATLAB software. To
verify the recognition performance of the improved CNN
algorithm, it was compared with SVM and BPNN algo-
rithms.

The relevant parameters of the SVM algorithm are
as follows. The sigmoid function was used as the ker-
nel function, and the penalty parameter was set as 1.
When the SVM algorithm identifies traffic, it uses the
kernel function to map the sample features into a high-
dimensional space and then performs calculations to ob-
tain the support vector (hyperplane) to divide the space
into two parts. The SVM algorithm is suitable for iden-
tifying whether traffic is malicious.

The relevant parameters of the BPNN algorithm are
as follows. The number of nodes in the input layer was
set as 19, the number of nodes in the output layer was set
as 1, the number of nodes in the hidden layer was set as
50, and the tahn function was selected as the activation
function in the hidden layer.
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The relevant parameters of the PSO-improved CNN
algorithm are as follows. The size of both the convolu-
tional kernel and the pooling frame was set as 3, and the
convolutional kernel was set as 10 in the convolutional
layer. The pooling frame was mean-pooling. The rel-
evant parameters of the PSO algorithm are as follows.
The population size was set as 20, both learning factors
in the iterative formula were set as 1.3, and the inertia
weight was set as 0.7.

The PSO-improved CNN algorithm used the tahn func-
tion as the activation function in the convolutional layer,
but in addition, relu and sigmoid are also common acti-
vation functions; therefore, this paper compared the im-
proved CNN algorithm that used relu, tahn and sigmoid
functions.

In addition to the above comparison experiments, this
paper also tested the filtering effect of the three detection
algorithms on different amounts of malicious traffic. The
specific experimental steps are as follows. 500, 1000, 1500,
2000, and 2500 traffic samples were selected from the ex-
perimental samples. The proportion of normal traffic and
malicious traffic in every sample set was 1.5:1. Three
detection algorithms were used to detect and filter sets
containing different numbers of traffic samples, and the
proportion of malicious traffic in the samples after filter-
ing was recorded.

3.3 Performance Evaluation

The performance evaluation is shown in the following:
P = TP

TP+FN

R = TP
TP+FP

F = (λ2+1)·P ·R
λ2·P+R

(3)

where P is the precision rate, R is the recall rate, F is
the composite value of the precision rate and recall rate,
λ reflects the importance of the precision rate and re-
call rate when evaluating the algorithm (one if both are
equally important, greater than one if the recall rate is
more important, and less than one if the precision rate is
more important), TP indicates the number of malicious
samples that are evaluated as malicious, FP indicates the
number of malicious samples that are evaluated as nor-
mal, FN indicates the number of normal samples that are
evaluated as malicious, and TN indicates the number of
normal samples that are evaluated as normal.

3.4 Experimental Results

Figure 2 shows the recognition performance of the im-
proved CNN algorithm when different activation func-
tions are used. This paper compared the improved CNN
algorithm using three activation functions, relu, sigmoid
and tahn. It was seen from Figure 2 that the improved
CNN algorithm using relu as the activation function had
the worst recognition performance and the improved CNN
algorithm using tahn as the activation function had the
best recognition performance.

Figure 2: Recognition performance of the improved CNN
algorithm using different activation functions

The relu activation function had an output of 0 for neg-
ative input and a linear output for positive input; it was
faster in training and did not have training gradient satu-
ration when there was positive input, but it was difficult
to fit the nonlinear law effectively. The image curve of
the sigmoid function was an “S” curve, which was easier
to fit the nonlinear law than the relu function, but the
gradient of the output value nearly disappeared when the
input number was large. Moreover, the output value of
the sigmoid function was between 0 and 1, which made it
difficult to get a valid cut-off point when judging the bi-
nary classification problem. The image curve of the tahn
function was also an “S” curve, which had the advantages
of taking 0 as the center and the output range between -1
and 1 compared to the sigmoid function, which was more
suitable for the binary classification problem.

Figure 3: Identification performance of three identifica-
tion algorithms for malicious traffic

Figure 3 shows the recognition performance of the
three recognition algorithms for malicious traffic. The
precision rate, recall rate and F-value of the SVM algo-
rithm were 76.8%, 77.4%, and 77.1%, respectively. The
precision rate, recall rate and F-value of the BPNN algo-
rithm were 89.6%, 89.3%, and 89.4%, respectively. The
precision rate, recall rate and F-value of the improved
CNN algorithm were 96.3%, 95.6%, and 95.9%, respec-
tively. It was seen from Figure 3 that the improved CNN
algorithm had the highest recognition performance, fol-
lowed by the BPNN algorithm and the SVM algorithm.

Figure 4 shows the filtering effect of the three identifica-
tion algorithms after filtering malicious traffic in different



International Journal of Network Security, Vol.24, No.4, PP.727-732, July 2022 (DOI: 10.6633/IJNS.202207 24(4).15) 731

Figure 4: Filtering effect of three identification algorithms
on malicious traffic in different numbers of samples

numbers of samples. Before filtering with the identifi-
cation algorithms, the ratio of normal traffic to malicious
traffic in every sample set was 1.5:1, i.e., the proportion of
malicious traffic in the sample set before filtering was 40%.
It was seen from Figure 4 that the proportion of malicious
traffic dropped significantly after filtering the sample set
regardless of the identification algorithm; the highest pro-
portion of malicious traffic after filtering was 1.75% under
the three algorithms and the five sample quantities. As
the number of detected samples increased, the proportion
of malicious traffic increased gradually after being filtered
by SVM and BPNN algorithms, while the proportion of
malicious traffic filtered by the improved CNN algorithm
remained stable. The comparison of the filtering effect
between different algorithms under the same number of
detected samples showed that regardless of the number of
samples, the proportion of malicious traffic after filtering
by the SVM algorithm was the largest, followed by the
BPNN algorithm and the improved CNN algorithm.

The reasons for the above results are as follows. When
the SVM algorithm identified traffic, it first mapped the
features of the traffic to a high-dimensional space and
then used the support vector (hyperplane) obtained from
the training to divide the feature space into two parts to
separate normal traffic and malicious traffic. The SVM
algorithm had a simple principle, but the hyperplane ob-
tained the linear division rule by fitting after mapping
the nonlinear features to linear features through the ker-
nel function. Some effective information is inevitable to
be missed in the mapping process. The activation func-
tion used in the BPNN algorithm could effectively fit the
nonlinear law, so it performed better in recognition than
the SVM algorithm; however, the activation function in
the BPNN algorithm had small variations in the gradient
of the output values when facing inputs with relatively
large span, which was not conducive to the reverse ad-
justment during training and was easy to fall into the
locally optimal solution. The improved CNN algorithm
not only had the advantage of the CNN algorithm, i.e.,
taking into account both local and overall features, but
also used PSO to adjust the parameters in the training
process, which avoided the difficult reverse adjustment of
parameters caused by the decreased gradient of output

values in the later stage of training.

4 Conclusion

This paper introduced the traffic feature extraction
method and the CNN algorithm among Internet malicious
traffic detection algorithms. Moreover, in order to avoid
the CNN algorithm from falling into locally optimal solu-
tions in the training process, the parameters of the CNN
algorithm were adjusted using the PSO algorithm. Then,
simulation experiments were conducted on the improved
CNN algorithm, the performance of the CNN algorithm
using relu, sigmoid, and tahn as the activation function
was compared, and the performance of SVM, BPNN, and
improved CNN algorithms were also compared. The re-
sults are as follows. The improved CNN algorithm using
tahn as the activation function had the best recognition
performance, followed by the algorithm using sigmoid as
the activation function and the algorithm using relu as
the activation function. In the face of malicious traffic,
the improved CNN algorithm had the best recognition
performance, the BPNN algorithm had the second-best
recognition performance, and the SVM algorithm had
the worst recognition performance. When filtering differ-
ent volumes of traffic, the proportion of malicious traffic
after filtering by the improved CNN algorithm was the
least, and moreover, the proportion remained stable as
the number of samples increased; the proportions of ma-
licious traffic after filtering by SVM and BP algorithms
were relatively larger and increased as the number of sam-
ples increased.
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Abstract

A Growing number of conventional Convolutional neural
network (CNN) models have been employed for encrypted
web traffic characterization. However, the application of
CNN models is confronted with two significant challenges;
a) they possess short reflective fields that don’t gather
much-encrypted traffic information for effective and ac-
curate predictions. b) these models are not adaptive to
the diverse nature of traffic flow because of their single-
head architecture. This paper alleviates these problems
using the fusion of dilated Convolutional neural networks
dubbed FDCNN. FDCNN architecture supports exponen-
tially large receptive fields and captures local dependen-
cies in encrypted traffic data. The experimental results on
public datasets, ISCX VPNnon-VPN Traffic datasets, in-
dicate that FDCNN architecture is practical and achieves
higher accuracy.

Keywords: Dilated Convolutions; Encrypted Web Traffic;
Traffic Characterization

1 Introduction

Encrypted traffic has risen due to the expanding request
for online user privacy in today’s internet. The down-
side to achieving this privacy and trust online has lead to
difficulty of network administrators to inspect and charac-
terize these encrypted web traffics.Therefore, an accurate
characterization of encrypted traffics has become a chal-
lenge in modern networks [2].

Recently, a lot of solutions have been proposed to ad-
dress this challenge, notable of these solutions are those
proposed based on Deep Learning (DL), such as [13, 24–
26]. These proposed DL classifiers learn on discriminating
features embedded in web traffic to make a final predic-

tion, these discriminating features arise from the different
pseudo-random generator algorithms employed to encrypt
these traffics. However, these DL classifiers face two fun-
damental problems:

1) they are based on conventional convolutional neural
network (CNN) operations. CNN operations have
proven to be effective in training and predicting se-
quential model tasks, however, CNN possesses short
receptive fields to gather much information about
the training data for effective and accurate predic-
tions [28]. Also, CNN is only able to reference previ-
ous information or history with size linear in-depth
of the network [3]. These shortfalls in CNN makes
it a disadvantage, when applied on sequential task,
especially web traffic flows characterization task that
requires longer history for effective characterization.

2) these models adopt single-head architecture to pro-
cess traffic flow as shown in Fig. 1(b), thus, a single
feature map containing the main features of all the
traffic data is obtained as a result. Even though a
different set of convolution filters are used for each
layer and therefore, the extraction of features is un-
restrained for each layer, all of them are blend to give
the final result. In this way, the specific features of
each traffic flow data might be lost by mixing them,
making the above models not adaptive to new traffic
flow configurations [29].

Given the above-stated problems, and motivated by [3,
28, 29], we propose an encrypted web traffic characteri-
zation architecture integrating fusion of one dimensional
independent dilated Convolutional networks with an At-
tention mechanism to resolves the two problems of the
existing DL-based models. This paper makes the follow-
ing contributions:
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� We introduce an encrypted web traffic characteriza-
tion architecture named FDCNN, to successfully re-
solves the two problems of existing DL approaches.
This architecture can also be applied to web traffic
without the need for feature engineering.

� FDCNN comprises a fusion of one dimensional in-
dependent dilated convolutions with an Attention
mechanism to support exponentially large receptive
field and capture local dependencies in encrypted
traffic data.

� We investigate the performance of FDCNN architec-
ture to that of single-head CNN architecture on dif-
ferent encrypted traffic data situations.

Now, we will describe the layout for the remaining of this
paper. In the next section, we will briefly review related
work. Our proposed approach is described in Section 3.
In Section 4, we investigate the performance of FDCNN to
that of the single-head CNNs architecture on ISCX VPN-
non-VPN datasets [5] and describe the findings. Specifi-
cally, the findings demonstrate the superior performance
of FDCNN over single-head CNN architecture. Finally,
we conclude the paper in the last Section 5.

2 Related Work

With the widespread use of encrypted data transport, web
traffic encryption is becoming a standard nowadays. This
presents a challenge for traffic measurement, especially for
characterization and anomaly detection methods, which
are dependent on the type of web traffic. There has been
much research in this area which has led to many different
proposed techniques [4, 16,18].

Traditionally, classifying web traffic would be to in-
spect the traffic payloads. Classifiers use signatures for
each protocol which are predefined expressions or pat-
terns which are used to distinguish different traffic proto-
cols [8, 20]. The authors in [20] proposed HTTP Secure
(HTTPS) traffic only characterization to solve user pri-
vacy issue that can inspect encrypted payload without
decryption.

Other forms of characterizing encrypted web traffic
data are using well-known port numbers of network pro-
tocols such as TCP/UDP [4]. Port-based classifiers dis-
tinguish particular applications by comparing applica-
tion ports numbers with IANA TCP/UDP port numbers.
Port-based classifiers are often used in firewalls and ac-
cess control lists (ACL) [16]. However, since most attack-
ers use the non-standard port to bypass renewals or cir-
cumvent operating systems restrictions when conducting
attacks, this makes these detection techniques inaccurate
for detecting and characterizing encrypted traffic [25]. For
these reasons, to characterize modern web traffic more
complex traffic classification methods are needed.

Statistical and machine learning have been looked at
to address the encrypted traffic characterization problem.

Statistical methods identify traffic using some statistically
unique features. Korczynski and Duda [11] proposed Sta-
tistical Protocol Identification to classify Skype traffic. In
their work, nine traffic flow features were selected. The
model was tested on an artificially created dataset in-
cluding other traffic with HTTP, SSL, SFTP, SCP, Bit-
Torrent, VoIP, SSH. Chanchal Suman et al. [22] proposed
an unsupervised feature selection technique for analyzing
the web data. The proposed model was evaluated on the
KDD dataset. However, statistical learning approaches
require extensive feature engineering in order to classify
web traffic.

Machine learning approaches have been proposed to
characterize encrypted web traffic. Mauro et al. [4] ap-
plied random forest on protocol encapsulated traffic classi-
fication. The proposed model uses flow features. Aghaeiet
et al. [1] proposed C4.5 decision tree classifier on proxy
traffic. Artificial neural network (ANN) approaches have
also been proposed for encrypted web traffic identifi-
cation [7, 23]. From the experimentation in [23], the
ANN approach outperforms C4.5 and Naive random for-
est methods. Gil et al. [5], proposed k-nearest neighbor
(k-NN) and C4.5 decision tree encrypted traffic classifier
using time-related features such as flow bytes per second,
backward, and forward inter-arrival time, traffic flow du-
ration, etc. to characterize the network traffic. Their
work was tested on the ISCX VPNnonVPN dataset.

To the best of our knowledge, prior to our work, Deep
learning ideas for encrypted web traffic characterization
has been reported by [13, 24–26]. The Authors in [24, 26]
proposed stack autoencoders (SAE) and one-dimensional
convolution neural networks encrypted traffic classifiers
for a large family of protocols like HTTPS, HTTP, SMTP.
The work in [24, 26] was evaluated on the ISCX VPN-
non-VPN and UNB-CIC Tor Traffic datasets [5, 12] re-
spectively. The Authors in [13, 25] proposed encrypted
traffic classification method with one-dimensional convo-
lution neural networks. This method integrates feature
extraction, feature selection and classifier into a unified
end-to-end framework and were also evaluated on same
ISCX VPN-non-VPN dataset. However, efficient deep
learning architecture for encrypted web traffic character-
ization is still a challenge to be addressed. Therefore,
the motivation of this work is to investigate new super-
vised architecture for encrypted web traffic characteriza-
tion based on fusion dilated convolututional neural net-
works with an Attention mechanism that can capture,
extract meaningful features and characterized encrypted
web traffic data.

3 FDCNN Architecture

In this section, a brief overview of our proposed archi-
tecture implemented in this article is provide and then
we elaborate on the fusion dilated Convolution (FDCNN)
and how it is used to address the two problems discussed
in Section 1. Figure 1: (a) FDCNN architecture with two
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(a) (b)

Figure 1: (a) FDCNN architecture with two independent
dilated Convolutional heads. Each dilated convolution
(DConv) applies a Batch Normalization (BN) layer fol-
lowed by ReLU activation layer. The output of the di-
lated Convolutional heads are fused together and then
passed onto lower DConv layers before fed into the At-
tention layer (Att). (b) Single-head CNNs architecture
with stacks of Convolutional networks (ConV) followed by
Maxpooling layer (MaxPooling) and Flatten layer (Flat-
ten). Both architectures ends with a 2-way fully con-
nected layers (FC) followed by a Softmax layer

independent dilated Convolutional heads. Each dilated
convolution (DConv) applies a Batch Normalization (BN)
layer followed by ReLU activation layer. The output of
the dilated Convolutional heads are fused together and
then passed onto lower DConv layers before fed into the
Attention layer (Att). (b) Single-head CNNs architecture
with stacks of Convolutional networks (ConV) followed by
Maxpooling layer (MaxPooling) and Flatten layer (Flat-
ten). Both architectures ends with a 2-way fully con-
nected layers (FC) followed by a Softmax layer.

3.1 FDCNN Overview

Figure 1(a), show the general overview of our proposed fu-
sion dilated Convolutional neural network with Attention
architecture (FDCNN). The FDCNN architecture has two
independent dilated Convolutional heads fused together.
The outputs of the dilated Convolutional heads are fused
together before reaching the lower layer dilated convolu-
tions followed by an Attention mechanism. The FDCNN
architecture ends with a 2-way fully connected layer fol-
lowed by a softmax for classification. A softmax is ap-
plied to the resulting volume to convert prediction scores
to proper probability distributions.

3.2 Dilated Convolutional Neural Net-
work

Convolutional neural networks have achieved great suc-
cess in a wide range of problems in the last few years
with one of its key notions is the receptive field for ef-
fective prediction. A unit in the Convolutional networks
only depends on a region of the input sequence. Hence,

anywhere in an input sequence outside the receptive field
of a unit does not affect the value of that unit. For this
reason, it is essential to cautiously control the receptive
field, to ensure that it covers the entire relevant sequence
regions. For CNN to cover a longer sequence, requires a
larger receptive field, which comes at a cost of difficulty in
training the model because more layers must be employed
to increase the receptive field size [3, 28].

To address the issue of the short reflective field, in
FDCNN architecture, we replace CNNs with dilated con-
volutions [28]. Dilated convolutions as an alternative to
the CNN operations offer a robust means to increase the
receptive field without increasing the number of param-
eters or the amount of computation (e.g., adding more
Convolutional layers can make larger receptive fields but
introduce more operations). In dilated convolution op-
erations, a small-size kernel with k × k filter is enlarged
to k + (k × 1)(d × 1) with increasing dilatation factor d
ensures that the receptive field of each units are exponen-
tially expanded. Given an encrypted web traffic sequence
vector as inputs x = {x = x1, ..., xT }, x ∈ RT , Convolu-
tional filter as f : {0, ..., k − 1}. The dilated convolution
operation F on elements s of a sequence is defined as:

DConV (x) = F (s) = (x∗df)(l) =

k−1∑
l=0

f(l) · xs−d·l (1)

Where d, k and l represents dilation factor, filter size
and Convolutional layer respectively and s− d.l accounts
for the direction of the past. Since web traffic data can
be expressed as a one-dimensional vector, therefore, one-
dimensional dilated convolutions are adopted, as a result,
the kernel can move over traffic data in a single dimension.

3.3 Fusion Network

In FDCNN architecture as shown in Figure 1(a), we adopt
independent dilated convolutions in contrast to the sin-
glehead employed in the literature in Figure 1(b). The in-
dependent dilated convolutions allow each model to allo-
cate different upsampling kernels to different components
of the traffic data.

For each head H with L layers of dilated convolutions
(we consider each independent dilated convolutions as
heads), we expand the receptive field by choosing differ-
ent k’s and exponentially increasing dilation by d = O(2l)
at level l in each H. We use different filter sizes and dila-
tion values in each head to ensure that different dynamics
in the encrypted traffic data are captured and represent,
hence, an independent feature map for each traffic data
is obtained.

The final output of each head is interpreted as a fusion
of heads, as defined in Equation (2), which are then inter-
preted by middle layer dilated Convolutional operations.

RconnHfinal = [HDConV (x)1 +HDConV (x)2] (2)
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3.4 Attention Mechanism

Attention mechanisms [14] is proposed to allow mod-
eling of dependencies without regard to their distance
in the input or output sequences of the final di-
lated Convolutional layers. In this work, we replace
the max-pooling and flatten layer employed in the
single-head Convolutional architectures with dot prod-
uct attention. Given the intermediate inputs Y =
{DConVRconnHfinal1, ..., DConVRconHfinaln}, dot prod-
uct attention returns a weighted output which summa-
rizes based on how Y is related to the context vector c
and sum to 1, so doing determines the relative contribu-
tions of each of the final output. This yields

ui = tanh(Wc · Yi + bc) (3)

αl =
exp(uT

i uc)∑
i exp(u

T
i uc)

(4)

z =
∑
i

αiYi (5)

Where n is the sequence length and W is the weighted
matrix. Vector α denotes the attention weights to matrix
Y . Matrix z is the representation of the sequence formed
by a weighted sum of the output vectors.

3.5 Characterization

We employ a softmax classifier as our final layer. The
softmax classifier yields our actual probability scores for
each class label Y . For each set of classes Y for an input
pattern n, the classifier takes z input with weight W and
present

p̂(y|n) = softmax(Wnz + bn) (6)

ŷ = argmaxyp̂(y|n) (7)

The loss function evaluates how well our proposed model
models our datasets. The current error is propagated
backward to a previous layer, where it is used to modify
weights and bias in such a way that the error is mini-
mized. The Cross-entropy loss function is adopted in our
work and it is computed as the differences between the
actual output and predicted output.

loss = argminJ(y, ŷ) (8)

J(W ) = −
n∑
i

yilog(ŷi) (9)

The function J(·) represent the loss function, y is the
output and ŷ is the predicted output.

4 Experiments

We compare the performance of FDCNN as describe in
Section 3 to single-head Convolutional architecture on en-
crypted web traffic flow data. Throughout this experi-
mentation, we will abbreviate the single-head Convolu-
tional architecture as SH. We also compare the perfor-
mance of FDCNN with these state-of-the-art methods

that have demonstrated their applicability to the task
of encrypted traffic classification such as DeepPacket [13]
and DataNet [24].

We implemented FDCNN and SH with Tensorflow and
80% of the performance of the PC, having a 3.60 GHz of
i7-477OS CPU, 8.00GB of RAM, GTX 1060 of GPU.

In FDCNN and SH architecture, each convolution ap-
plies a Batch Normalization (BN) layer [17] followed by
rectified linear unit (ReLU) [15]. Dropout [5] is at 0.1. We
use an exponential dilation d = 2l for layer l in each head
of the FDCNN network and Adam optimizer [9] with the
Mini-Batch of 32 and learning rate set to be in the range
of {0.01, 0.001, 0.005, 0.0001, 0.0005}. The number of fil-
ters in the range {120, 100, 80, 60, 40, 30, 20} in the Con-
volutional layers, and kernel size set to be in the range of
{3, 5}. Zero paddings are employed in both architectures
to keep before and after layers at the same length. The
max-pooling operation with pooling and stride set to 3×3
and 1 respectively in the SH network, in the full connec-
tion layer, FDCNN and SH network has neural number
set to 400 and 500.

Three evaluation metrics were utilized for performance
analysis of our model experiments. These are Precision
(P), Recall (R), f-measure (F1), and Confusion matrix.
The Precision, Recall and f-measure are described math-
ematically as follows

P =
TP

TP + FP
(10)

R =
TP

TP + FN
(11)

F1 =
2.P.R

TP + FP
(12)

Where TP represents true positive, FP represent false
positive and FN stands for false negative.

Table 1: ISCX VPN-nonVPN Traffic characterization dis-
tribution

Traffic Unbalanced Balanced
characterization flow Size flow Size

CHAT 7848 30000
FTP 12654 30000
MAIL 5172 30000

STREAMING 3683 30000
VOIP 18546 30000
P2P 11415 30000

BROWSING 30000 30000
VPN-CHAT 2839 30000
VPN-P2P 3415 30000
VPN-FT 4704 30000

VPN-MAIL 2444 30000
VPN-STREAMING 1115 30000

VPN-VOIP 5576 30000
VPN-BROWSING 10000 30000

Total traffic 119,412 420,000
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Figure 2: Results on the ISCX VPN-nonVPN Traffic
datasets. Epoch = 50. FDCNN outperform SH model

4.1 Datasets and Preprocessing

We evaluate FDCNN and SH on tasks that have been
commonly used to benchmark the performance of differ-
ent SH approaches for encrypted web traffic characteriza-
tion [13,24,25].

We first create two sets of the dataset from each bench-
mark datasets, i.e. unbalanced and balanced dataset. A
comparison of FDCNN to the SH approach is done on the
unbalanced and balanced datasets. We normalized bench-
mark datasets with the Power-Transformer tool [27] and
randomly split each dataset into three separate sets: 60%
of samples are used for training and adjusting weights and
biases, 20% for validation and 20% of data points are used
for testing the models.

4.1.1 ISCX VPN-nonVPN Dataset

ISCX VPN-nonVPN dataset [5] represent real-world the
traffic characterization summing up to a 14 different
classes dataset. This dataset has been used in prior works
such as [13,24,25]. Table 1 shows the traffic characteriza-
tion distribution of ISCX VPN-nonVPN dataset consist-
ing of 7 class regular encrypted traffic and 7 class protocol
encapsulated traffics.

Table 2: Weighted average performance of FDCNN and
SH. Epochs = 50. The best values are highlighted in bold.

Architecture P R F1

SH-unbalanced 97.31 97.25 97.07
SH-balanced 98.28 97.96 98.18

FDCNN-unbalanced 98.91 98.68 98.72
FDCNN-balanced 99.31 98.65 99.32

4.2 Results and Discussion

Log loss measures the uncertainty of the probabilities of
our model by comparing them to the true labels that’s
measurement of accuracy that incorporates the idea of
probabilistic confidence. Log Loss nearer to 0 indicates
higher accuracy, whereas if the Log Loss is away from
0 then it indicates lower accuracy. From Figure 2, we

Table 3: FDCNN and SH time occupancy Comparison on
the ISCX VPN-nonVPN dataset

Architecture P

SH-unbalanced 21
SH-balanced 98

FDCNN-unbalanced 73
FDCNN-balanced 259

Table 4: Results using varying kernel size in FDCNN ar-
chitecture. Epochs=50

k
Average testing accuracy
± standard deviation (%)

20× 1 99.35± 0.06
30× 1 98.42± 0.19
40× 1 98.92± 0.14
60× 1 97.28± 0.14
800× 1 97.37± 0.16
100× 1 97.89± 0.12
120× 1 97.76± 0.11

Table 5: Results using varying dilation rate in FDCNN
architecture. Epochs= 50

d
average testing accuracy
± standard deviation (%)

1 97.26± 0.07
2 98.92± 0.05
4 98.78± 0.04
8 98.49± 0.05
16 97.43± 0.05

Table 6: Comparison with state-of the art models on un-
balanced (original) ISCX VPN-nonVPN dataset. The re-
sults for Deep Packet and DataNet are obtained from [13,
24] respectively.

Architecture P R F1

Deep PacketCNN 94 93 93
DtaNetCNN 98.47 98.42 98.43
FDCNN 98.91 98.68 98.72

can see that perhaps FDCNN may result in better per-
formance or at least lower log loss. FDCNN’s log loss is
different, going down sooner to a lower value and gen-
erally staying lower than the SH on both balanced and
unbalanced datasets.

Traffic characterization results on ISCX VPN-nonVPN
are shown in Table 2 after a run over 50 epochs. One could
see that FDCNN delivered top precision on the ISCX
VPN-nonVPN dataset with higher precision, recall and
F1-Score. Table 6 shows that the FDCNN method per-
formed considerably well over baselines with an average
improvement of 0.40% compared to that of models trained
on adversarial samples. Summarizing, the main reason for
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FDCNN architecture performing better in comparison to
SH architecture is due to the fact that the former has
more information to make a decision.

We also compared the time occupancy performance of
FDCNN with the SH architecture in Table 3. By compar-
ison, it can be seen that the FDCNN operation consumes
more time especially on a balanced ISCX VPN-nonVPN
dataset. Considering that GPUs can greatly improve the
computational efficiency of FDCNN and the continuous
improvement of computing power in recent years, FD-
CNN still has great advantages.

4.3 Effect of Hyperparameters on FD-
CNN Architecture

The filter size k and dilation factor d are the parame-
ters playing an important role in FDCNN architecture.
For this reason, in this experiment we analyze the per-
formance of the FDCNN architecture as both parameter
sizes vary, providing a more convincing and comprehen-
sive understanding of the proposed architecture. The ef-
fect of different hyperparameters settings are displayed in
Table 4 and 5 respectively.

In Table 4, the average testing accuracy increases at
a rate 98.35% on the ISCX VPN-nonVPN dataset with
filter size 20 and then decreases as the filter size increase.
For ISCX VPN-nonVPN dataset with kernel size k > 20
results in overfitting and the decrease in the generalization
ability of the FDCNN model since there is an increase in
model parameters.

We also investigate the effect of different dilatation
rates in each head of FDCNN architecture. We set the
lower layer Convolutions dilation rate to a constant 2 and
1, an advice from [28], then we set the d in all heads
with the same dilation rate in the range { 1, 2, 4, 8, 16}.
Furthermore, we also investigate the overall average per-
formance of FDCNN with different d’s in each head. The
results are shown in In Table 5.

In Table 5, for dilatation rate of 1 in all heads, the FD-
CNN convolutions are conventional Convolutional neural
networks, the average testing accuracy is 97.99%. For
d > 1, we could see that the testing accuracy rises and fall
considerable at d > 4 on both datasets. For different d’s
in each head, the average testing accuracy remains higher
on both datasets. In conclusion, using a fusion dilated
Convolutional neural network with different dilated rates
and filter sizes is more effective in supporting exponential
large receptive field and also capture local dependencies
in the input data than using a conventional Convolutional
counterpart. We also conclude that setting dilation rates
to 2 and 4 with filter sizes of 20 and 80 in FDCNN archi-
tecture will result in optimal performance.

5 Conclusion

In this paper, we present FDCNN architecture for char-
acterizing encrypted web traffic. The FDCNN learns fea-

tures in encrypted web traffic generated by each applica-
tion without the need to decrypt the packets in order to
classify them, rather, extract and learn from those dis-
criminative patterns so doing it can classify encrypted
traffic accurately. Our proposed model integrates fusion
dilated Convolutional network with an Attention mecha-
nism to learn range dependencies from web traffic data.

We conducted extensive experiments on standard
dataset ISCX VPNnonVPN to demonstrate the effective-
ness of our proposed architecture for the problem of en-
crypted web traffic characterization, further, we also eval-
uated the characterization abilities of both architectures
on anomalous web traffic data. The empirical results from
both experiments show that the proposed method outper-
forms the Single-head architecture by a large margin.

In the future work, we intend to focus on analyzing
the ability of FDCNN to adapt to configurations such as
when new heads are installed, removed, or modified.
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Abstract

This paper briefly introduced the basic principle and
encryption steps of the data encryption standard (DES)
algorithm in network communication. Then, it improved
the DES algorithm with advanced encryption standards
(AES) to form a DES+AES hybrid encryption algorithm.
Next, the hybrid encryption algorithm was tested for plain
text and key sensitivity. Finally, in order to verify the per-
formance of the hybrid encryption algorithm, the hybrid
algorithm was compared with AES and DES algorithms
through experiments. The final results showed that the
hybrid encryption algorithm had good plaintext and key
sensitivity. In addition, it had higher encryption efficiency
and stronger resistance to third-party cracking than the
other two encryption algorithms.

Keywords: Advanced Encryption Standard; Data Encryp-
tion Standard; Encryption Algorithm; Network Commu-
nication

1 Introduction

The birth and development of the Internet has enriched
people’s daily life and improved the productivity of soci-
ety, but efficient network information transmission also
brings inevitable network security problems at the same
time [8]. The more people rely on the Internet in their
daily production life, the more the private and sensitive
information on the Internet. Private information faces the
possibility of being intercepted by hackers in the transmis-
sion process and being used in illegal acts [11]. Therefore,
in order to ensure the information security of Internet
users, it is necessary to encrypt the information during
the data transmission [13]. Guo et al. [4] proposed an im-
age encryption scheme based on fractional-order chaotic
time series. The experimental results showed that the
key space was large enough to resist brute force attacks

and the gray value distribution of encrypted images had
randomness.

Min et al. [14] proposed a density-based data encryp-
tion scheme and a database outsourcing query processing
algorithm. In the performance analysis, compared with
the existing scheme, the new scheme had better query
processing performance and ensured the user’s privacy.
Singh et al. [12] proposed the dual security layer for data.
The first layer encoded the data using the least significant
bit image steganography method, and the second layer en-
crypted the data using the advanced encryption standard
(AES) algorithm. The experimental results verified the
effectiveness of the method. This paper first briefly intro-
duced the basic principle and encryption steps of the data
encryption standard (DES) algorithm in network commu-
nication and then improved it with the AES algorithm
to form a DES+AES hybrid encryption algorithm. The
plain text and key sensitivity of the hybrid encryption al-
gorithm were tested through simulation experiments. The
hybrid algorithm was also compared with DES and AES
algorithms.

2 DES Algorithm for Network
Communication Protection

On the Internet, every user’s communication device
can be regarded as a communication node, and data are
transmitted between nodes and nodes in the network
channel with the help of communication protocols [5].
This paper encrypted the data in network communica-
tion with the DES encryption algorithm. Figure 1 shows
the basic principle of the DES encryption algorithm in
network communication [9]. The plain text of user data
is encrypted at the sending node using the DES encryp-
tion algorithm, and the cipher text is transmitted in the
communication network according to Transmission Con-
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trol Protocol/Internet Protocol (TCP/IP); the receiving
node receives the transmitted cipher text according to
TCP/IP [7] and decrypts it using the same key, i.e., the
inverse operation of DES encryption is performed on the
cipher text.

Figure 1: Basic principle of DES encryption in network
communication

Figure 2 shows the basic process of the DES encryption
algorithm [10]. The specific encryption steps for every
group of plain text are as follows.

1) The initial permutation (IP) is performed on 64-bit
plain text, i.e., the original order of the 64 characters
is disrupted according to some rules. The rules of IP
are fixed [3].

2) The disordered 64-bit plain text is divided into two
groups of strings, the left string and the right string.
Every set was 32-bit long. The loop iteration count
i is denoted as 0.

3) The right 32-bit string is used as input data and con-
verted to 48-bit data according to the expansion rule.
A 48-bit subkey is generated through the round key
generator to perform exclusive OR (xor) operation
on the expanded data [1].

4) The 48-bit data encrypted with the key is divided
into 8 groups of 6-bit data, and every group of data
is subjected to S-box replacement operation. The
number of rows in the S-box table of every group de-
pends on the 1st and 6th bit data, and the number of
columns in the S-box table depends on the 2nd, 3rd,
4th and 5th bit data. After the S-box substitution
operation, eight groups of 4-bit data are obtained,
and 32-bit data are obtained after merging.

5) The xor operation is performed on the 32-bit data
obtained after the S-box substitution operation and
the left 32-bit input data to obtain the right 32-bit
output data. The loop iteration count i is added by
1.

6) Whether the loop iteration count i reaches 16 is de-
termined. If not, the loop continues, the right 32-bit
input data are used as the left 32-bit input data for
the next loop, the right 32-bit output data are used
as the right 32-bit input data for the next loop, and it
finally returns to Step 3 for the next loop. If the loop
iteration count i reaches 16, i.e., 16 loop iterations are
completed, the left 32-bit input data and right 32-bit
output data are combined into 64-bit data, and then
the transformation process is performed using the in-
verse IP-1 to obtain the 64-bit cipher text.

3 Improvements to the DES En-
cryption Algorithm

The traditional DES encryption algorithm has been in-
troduced in the previous section. As a symmetric encryp-
tion algorithm, it has a high encryption speed because
of the short key length, but the security is low [6]. A
56-bit key is not short, but with the improvement of com-
puter performance, the possibility of using the exhaus-
tive method to decode the 56-bit key violently is also in-
creased. In addition, the same key is used for encryption
and decryption in the symmetric encryption algorithm,
which further increases the risk.

The shortcoming of the traditional DES encryption al-
gorithm is that the key length is so short that it is easier
to be decoded by exhaustive method, i.e., the key security
is low. The increase in key length can improve encryp-
tion security. Taking the triple encryption of plain text
for an example, i.e., perform DES encryption thrice on
the plain text with three keys, the key length can be in-
creased to 168 bits; moreover, it can be mixed with the
other encryption algorithms for encryption.

For the sake of encryption efficiency, the traditional
DES encryption algorithm is improved by the AES en-
cryption algorithm [2]. The improvement method is com-
bining the two algorithms. The AES encryption algo-
rithm is also a symmetric encryption algorithm. 128-bit,
192-bit and 256-bit keys are available for AES encryption.
As the number of key bits increases, the time required for
encryption and decryption will also increase. Considering
that a 128-bit key is enough, it is usually used as the key
for AES. The encryption process is shown in Figure 3.

1) The plain text M to be encrypted is divided into two
plain texts, M1 and M2, according to the character
lengths that can be handled by the two encryption
algorithms.

2) M1 is encrypted using the DES encryption algorithm.
The detailed steps are the same as the traditional
steps described previously.

3) M2 is encrypted using the AES encryption algorithm
along with the DES algorithm [15].

4) C1 obtained after encrypting M1 with the DES al-
gorithm and C2 obtained after encrypting M2 with
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Figure 2: The basic flow of the DES encryption algorithm

Figure 3: Linear hybrid encryption process of DES+AES

the AES algorithm are combined linearly to obtain
cipher text C.

4 Simulation Experiments

4.1 Experimental Environment

The simulation experiments were conducted in the lo-
cal area network (LAN) of the laboratory. Three servers
were used in the simulation experiments. Server 1 was
used as a message sending node, server 2 as a message
receiving node, and server 3 as a third-party server to
act like a hacker to intercept and decrypt the transmit-
ted messages. The communication protocol in the LAN
was TCP/IP. The server had 16 G memory, a Core I7
processor, and a 64-bit Windows operating system.

4.2 Experimental Projects

1) Plain text and key sensitivity test for the DES+AES
hybrid encryption algorithm
When testing the plain text sensitivity of
the hybrid encryption algorithm, three plain
texts, “123456abcdef”, “123450abcdef” and
“123456abcdeg”, were given. All three plain
texts consisted of both numbers and letters. There
was only a difference of one number between the first
and second plain texts and only a difference of one
letter between the first and third plain texts. The

three plain texts were encrypted using the hybrid
encryption algorithm with the same key, and the
three cipher texts were compared.

The key is divided into AES and DES keys in the key
sensitivity test. This paper provides three groups of
keys. Only one character of the DES key was different
between the first and second groups of keys, and only
one character of the AES key was different between
the first and third groups of keys. The hybrid encryp-
tion algorithm encrypted plain text “123456abcdef”
with the three groups of keys, and the three cipher
texts were compared.

2) Encryption efficiency test for the DES+AES hybrid
encryption algorithm
5 MB, 15 MB, 25 MB, 35 MB and 45 MB packets, 100
each, were set up and transmitted from server 1 to
server 2. They were encrypted using the DES+AES
hybrid encryption algorithm in the transmission pro-
cess, and the encryption time was detected. More-
over, the encryption time of using DES and AES al-
gorithms separately was also detected for compar-
isons.

3) Attack resistance performance of the DES+AES hy-
brid encryption algorithm
Similarly, 5 MB, 15 MB, 25 MB, 35 MB and 45 MB
packets, 100 each, were encrypted and transmitted
from server 1 to server 2, passing through server 3;
server 3 decrypted the encrypted packets to simulate
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the situation that the encrypted data were attacked
by the third party during the network communica-
tion. The time limit for the third-party server to
crack the encrypted data was 60 min, and the decryp-
tion integrity was obtained by comparing the cracked
cipher text with the original text. The encryption
algorithms used in the above experiment were DES,
AES and DES+AES encryption algorithms. The at-
tack resistance performance of the three encryption
algorithms was compared.

4.3 Experimental Results

Before comparing the hybrid algorithm with AES and
DES algorithms, the sensitivity test of the plain text and
key was conducted. Figure 4 shows a screenshot of one
of the plain texts during hybrid encryption, and the fi-
nal test results are shown in Tables 1 and 2. Table 1
shows the results of the plain text sensitivity test of the
hybrid encryption algorithm. In the plain text sensitiv-
ity test, the hybrid encryption algorithm encrypted three
plain texts with the same key. There was only a difference
of one number between the first and second plain texts,
but the encrypted cipher texts had significant changes in
the first half part; there was only a difference of one letter
between the first and third plain texts, but the encrypted
cipher texts had significant changes in the latter part and
length.

Figure 4: A screenshot of DES+AES encryption

Table 2 shows the test results of the key sensitivity of
the hybrid encryption algorithm. In this test, the hybrid
encryption algorithm used three groups of keys to encrypt
the same plain text. There was only a difference of one
character in the key of the AES part between the first and
second groups of keys, but the encrypted cipher texts had
significant changes in the latter part. There was only a
difference of one character in the key of the DES part be-
tween the first and third groups of key, but the encrypted
cipher texts had significant changes in the first half part.

Encrypting communication data in network communi-
cation can improve network security, but it takes time to
encrypt the data, so the time consumed to encrypt the
data should not be too much in order to guarantee the
efficiency of network communication. Figure 5 shows the

encryption time required by the three encryption algo-
rithms for different sizes of data packets. It was seen from
Figure 5 that the time consumed by the three encryption
algorithms increased with the increase of the packet size.
The reason for the increased time is that the increased
packet size meant the increased number of characters to
be encrypted and the number of characters that could be
encrypted in a single time was limited. Moreover, when
encrypting packets of the same size, the encryption time
of AES and DES encryption algorithms were close, but
the encryption time of the DES +AES hybrid encryption
algorithm was significantly shorter than the other two en-
cryption algorithm. The reason for the shorter time is
that the hybrid encryption algorithm split the plain text
into two parts and encrypted them with DES and AES
algorithms, respectively, which was equivalent to encrypt-
ing data that was shorter than the original length with
two encryption algorithms.

Figure 5: Encryption time

In the process of network communication, it is likely
to be attacked by third-party lawbreakers. Although the
data in the communication network has been encrypted,
there is also the possibility of being cracked, so the re-
sistance of encryption algorithms to attack is also very
important. Figure 6 shows the plain text integrity of en-
crypted packets of different sizes after being cracked by
the third party for 60 min. It was seen from Figure 6 that
as the packet size increased, the integrity of the plain text
encrypted by the three encryption algorithms decreased.
The reason is that the increased packet size meant the in-
creased data volume, resulting in increased computation
amount during cracking. When facing the packet of the
same size, the integrity of the DES-encrypted packet after
cracking was the highest, followed by the AES-encrypted
packet and the DES+AES-encrypted packet. The reason
is that the cipher text was less likely to be cracked by
brute force when the length of the key was long.

5 Conclusion

This paper briefly introduced the basic principle and
encryption steps of the DES algorithm in network com-
munication and improved the DES algorithm with AES
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Table 1: Results of plain text sensitivity test

Plain text 123456abcdef 123450abcdef 123456abcdeg
DES key 32568894 32568894 32568894
AES key 32568894 32568894 32568894

Cipher text 87NHUYT568RFDE 25RTUYN568RFDE 87NHUYT567FGTRQ

Table 2: Results of key sensitivity test

Plain text 123456abcdef 123456abcdef 123456abcdef
DES key 32568894 32568894 32468894
AES key 32568894 42568894 32568894

Cipher text 87NHUYT568RFDE 87NHUYT543RDFE 7856TGFRW568RFDE

Figure 6: Attack resistance of encryption

to form a DES+AES hybrid encryption algorithm. More-
over, a simulation experiment was performed on the hy-
brid encryption algorithm. The cipher text and key sen-
sitivity of the hybrid encryption algorithm were tested,
and the hybrid encryption algorithm was compared with
DES and AES encryption algorithms. The results are as
follows. The cipher text encrypted by the hybrid encryp-
tion algorithm showed significant changes, as long as there
was a change of one character in the cipher text of both
plain text and key, indicating that the hybrid encryption
algorithm was sensitive to plain text and key. As the
packet size increased, the encryption time consumed by
all the three encryption algorithms increased; when fac-
ing the packet of the same size, the encryption time of
AES and DES algorithms was close, and the encryption
time of the hybrid encryption algorithm was significantly
shorter. As the packet size increased, the integrity of
the plain text cracked by the three encryption algorithms
decreased; when facing the packet of the same size, the
integrity of the DES-encrypted plain text after cracking
was the highest, followed by the AES algorithm and the
DES+AES hybrid encryption algorithm.
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Abstract

Many countries suffer from traffic jams on a freeway or
expressways. Moreover, governments significantly con-
sider treating traffic jam-related problems in most mod-
ern cities. Therefore, developing a valid and reliable au-
tomatic analysis method for detecting expressway traffic
flow for the control of each interchange gateway is essen-
tial. This study uses two convolutional neural networks
(CNNs) to recognize the expressway’s traffic flow. Ini-
tially, a road-region CNN is employed to recognize the
lane regions of a captured image. At the same time, a
traffic-flow CNN is used to identify the traffic flow of the
image processing by the road-region CNN. The identified
results contain three categories: block, more cars, and
smooth. The experimental results reveal that the recog-
nized precision rate of the traffic flow can reach 92.5%.
Accordingly, the recognition results can control the num-
ber of vehicles entering and expressway in the interchange
gateways, preventing traffic jams.

Keywords: Convolutional Neural Network; Deep Learn-
ing; Traffic Flow Detection; Traffic Jams

1 Introduction

The problem of highway traffic jams plagues most cities
globally, while traffic jams cause air pollution. Many gov-
ernment officials in most countries are committed to im-
proving traffic smoothness to improve people’s lives and
promote economic development. In Taiwan, many cities
have a well-developed transportation network, and high
vehicle density leads to traffic jams in the expressway. It
is still an essential task to reduce the problem of traffic
jams.

Lee and Bovik [11] proposed a method for collecting
traffic flow information from urban traffic scenes. Traffic
flow is calculated by optical flow estimation. The goal is
to collect a macroscopic view of traffic flow information in
a fully automatic and segmentation-free way. Pratama et
al. [23] proposed adaptive traffic lights to control the tim-
ing through traffic density calculated from the road pat-
tern. The results reveal that estimated traffic density can
well control traffic light’s timing to improve traffic jams.
Wang et al. [29] presented an interactive system for ana-
lyzing urban traffic congestion based on GPS trajectories.
They extract and derive traffic jam information. Spatial
and temporal events are concatenated in traffic jam prop-
agation graphs. These graphs create a description of a
traffic jam and its propagation in time and space. Luo
et al. [18] used a cell transmission model to develop con-
trol strategies for the dispersion accident-induced traffic
jam. They also utilized Timed Petri nets to model vari-
able traffic light control systems, enabling the traffic jam
propagation to be mitigated. Lei et al. [12] proposed ana-
lyzing the difference in consecutive sampled images to ex-
tract the ultimate background. Hence, they use the corner
feature to detect traffic jams according to the extracted
background image. Abadi et al. [1] proposed a dynamic
simulator to generate traffic flows. They used an autore-
gressive model with real-time and estimated traffic data
to predict the traffic flows about 30 minutes ahead. Jia
and Xing [8] presented an information collection method
for dynamical traffic flow. This study also provides a the-
oretical basis for controlling the speed of a vehicle on the
freeway. Xiao and Wang [30] proposed a traffic index
cloud map to visualize the traffic states for large road
network areas. This study uses a traffic index to evaluate
the traffic state. Mohammed and Kianfar [20] proposed
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using machine learning for short-term traffic flow predic-
tion. Four categories of predictive methods for traffic flow
prediction were investigated: deep neural networks, a dis-
tributed random forest, a gradient boosting machine, and
a generalized linear model. The results show that using
the features including speed, traffic flow, occupancy, and
the time of a day can reduce the traffic prediction error.
Liu et al. [13] proposed using an adaptive neuro-fuzzy in-
ference system for short-term traffic flow prediction. A
forecast model is presented based on the dynamic traf-
fic flow information. The correlation between traffic flow
and vehicle speed at different driveways is analyzed. The
results show that the traffic flows in the same direction
in different driveways are correlated significantly. Liu et
al. [14] proposed using an artificial neural network (ANN)
to predict urban traffic flow. The first Lyapunov exponent
and recurrence plots are used to analyze the forecasting
properties of a traffic flow. The ANN predicts the traffic
flow according to the analyzed properties. Dai et al. [4]
proposed combining spatial and temporal analysis with
a gated recurrent unit for short-term traffic flow predic-
tion. The correlations for time and spatial domains are
computed and regarded as spatio-temporal features em-
ployed to define the time interval and spatial data volume.
Hence, the gated recurrent unit predicts the traffic flow
according to the spatio-temporal features. Ke et al. [9]
proposes an analysis framework for traffic flow parameter
estimation from unmanned-aerial-vehicle video. At first,
an ensemble classifier, including the Haar classifier and
convolutional neural (CNN), is utilized for vehicle detec-
tion. Hence, traffic flow parameters are estimated accord-
ing to the optical flow and traffic flow theory. Lan and
Chang [10] presented the findings from empirical obser-
vations of three-class traffic flows, including the complex
interactions among scooters, passenger cars, and buses.
By analyzing recorded data, including individual vehicles
and their trajectories over time, formulations were pro-
posed to model the behaviors of the three-class flows on
queue formation, discharging, lane choice in filtering pro-
cesses, and propagation.

Deep-learning neural networks (DLNNs) have been
progressively developed in image processing [2, 3, 5, 6, 15–
17, 19, 21, 22, 24, 26–28]. Sun et al. [26] proposed using a
CNN to inspect surface flaws based on adaptive multiscale
image collection. Chen et al. [3] proposed a deep Siamese
convolutional multiple-layers recurrent neural network for
change detection in multi-temporal very-high-resolution
images. This method can be used for homogeneous and
heterogeneous images. Moeskops et al. [19] presented
a method for the automatic segmentation of magnetic-
resonance brain images into several tissue classes using
a convolutional neural network. Oktay et al. [22] pro-
posed a training strategy incorporating prior anatomi-
cal knowledge into CNNs through a regularization model.
The framework enables a model to follow the structures’
global anatomical properties, such as labels and shapes.
Tian [27] proposed training the CNN and recurrent neu-
ral networks in parallel. A residual module ShortCut3-

ResNet is constructed, enabling the CNN to learn the
image’s various features well. Verma et al. [28] utilized
a CNN and a DNN for facial emotion recognition. This
method can effectively categorize a facial expression into
seven different categories: afraid, angry, disgusted, happy,
neutral, sad, and surprised. Sapijaszko and Mikhael [24]
proposed using a multilayer sigmoid neural network for
face recognition. They used a gray scaling algorithm to
enhance images, and the salient features are extracted us-
ing the coefficients obtained by the wavelet transform and
cosine one. Mu et al. [21] proposed an unsupervised im-
age segmentation method based on region-combined im-
ages using super-pixels with deep learning models. The
super-pixel segmentation algorithm segments an image,
and then the semi-supervised region is merged into an
unsupervised algorithm. Finally, the processed image is
input into the deep learning model to obtain segmentation
results. Fu et al. [6] proposed an image super-resolution
approach. They replace the default up-sampling layer
with a pixel shuffling layer to speed up the calculation
of the DLNN. Dilawari et al. [5] proposed using some
computer vision algorithms with deep learning to extract
the spatio-temporal annotations of humans by bounding
boxes. The accuracy rates can reach 95.5%. Appathurai
et al. [2] proposed using an ANN and oppositional gravi-
tational search optimization method for vehicle detection.

Based on the above discussions, CNN performs well in
image recognition and classification. We use road region
CNN (RR-CNN) and traffic flow CNN (TF-CNN) to rec-
ognize the freeway traffic flow. First, images are periodi-
cally captured and converted to gray levels. In turn, the
captured image is separated into N regions. Each region
is identified whether it is inside the lane region by the RR-
CNN. The TF-CNN will further recognize the traffic flow
for the regions inside the lane. On the contrary, the TF-
CNN does not recognize the traffic flow in the non-lane
regions. The recognized traffic flow results include three
categories: block, many cars, and smooth. The experi-
mental results show that the recognition accuracy rate is
very high, so the research results can be applied to the
traffic light control for vehicles entering into the freeway
at each interchange to prevent the freeway from traffic
jams.

The rest of this paper is organized as follows. Section
2 describes the proposed method of using the RR-CNN
and TF-CNN for traffic flow identification. Experimental
results are demonstrated in section 3. Conclusions are
finally drawn in Section 4.

2 Proposed RR-CNN and TF-
CNN for Traffic Flow Estima-
tion

The block diagram of the proposed traffic flow identifica-
tion system is shown in Figure 1. First, the images cap-
tured in the freeway are converted to a gray level. Hence,
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the lane lines’ boundary is detected by the Canny edge
detection algorithm [25], as shown in Figure 2. The im-
age is segmented into N regions, where N is empirically
chosen to 25, and input them into the RR-CNN to iden-
tify the lane regions. If a segmented region is identified as
not inside the lane, it brings no information concerning
traffic flow. This effect of this region is ignored. On the
contrary, a region recognized inside the lane is input into
the TF-CNN to identify the traffic flow result. The traffic
flow is defined according to the majority of the identified
results of the segmented regions in the image.

Figure 1: Block diagram of the proposed traffic flow recog-
nition system

(a) (b) (c)

Figure 2: Edge detection using Canny algorithm [25], (a)
captured image; (b) grayed image; (c) edges detected by
the Canny algorithm

2.1 Pre-processing of Captured Images

To reduce the complexity of identifying the traffic flow,
pre-processing such as gray-scale conversion and edge de-
tection is performed on the captured color image. A color
image can be converted into grayscale one, the relation is
expressed by [7].

Y (i, j) = 0.299R(i, j) + 0.58G(i, j) + 0.114B(i, j) (1)

where Y represents the gray level. R,G, and B denote
the color intensity of red, green, and blue, respectively.

An image captured on the highway is grayed out and
the results obtained by Canny edge detection [15] are
shown in Figure 2(c). The lane boundary is apparent
in the results detected by the Canny algorithm. The de-
tected results are segmented into N equal regions, where
N is empirically chosen to 25. The segmented regions are
input into the RR-CNN to identify the lane boundary. As
shown in Figure 3(c), the RR-CNN can adequately recog-
nize the lane regions. The lane regions recognized by the
RR-CNN are input to the TF-CNN to identify the traffic
flow.

2.2 Traffic Flow Detection by the TF-
CNN

According to Google’s classification for traffic flow, the
traffic flow is divided into three categories, including
block, many cars, and smooth. The structure of TF-CNN
is shown in Figure 4. The segmented blocks shown in Fig-
ure 3 are input into the TF-CNN. The recognized traffic
flow is obtained.

Images were utilized for training the TF-CNN. Figure 5
shows the variation of precision rates with various num-
bers of convolutional layers, which impact the TF-CNN
performance. By using three convolutional layer, the best
performance in the validation set is achieved. The number
of filters for each convolutional layer impacts the perfor-
mance of TF-CNN. Figure 6 shows the variation of preci-
sion rates with various numbers of filters in convolutional
layers. Adequately increasing the number of filters can
improve the precision rate from 50% to 70%. Using 36
filters in the convolutional layer obtains the best perfor-
mance. Accordingly, the numbers of convolutional layers
and filters are set to 3 and 36, respectively. Figure 7
shows the training trajectory of TF-CNN with three con-
volutional layers and 36 filters. The accuracy rate of the
validation set reaches 92.5

3 Experimental Results

To verify the effectiveness of this paper’s method, we col-
lected many images of traffic flow images, where 67% and
37% of them were used as training set and validation set,
respectively. The images were all captured from the cam-
era of Taiwan’s Highway Bureau of the Ministry of Com-
munications on different dates and times for analyzing
and verifying traffic flow.
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(a) (b) (c)

Figure 3: Recognized lane region using RR-CNN; (a)
edges detected by the Canny algorithm; (b) segmented
blocks; (c) lane regions recognized by the RR-CNN

Figure 4: Structure of TF-CNN

Figure 5: Variation of precision rates with various num-
bers of convolutional layers

Figure 6: Variation of precision rates with various num-
bers of filters in convolutional layers

Precision rate can be used to evaluate the correctness
of the traffic flow identification, given as

P% =
Number of correctly recognized images

Number of images concerning traffic flow
· 100% (2)

By observing Equation (2), the number of correctly rec-
ognized images concerning traffic flow increases, the pre-
cision rate P% improves.

3.1 Lane Boundary Detection

A captured image is segmented into M blocks. The RR-
CNN recognizes each block to recognized whether it be-
longs to the lane region. Figure 8 shows the segmented
blocks for M is equal to 25 and 100, respectively. By ob-
serving Figure 8(a), the characteristics of the lane bound-
aries are apparent. However, when an image is divided
into 100 blocks, as shown in Figure 8(b), it is hard to see
the lane boundary features.

Some training examples for an image having been seg-
mented into 25 blocks and 100 blocks are shown in Fig-
ures 9 and ??, respectively. The validation set’s accuracy
rate can reach 90% for 100 segmented blocks, whereas
the accuracy rate is 92.05% for 25 segmented blocks. Fig-
ure 11 shows the performance comparisons in terms of
the precision rate. Segmenting an image into 25 blocks
performs much better than segmenting into 100 blocks,
particularly for the testing set. The primary reason is the
less information of lanes for a smaller segmented block,
as shown in Figure 10(b). Accordingly, an image is seg-
mented into 25 blocks in the experiments.

3.2 Vehicle Flow Identification

Some permissible recognition types include recognizing
a block or a smooth category as more cars category or
recognizing more cars category as block or smooth cat-
egory. This permission is because the category with the
recognition result of more cars category has the fuzzy area
of smooth or block category, which is also an acceptable
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Figure 7: Training trajectory of TF-CNN with 3 convolutional layers and 36 filters; (upper)variation of accuracy
rate; (bottom) variation of loss values

Figure 8: Examples of segmented blocks; (a) 25 blocks;
(b) 100 blocks

recognition result, so it is more affordable to list the con-
ditions mentioned above as the allowable recognition cat-
egory.

Figure 12 shows the precision rates for a captured im-
age been segmented into 25 and 100 blocks. Segmenting
an image into 25 blocks is superior to that segmenting
the image into 100 blocks. Even the recognized results
are not identical to the targets, the recognized results are
allowable, i.e., a block target will not be recognized as
smooth, and a smooth target will not be recognized as a
block. Therefore, the recognized results are acceptable.

Table 1 shows the performance comparisons in preci-
sion, error, recall, and allowable recognition ratios. It can
be found that the precision rates are identical for each
traffic flow conditions. No detection errors have been rec-

(a)

(b)

Figure 9: Some examples of training blocks, where an
image is segmented into 25 blocks; (a) blocks without
lane boundary; (b) blocks with boundary
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(a)

(b)

Figure 10: Some examples of training blocks, where an
image is segmented into 100 blocks; (a) blocks without
lane boundary; (b) blocks with boundary

Figure 11: Comparisons of precision rates for images seg-
mented into 25 and 100 blocks

Figure 12: Comparisons of allowable precision rates for
images segmented into 25 and 100 blocks

ognized. These results mean that the actual block con-
dition will not be recognized as smooth, and the actual
smooth condition will not be recognized as a block. The
proposed approach can thoroughly recognize the smooth
conditions; thus, the recall rate reaches 100%. The condi-
tions of block and more cars are tough to be distinguished
in real environments. The labeled targets may be differ-
ent obtained by different people. Accordingly, allowable
recognition results are acceptable.

Table 1: Performance comparisons in terms of precision,
error, recall, and allowable rates

Precision Error Recall Allowable
rate rate rate recognition

Category (%) (%) (%) ratio (%)

Smooth 72 0 100 28
More cars 72 0 66.67 28
Block 72 0 74.33 28

4 Conclusions

This paper proposes using two different CNNs to recog-
nize traffic flow. Firstly, the RR-CNN learns to recognize
the lanes in each captured image. In turn, the TF-CNN
identifies the image’s traffic flow in the lane region rec-
ognized by the RR-CNN. The precision rate and recall
rate evaluate the performance of the traffic flow identifi-
cation. The experimental results show that the proposed
approach can effectively identify traffic flow by using cap-
tured images. In the future, this method can be applied
to road traffic control in the actual environment.
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Abstract

Queried keywords are often used in representing the topics
of articles. Word segmentation and unknown word extrac-
tion are generally employed to obtain accurate queried
keywords. However, existing Chinese unknown word ex-
traction methods are mainly designed to process com-
plete sentences, while the queried keywords are mostly
incomplete. In this paper, we propose a Chinese unknown
word extraction model for incomplete sentences and use
Blog Connect as the experimental platform to collect the
queried keywords. A two-phase approach is proposed to
solve the unknown word extraction: unknown word de-
tection and unknown word extraction. In the detection
phase, we design rules based on the frequency and the
probability of queried keywords to detect unknown word
candidates. In the extraction phase, we propose a variant
of a bottom-up merging algorithm according to pattern
and statistical conditions to extract unknown words. The
experimental results show that our method can identify
about 70% of unknown words and outperforms the CKIP
in resolving unknown Chinese words for incomplete sen-
tences.

Keywords: Blog Connect; Queried Keywords; Unknown
Words Extraction; Word Segmentation

1 Introduction

As a result of easy access to networks, Web users nowa-
days conveniently share their experiences and ideas over
the Internet [23]. Although Blog readers or bloggers
mainly visited their friends’ blogs in the past, Techno-
rati’s 2011 report [33] pointed out that it is no longer
true. Conversely, more and more blog users turn to blog
sites that share information they are interested in. Even
though blogs on the Internet play an important role in

information sharing and dissemination, each blog is still
considered as an isolated island [9]. That is, no connec-
tions or relationships between any two blogs are estab-
lished unless they are manually created either by Blog-
rolls, citation links, or comments [19]. If all related blogs
could somehow be “auto-magically” connected, it might
result in a breakthrough in information sharing [2]. The
past researches [4,22,25] mentioned that a set of keywords
of blog posts could be used to represent the main topic for
each blog post. Also, the research [5] showed that queried
keywords for a blog article could be used to represent the
topics of the blog post. Therefore, to achieve high accu-
racy of keyword extraction is an important issue.

There are a total number of 667 million China Inter-
net users by the end of June 2015. Also, total Inter-
net penetration rate in China reached 48.8% according
to CNNIC [15]. The trends showed that Chinese words
are widely used to communicate over the Internet. To
extract the words syntax in sentences, Chinese word seg-
mentation is an essential preprocessing step. Besides, the
segmented results would affect the accuracy of the key-
word extraction and its applications such as clustering
and classification [29, 30, 39]. However, Chinese language
is different from and more challenging than the alpha-
betic language in that there are no blanks between Chi-
nese words for identifying word boundaries. In the past
researches, Chinese queried keywords are segmented by a
Chinese segmentation system such as mmseg4j [35] and
CKIP [7]. Moreover, Sung et al. [34] incorporated multi-
level linguistic features to conduct the major tasks of seg-
mentation, syntactic parsing, and feature extraction for
analyzing Chinese texts. Lei et al. [24] proposed a scheme
to detect Chinese unknown words for Weibo tweets and
comments. Qiu and Zhang [31] applied the information
extraction technique to mine common noun entities for
the novels. To extract the unknown words, Ye et al. [38]
proposed a goodness measure of the candidate to sep-
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arate low-frequency meaningful and meaningless words
for Chinese sentences effectively. As for evaluating the
impact of Chinese word segmentation, Foo and Li [18]
used a set of IR experiments to show the influence of
different document segmentation approaches on IR effec-
tiveness for query segmentation. However, these Chinese
segmentation systems [6, 17, 27, 30] are more suited for a
complete sentence, but not quite appropriate for queried
keywords because queried keywords are mostly incom-
plete sentences with words separated by blanks. Thus,
queried keywords contain many Chinese unknown words
that cannot be identified by existing segmentation sys-
tems [4]. That is, a Chinese segmentation system would
most likely divide a meaningful queried word into several
non-meaningful and separated words. As a result, the
original query intensions are lost due to non-meaningful
separated words and unidentified unknown words.

The proposed scheme, similar to Chen et al.’s [8,9,12]
and Yang and Chang’s [37] studies, extracts unknown
words into two phases, namely unknown word detection
and unknown words extraction. Based on the frequency
and the probability of queried keywords, the proposed
scheme designs rules to detect unknown word candidates
for incomplete sentences. In the unknown word extrac-
tion phase, all morphemes (regardless of whether they are
monosyllabic or multisyllabic morphemes) are treated as
unknown word morphemes and marked. Then, according
to the markups, we build morphological rules for specific
types of unknown words, such as the Chinese and English
transliteration names. For non-specific types of unknown
words, we designed both pattern and statistical condi-
tions to calculate priority values and proposed a variant
of the bottom up merging algorithm designed by Chen
and Ma [9].

The proposed Chinese unknown words detection and
extraction could be applied to search engines, and social
platforms (such as Facebook, Twitter, Sina Weibo [32]).
In the experiments, the queried keywords of 998 articles
collected by the Blog Connect platform are used. Also,
we enhanced mmseg4j [35] with our unknown word extrac-
tion method, called improved mmseg4j. The experimen-
tal results show that there are 299 unidentified unknown
words using the improved mmseg4j, while there are 415
unidentified unknown words using CKIP. In other words,
our method can extract about 70% (689/988 = 69.7%)
of unknown words, but CKIP can only identify less than
58% (573/988 = 57.9%) of unknown words. Therefore,
the proposed scheme is more effective than CKIP for in-
complete sentences.

2 Related Works

Chen and Lee [10] focus on detecting three types of un-
known words, namely Chinese names, English translit-
eration names, and the names of organizations. In their
scheme, Chen and Lee use the following criteria to retrieve
the Chinese name: the frequency of characters, sentences,

paragraphs, and words; the relationship of context; and
the characteristic of the characters. For English translit-
eration names not distinguishable from a regular pattern,
the authors indicated that the translated character used
by the English transliteration name is in certain range,
such as “Harry Potter”, which would be translated in dif-
ferent Chinese terms but with the same pronunciation by
different translators, i.e., synonym problem. For this rea-
son, the authors detect the unknown words according to
whether or not they are common translation characters
and character sequences. As for organization names, the
authors believed that an organization name is generally
divided into two parts. The first part stands for the name
of an organization and the second part denotes the type
of the organization. For example, Taichung City Gov-
ernment is divided into Taichung City and Government.
In later studies, Chen and Chen [11] used the Academia
Sinica Balanced Corpus [1] and a news website to help re-
trieving organization names and their abbreviated names.

Chen et al. [8,9,12] proposed a two-stage method to de-
tect and retrieve unknown words. In the Chen and Bai’s
scheme [12], it is assumed that every unknown word con-
tains at least one monosyllabic unknown morpheme; thus,
rules are trained through the morphological features and
their frequencies. If a monosyllabic morpheme applied
to the rules, it is considered a known monosyllabic word;
otherwise, an unknown one. Based on the Chen and Bai’s
work [12], Chen and Ma [8] designed the morphological
rules to process unknown words such as Chinese names,
English transliteration names and so on. In addition, by
using the context clues, such as frequency and conditional
probability, of the detected unknown words obtained from
the previous stage, they defined 12 statistical rules to re-
trieve unknown words. Chen and Ma [8] demonstrated
that an 89% accuracy rate could be obtained in process-
ing 1160 unknown words.

In the past, some research focused on resolving specific
types of unknown words. To eliminate such constraints,
Chen and Ma [9] presented a bottom up merging algo-
rithm by using a greedy strategy to generate rules for
unknown words extraction. However, it is limited by the
fact that each unknown word must contain at least one
monosyllabic unknown morpheme. When two consecutive
terms are all monosyllable unknown morphemes, a statis-
tical value is calculated for each term. Two consecutive
terms with the highest statistical value are merged into
a token pair. The merging process will continue until no
token pairs are unknown.

Some studies use machine learning methods to extract
unknown words. Goh et al. [20] used a Hidden Markov
Model POS Tagger to segment sentences and denote part
of speech (POS) tags for each word. After that, the
Viterbi algorithm is used to train the corpus to get the op-
timal sequence of segmented words; then, a SVM chunker
is used to detect unknown words. The Peking University
corpus is used as the experimental data, and the precision
rate and recall rate are 63.8% and 58.3% respectively.

Yang and Chang [37] proposed a hybrid method for
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unknown words extraction, in which the unknown words
detection is identical to Chen and Bai’s scheme [12], while
SVM is employed in the unknown words extraction stage.
Yang and Chang treated a Chinese sentence as a sequence
data, used sliding windows to transform the sequence data
into feature vectors, and then utilized classifiers such as
SVM to extract unknown words. In the experiments,
the precision rate and recall rate are 68% and 63.5%,
respectively. Also, Yang and Chang indicated that the
F-measure (65.7%) is better than the F-measure (64.8%)
of Chen and Ma’s scheme [9].

There are studies that used statistical methods to ex-
tract unknown words without considering segmentation
and parts of speech. Lai and Wu [28] believed that un-
known words often have higher co-occurrence rate; thus,
they designed a PLU-based likelihood ratio (PLR) and
calculated the PLR for each word sequence. For word
sequences with the PLR values greater than a threshold,
they were treated as unknown words. The experimental
results showed that the proposed method had accuracy
rate up to 88%. Although Lai and Wu is efficient and
fast, Chang and Lee [13] pointed out that unknown words
extraction fails when the size of the document set is too
small. For small document corpus, Chang and Lee re-
moved stop words from word sequences and proposed a
Strict Phrase likelihood ratio (SPLR). After calculating
the SPLR for each word sequence, the word sequences
with SPLR value greater than a predefined threshold were
treated as unknown words. Jiang et al. [22] pointed out
that 89% of unknown words are generally in the general
characteristics. Jiang et al. [22] designed both a single
character model and an affix mode to extract unknown
words. The experimental results showed that accuracy
rate up to 87% can be achieved.

3 Proposed Scheme

As stated earlier, the proposed method focuses on extract-
ing unknown words in an incomplete sentence. Therefore,
the queried keywords collected by Blog Connect are used
as the experimental data set. It differs from other stud-
ies that use full-text articles (i.e., complete sentences) as
their data sets. In this section, we will describe the Blog
Connect first, and then the rest of our proposed scheme.

3.1 Blog Connect

In the past, we developed a platform called Blog Connect
(BC) [4] which is a cross-platform system created to dis-
cover relationships among blogs with similar interests or
topics. Table 1 presents an example of blog post Ai from
the BC database. It means that users clicked on Ai four
times and the entered keywords are listed in the column
“Queried keywords”. The column “Number” is simply a
number ID for illustration purpose. The column “Mean-
ing of Chinese terms” explains the meaning of queried
keywords.

Table 1: Example queried keywords of article Ai

In general, a Chinese article is composed of paragraphs,
a paragraph is composed of sentences, and a sentence
is composed of characters. However, as shown in Ta-
ble 1, different from complete sentences, queried keywords
are strings of characters possibly with blanks to separate
words. Thus, the first step is to separate queried keywords
into words with blanks. Additionally, all English letters
are converted into lower case. It is common that informal
words are used for queries. These informal queried key-
words are roughly categorized into two categories. The
first category contains queried words that have both En-
glish and Chinese letters, such as No. 2 in Table 1. The
frequency of a queried keyword in all queries is calculated
as shown in Table 2. The queried keywords after pre-
processing for blog article Ai are denoted as QKi, where
QKi = {k0, k1, · · · , kn} and n is the number of keywords
in QKi.

Table 2: Example keywords for article Ai after prepro-
cessing

3.2 Unknown Words Detection

In the previous studies [12, 37] authors used frequency,
part of speech, and conditional probability to train con-
text rules. The context rules are used to determine
whether or not a monosyllable morpheme is an unknown
word morpheme. However, these methods are limited in
that an unknown word morpheme has to contain at least
one monosyllable morpheme. Unfortunately, this is not
the case for many unknown words. For example, after
Chinese segmentation, the queried keyword of “土地銀
行” (Land Bank, a short name for Taiwan Land Bank)
is split into Land and Bank and both of them are not
monosyllable morpheme. Therefore, based on the previ-
ous studies, the queried keyword of “Land Bank” is not an
unknown word (which is not in any lexicon), but two sep-
arated known words (or name entities) that are unrelated
to Taiwan Land Bank.

To resolve the limitation, the proposed method utilizes
the frequency and conditional probability of kj in QKi to
detect candidate unknown word. If kj satisfies the rules
in Table 3, kj is a candidate unknown word and denoted



International Journal of Network Security, Vol.24, No.4, PP.755-764, July 2022 (DOI: 10.6633/IJNS.202207 24(4).19) 758

as UWCi (Unknown Word Candidate).
Take the rule DR1 in Table 5 as an example, if kj satis-

fies both conditions C1 and C2, it is a candidate unknown
word. All five conditions used in determining whether or
not kj is a candiate unknown word are summarized in Ta-
ble 4, where |kj | is the length of kj , f(kj) is the frequency
of kj , and LEX is the word set which is the lexicon of a
Chinese segmentation system. Condition C1 means that
kj is not in the LEX. Condition C2 is designed by Li et
al. [26], in which the length of an unknown word is usually
between two and four characters. If kj and kq are two dif-
ferent keywords in QKi and kq is a substring of kj , there
is high probability that kj is an unknown word. There-
fore, condition C3 is used to detect whether kj contains
a substring kq and kq is not in the LEX. If the number
of kj in QKi is one, it is hard to determine whether or
not kj is an unknown word. As a result, condition C4 is
designed to demand that the number of kj in QKi has to
be at least 2. Condition C5 requires that the frequency
of a candidate unknown word has to be at least 2.

Table 3: Conditions of unknown word detection

ID Conditions

C1 kj /∈ LEX
C2 |kj | ≥ 2 and |kj | ≤ 4
C3 kq /∈ LEX and kq is a substring of kj ,

1 ≤ q ̸= j ≤ n
C4 n ≥ 2
C5 f(kj) ≥ 2

Table 4: Rules of unknown word detection

Detection Rule ID Conditions Constraints

DR1 C1, C2

DR2 C1, C3

DR3 C1, C4, C5

Let us use Table 2 as an example where QKi =
{k0, k1, k2}. Keyword k2 is in the LEX, it does not satisfy
any rule so that k2 is a known word. Keyword k0 is not
in the LEX and its length is 4 (which is between 2 and 4),
it is a candidate unknown word based on the rule DR1.
In this case, k0 is put into the UWCi. Because k0 is a
substring of k1, and k1 is not in the LEX, k1 is also a
candidate unknown word based on the rule DR2. Finally,
two keywords k0 and k1 “羅曼蒂卡” and “unt酗羅曼蒂卡”
are in UWCi; that is, UWCi = {k0, k1}{\a”, \unta”}.

3.3 Unknown Words Extraction

After the unknown word detection stage, the task for
the unknown word extraction stage is to extract un-
known words from UWCi. First of all, each kj

in UWCi is segmented. After segmentation kj =
{wp

0 , w
p
1 , · · · , wp

c , · · · , wp
m}, where m is the total number

of morphemes, and p is a tag variable. If the length of
wc is equal to 1, wc is tagged as w1

c and is a monosylla-
ble morpheme. If the length of wc is greater than 1, p is
equal to the length of wc, and wp

c represents a polysylla-
ble morpheme. If wc is composed of English letters, p is
equal to *. Use Table 2 as an example. After segmenta-
tion, k1 = {w∗

0 , w
1
1, w

1
2, w

1
3, w

1
4, w

1
5} because w0 is “unt”;

and w1, w2, w3, w4, and w5 are all of length 1. Noted that
w1, w2, w3, w4, and w5 are monosyllable morphemes; re-
spectively. Due to the queried keywords collected by Blog
Connect are incomplete sentences, the methods proposed
in [3, 14, 16, 19] cannot be used. The tasks to extract un-
known words from incomplete sentences are proposed and
described as follows.

3.3.1 Identification of Chinese Personal Names

In general, a Chinese personal name is composed of a
surname and a given name. Most Chinese surnames are
using a specific of single character and some rare ones are
two characters, such as Chen, Lin, Huang, etc. For clarity,
several example Chinese names and their corresponding
English transliteration names are listed in Table 6.

In this paper, we use the top one hundred surnames and
the common surnames of two characters that are listed in
Wikipedia to establish Last Name Set (LN) as our refer-
ence. In the stage of Chinese personal name extraction, if
wp

c is contained in LN and p is equal to either 1 or 2 (i.e.,
w1

c or w2
c ), we use rules shown in Table 7 to extract the

Chinese personal name. In CR1, if w
1
c is in LN and its

next two morphemes are w1
c+1 and w1

c+2; w
1
c , w

1
c+1 and

w1
c+2 are combined as a Chinese personal name. In CR2,

if w1
c is in LN, and if the p of wp

c+2 is not equal to 1, w1
c

and w1
c+1 are combined as a Chinese personal name. If w1

c

is in LN and the p of wp
c+1 is equal to 2, then w1

c and w2
c+1

are combined as a Chinese personal name based on CR3.
There are two cases considered in CR4, and the proce-
dure for CR4 is shown in Figure 1. Firstly, if w2

c is in LN
(i.e. w2

c is a surname of two characters), w2
c and w1

c+1 are
combined as a Chinese personal name. Secondly, a Chi-
nese segmentation system sometimes segments a Chinese
personal name into a disyllable morpheme and a monosyl-
lable morpheme. For example, if kj is “Chang Ta-Chun”
(as No. 1 in Table 6), kj is split into “Chang-Ta” and
“Chun” after segmentation. Therefore, if the first char-
acter of w2

c is in LN, w2
c and w1

c+1 are also combined as a
Chinese personal name.

Figure 1: The constraint of No.4 rule type
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Table 5: Name example

Table 6: Rules for Chinese personal names

Rule ID Rule Type Constraint & Procedure

CR1 w1
c , w

1
c+1, w

1
c+2 Combine (c, c+ 1, c+ 2)

CR2 w1
c , w

1
c+1, w

p ̸=1
c+2 Combine (c, c+ 1)

CR3 w1
c , w

2
c+1, w

p
c+2 Combine (c, c+ 1)

CR4 w2
c , w

1
c+1, w

p
c+2 Defined as in Figure 1.

3.3.2 Identification of English Transliteration
Names

As stated in Chen and Lee [10], the identification of En-
glish transliteration names poses two challenges: Unlike
Chinese personal names, there are no common surnames
for identification. Common Chinese personal names are
generally of length 2, 3, or 4. However, there is no re-
striction on the length of an English transliteration name.
Examples such as “Walter Bruce Willis” (No. 2), “Kim
Basinger” (No. 3) and “Steven Seagal” (No. 4) are shown
in Table 6.

Although an English name may be translated into dif-
ferent Chinese names by different translators, Chen and
Lee [10] believed that most translators use a popular
character set for translation. Therefore, in our method,
we developed an English Transliteration Character Set
(ETCS) which contains 269 widely-used characters and is
extracted from the common English names listed in Hi-
Tutor [16]. In addition, our method greedily looks up the
maximum of k such that all {wp

c , w
p
c+1, · · · , w

p
c+k}, where

k ≥ 1 and c ≤ c + k ≤ m, of kj are in ETCS, then we
combine {wp

c , w
p
c+1, · · · , w

p
c+k} as one English transliter-

ation name. Noted that, the tag variable p cannot be ‘*’
and can be greater than 1.

3.3.3 Non-specific Type of Unknown Words

Due to non-specific types of unknown words without ob-
vious clues to design rules, we design a variant (namely
VBMA) of the bottom up merging algorithm, proposed
by Chen and Ma [9], to extract more unknown words.
The algorithm of VBMA is presented in Figure 2.

In Line 2 to Line 7 in Figure 2, a priority value for
each morpheme wp

i of kj is calculated, and the priority
sum of wp

i and wp
i+1 is stored into Priorityj [i]. Then, the

maximum value of Priorityj [i], for all 0 ≤ i < kj .length-1,
is assigned to the variable geti of the token pair of mor-
phemes of kj with the highest priority value are denoted
as wp

geti and wp
geti. Note that if there are more than one

Figure 2: A variant of bottom up merging algorithm

pair with the identical max(Priorityj [i]), only the smallest
geti is selected. In the case that the length of Priorityj [i]
is greater than 1, and (wp

geti, w
p
geti) satisfies the general

rules, wp
geti with wp

geti+1 are combined as wts
geti (ts stands

for token string), kj becomes {wp
0 · · ·wts

getiw
p
geti+2 · · ·wp

m},
and execute VBMA(kj) recursively as shown in Line 15
to Line 17. If, on the other hand, (wp

geti, w
p
geti) does not

satisfy the general rules, kj is split according to the value
of geti as shown in Line 19 to Line 28. If geti is equal
to 0, kj is split into wp

geti and kx = {wp
geti+1 · · ·wp

m} as
shown in Line 21. If geti is equal to Priorityj .length-1,
kj is split into kx = {wp

0 · · ·w
p
geti} and wp

geti+1 as shown
in Line 24. If geti is neither 0 nor Prioirtyj .length-1, kj
is split into kj−left and kj−right as shown in Line 26 and
Line 27, respectively. The recursive method is performed
as described above until Priorityj .length is equals to 1. As
shown in Line 8 to Line 12, if Priorityj .length is equal to 1,
and (wp

geti, w
p
geti) satisfies the general rules, the combined

(wp
geti, w

p
geti) is returned. Otherwise, a string consisting

of wp
geti, “:”, and wp

geti is returned. After VBMA(kj) is
completed, it returns a string ukj containing unknown
words jkj1 : jkj2 : · · · : jkjz separated by word delimiter
“:”; that is, ukj = {ukj1, ukj2, ukjy, · · · , ukjz} after re-
moving the delimiter “:”. Finally, every ukjy is compared
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to all wp
c in kj . If ukjy is not identical to any wp

c , ukjy is
identified as an unknown word.

1) Priority values
Chen and Ma [9] use a variant of mutual information,
which is based on co-occurrence and mutual informa-
tion, to calculate the priority value (i.e. probability)
of any two consecutive morphemes. If there is more
than one pair of two consecutive morphemes of the
same priority, the first pair, reading wp

c from left to
right, is selected and combined. The co-occurrence,
and mutual information, and the variant of mutual
information are briefly described below:

a. Co-occurrence
The calculation of the co-occurrence of wp

c and
wp

c+1 is simply the number of times that wp
c

and wp
c+1 co-occur in QKi and denoted as

f(wp
c , w

p
c+1) listed below:

Co− occurrence(wp
c , w

p
c+1) = f(wp

c , w
p
c+1). (1)

b. Mutual information
The calculation of mutual information of
wp

c , w
p
c+1, denoted as MI(wp

c , w
p
c+1), is shown in

Equation (2) which was proposed by Gao and
Lin [21]:

MI(wp
c , w

p
c+1) = log2

f(wp
c ,w

p
c+1)

N

f(wp
c )

N × f(wp
c+1)

N

≈ log2
N × f(wp

c , w
p
c+1)

f(wp
c )f(w

p
c+1)

(2)

where f(wp
c ) is the frequency of wp

c in QKi,
f(wp

c+1) and N is the total number of mor-
phemes in QKi. Moreover, N is 106 as sug-
gested by Wu et al. [37].

c. A variant of mutual information
Chen an Ma [9] proposed a variant of mutual
information (denoted as VMI) where VMI is
equal to Co-occurrence (wp

c , w
p
c+1) multiplying

MI, and the equation is shown as follows:

VMI(wp
c , w

p
c+1) = f(wp

c , w
p
c+1) log2

N × f(wp
c , w

p
c+1)

f(wp
c )f(w

p
c+1)

2) Unknown words extraction rules
The general rules for unknown word extraction are
based on two kinds of conditions, namely pattern
conditions and statistical conditions.

a. Pattern Conditions
The pattern conditions are summarized in Ta-
ble 9. PC1 represents a pattern such that
the length of both wp

c and wp
c+1 is 1; that is,

(w1
c , w

1
c+1). In PC2, w

p=2,3
c+1 means the length

of w1
c+1 can be either 2 or 3. Take No. 1 in

Table 8 as an example. The queried keyword
No. 1 in Table 8 (i.e. General manager) is spilt
into w1

c (i.e. General) and w2
c+1 (i.e. manager).

In PC3, the ts of wts
c+1 stands for token string

which was defined previously. An example of
PC4 is shown in No. 2 of Table 8. The queried
keyword No. 2 in Table 8 (i.e. Police Depart-
ment) is spilt into w2

c (i.e. Police) and w1
c+1

(i.e. Department). PC10 represents a pattern
that an unknown word contains both English
and Chinese; for examples, No. 2 and No. 3 in
Table 3. However, PC10 only considers w∗

c and
w1

c+1, respectively. A pattern such as wp
c and

w∗
c+1 is not considered because there is little, if

none, unknown word is of that pattern. In addi-
tion, if p or ts is greater than 4, the morpheme
is automatically treated as a known word.

b. Statistical Condition
Unlike other studies, the proposed method uses
the frequency and probability of kj in QKi

to design statistical rules; instead of the fre-
quency and probability of a keyword in an arti-
cle. Church [21] indicated that unknown words
are keywords that are not in the LEX and often
repeatedly appears in an article. Thus, SC1, as
shown in Table 10, is designed so that two con-
secutive morphemes are considered to be an un-
known word if their frequency is greater than or
equal to T1, and T1 is a threshold value. Also,
Chen and Ma [9] pointed out that if wp

c is a
polysyllabic morpheme (i.e., p > 1 or p = ts),
it is unlikely that two different unknown words
contain the same wp

c in one article. As a result,
SC2 and SC3 are designed to take advantages
of such feature. In SC2, if the probability of
wp

c followed by wp
c+1 is greater than or equal to

a threshold value T2, wp
c should be combined

with wp
c+1. Take No. 2 in Table 8 as an exam-

ple. Based on SC2, if the conditional probabil-
ity of (“Department”—“Police”) is greater than
or equal to T2, they will be combined as “Police
Department”. Similar to SC2, if the probability
of wp

c+1 followed by wp
c is greater than or equal

to T2, w
p
c should also be combined with wp

c+1.
Take No. 1 in Table 8 as an example. Based
on SC3, if the conditional probability of (“Gen-
eral”—“manager”) is greater than or equal to
T2, they will be combined as “General man-
ager”.

SC4 and SC5 indicate that a monosyllabic mor-
pheme (either w1

c or w1
c+1) is not in the Stop

Word List (SWL). Based on the frequency, we
selected the top 100 words from the Word List
with Accumulated Word Frequency in Sinica
Corpus 3.0 [36] as our SWL. However, there are
16 polysyllabic morphemes among them. Be-
cause polysyllabic morphemes can be unknown
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words in the proposed scheme, they are removed
from the SWL. Therefore, the number of mor-
phemes of SWL is 84.

Table 7: Statistical conditions for general rules

Statistical
Conditions ID Statistical Conditions

SC1 fQKi
)(wp

cw
p
c+1) ≥ T1

SC2 ProbabiltyQKi)(w
p
c+1|wp

c ) ≥ T2

SC3 ProbabiltyQKi
(wp

c |w
p
c+1) ≥ T2

SC4 w1
c /∈ SWL

SC5 w1
c+1 /∈ SWL

Table 8: General rules

General Rules Conditional Constraint

GR1 PC1&SC4

GR2 PC2&SC1&SC3&SC4

GR3 PC3&SC3&SC4

GR4 PC4&SC1&SC2&SC5

GR5 PC5&SC1&SC2&SC3

GR6 PC6&SC1&SC2&SC3

GR7 PC7&SC1&SC2&SC3

GR8 PC8&SC2&SC5

GR9 PC9&SC2&SC3

GR10 PC10&SC1&SC2&SC5

As shown in Table 8, we designed ten general rules
according to the pattern conditions and statistical condi-
tion. If two consecutive morphemes satisfy any one con-
ditional constrain, they are merged. For example, GR1

show that, if two consecutive morphemes (wp
c and wp

c+1)
are all monosyllabic morphemes (PC1) and w1

c is not in
the SWL (SC4), w

1
c and w1

c+1 are combined to become
wts

c . GR5, GR6, and GR7 deal with two consecutive mor-
phemes that are all polysyllabic morphemes. If two con-
secutive polysyllabic morphemes co-occur frequently (i.e.,
SC1) and satisfy both SC2 and SC3, they should be com-
bined to become wts

c as an unknown word. Take No. 5 in
Table 8 as an example. Because wts

c is “Echo” and wp
c+1

is “Mr.”, if the frequency of wts
c and wp

c+1 are greater
than or equal to T1, they are merged. GR10 is designed
for unknown words that contain English and Chinese. Be-
cause w∗

c in PC10 is an English word such as “js” or “jar”,
w1

c+1 should not be in the SWL (SC5). In addition, if the
frequency of w∗

c and w1
c+1 is greater than or equal to T1

(SC1), and if the probability of w∗
c followed by wp

c+1 is
greater than or equal to T2 (SC2), w

∗
c and w1

c+1 are com-
bined to become wts

c .

4 Experimental Results

In the experiments, mmseg4j [35] is used as the Chi-
nese segmentation system, in which its lexicon contains
124,499 entries. In addition, the proposed unknown word
extraction method is used to improve mmseg4j, and it is
called “improved mmseg4j” hereinafter. A total of 998
BC blog articles are retrieved from the BC database dur-
ing 10/07/2009 and 07/31/2014. Among them, 112 ar-
ticles do not have Chinese queried keywords; therefore,
a total of 786 articles are used for the Chinese unknown
word extraction in the experiments. For the 786 articles,
the maximum, minimum, and average numbers of kj in
QKi are 420, 1, and 7; respectively. The performance is
evaluated by precision and recall, and they are defined as
follows:

NCi = The number of correctly extracted unknown
words in QKi;

NEi = The number of extracted unknown words inQKi;

NTi = The total number of unknown words in QKi;

m = The total number of keywords in QKi;

Precision rate =
∑m

i=1 NCi∑m
i=1 NEi

Recall rate =
∑m

i=1 NCi∑m
i=1 NTi

F-measure = 2PR/(P +R).

The experiments are divided into two parts. The first
part is to obtain the most appropriate threshold values (T1

and T2) for the improved mmseg4j. In the second part, we
compare the performance of the improved mmseg4j with
those of the original mmseg4j [35] and the CKIP [7].

4.1 The Experiments for Threshold Val-
ues

Co-occurrence, mutual information, and the variant of
mutual information are used to calculate priority values.
T1 is set to either 2, 3, or 4; and T2 is set to either 0.8,
0.9, or 1. The experimental results are summarized in Ta-
ble 9. The name of the first column is “Priority-T1 − T2”
which “Priority” can be either Co (i.e. co-occurrence),
MI (i.e. mutual information), or VMI (i.e. the variant of
mutual information); and T1 and T2 are threshold val-
ues. For example, Co 2 1 represents that the priority
value is calculated based on co-occurrence, T1 = 2, and
T1 = 1. As shown in Table 9, it is clear that the best
F-measure values can be obtained when T1 = 2 and T2

= 0.9, regardless co-occurrence, mutual information, or
the variant of mutual information are used. Additionally,
when comparing the performance of Co 2 0.9, MI 2 0.9
and VMI 2 0.9, one can see that co-occurrence is better
than mutual information and the variant of mutual in-
formation. This result is conformance to the experimen-
tal results presented in Chen and Ma [16]. Therefore, in
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Table 9: The experimental results for T1 and T2

the following experiments, the priority value is calculated
based on the co-occurrence, and T1 and T2 are set as 2
and 0.9; respectively.

4.2 The Experiments For Performance
Comparisons

In this paper, the unknown word extraction is signifi-
cantly different from the past research because unknown
words are extracted from the queried keywords that are
incomplete sentences. Also, the size of the lexicon used
by a Chinese segmentation system varies, and this in turn
affects the performance of unknown word extraction. As a
result, we calculate the number of unidentified unknown
words for both the original mmseg4j and the improved
mmseg4j.

CKIP, developed by Academia Sinica, is one of the
most popular Chinese segmentation systems in Taiwan,
and also won the championship of a competition held by
ACL SIGHAN [7]. The lexicon of CKIP contains about
90,000 entries. In Table 10, we also calculate the number
of unidentified unknown words when CKIP is used as the
Chinese segmentation system.

As shown in Table 10, the improved mmseg4j is more
effective than the original mmseg4j because 988 unknown
words cannot be identified by the original mmseg4j, while
299 unknown words cannot be identified by the improved
mmseg4j. Also, the number of unknown words that can-
not be identified by CKIP is 415, which are 116 more than

Table 10: The number of unidentified unknown words

mmseg4j Improved mmseg4j CKIP

988 299 415

the improved mmseg4j. After further checking, we found
that 278 unidentified unknown words of the 299 unidenti-
fied unknown words are not in the unidentified unknown
words by the CKIP; and the remaining 21 unidentified un-
known words are in the CKIP lexicon, but not mmseg4j.
In other words, if the same lexicon is used, the number
of unidentified unknown words can be further reduced to
278.

5 Conclusions

This research is attempted to find an effective approach
to extract Chinese unknown words from incomplete sen-
tences. It would be very useful in applications such
as search engines and social networks. The proposed
scheme resolves the problems in two phases, namely un-
known word detection phase and unknown word extrac-
tion phase. In the unknown words detection phase, we
design rules to detect possible unknown words from, and
save them into the unknown word candidate set. In the
unknown words extraction phase, we designed both pat-
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tern and statistical conditions to calculate priority values
and proposed a variant of the bottom up merging algo-
rithm to extract unknown words from. In the experi-
ments, the precision, recall and F-measure up to 85.18%,
69.84%, and 76.75% can be obtained; respectively. Com-
paring to CKIP, one of the most popular Chinese segmen-
tation system, the proposed scheme can extract 137 more
unknown words. Based on our observation, we believe
that the proposed scheme can be further extended using
machine learning.
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Abstract

This paper proposes a new approach for power signal
disturbances (PSDs) classification using a two-dimension
(2D) deep convolutional neural network (CNN). The data
preprocessing stage introduces a conversion method from
signal to the 2D grayscale image. Firstly, the signal is
divided into multiple cycles. The zero-crossing rate is
adopted to specify a cycle’s start and endpoints. Then,
the cycles are transformed into matrices. Next, the ma-
trices are merged into a new form matrix. Lastly, the
matrix is converted into the 2D image grayscale. The ob-
tained 2D image preserves information and waveform the
sinusoidal of the signal. The experiment was carried out
on datasets containing 14 different disturbance categories
with the same model learning structure. The results show
that the 2D deep CNN performs better than the one-
dimension (1D) deep CNN. According to this result, the
2D deep CNN can improve the PSDs classification effec-
tiveness. Furthermore, the proposed method outperforms
the conversion method used in previous studies.

Keywords: 2D Deep CNN; Conversion; Image; Signal
Disturbance

1 Introduction

Power quality refers to interference-free electricity signals.
Various deviations caused from loads [11,18] are to be con-
sidered as power signal disturbances (PSDs). The emer-
gence of distortions in the power quality strongly affects
the decreasing performance or malfunction of electricity
equipment at industry, office, and home. In addition, the
disturbances can cause an economic loss because of the
reparation and replacement cost of the equipment dam-
age. Therefore, identifying and classifying the PSDs are
the best method in those worst impact avoiding. Scien-
tific research has been carried out to address this prob-
lem. The rapid advancement of the deep learning method

has been implemented in the PSDs field. Convolutional
neural network (CNN) has the most performance capa-
bility and is widely employed in the PSDs classification
work [18]. The one-dimensional (1D) CNN and the two-
dimensional (2D) CNN methods have been implemented
in the PSDs field. The 1D CNN is applied for the 1D
dataset, whereas the 2D CNN is fed by the 2D dataset.
Recently, the most popular CNN in the PSDs classifica-
tion task is the deep CNN method. This method has
higher performance in comparison with the others [21].

The 1D CNN in PSDs classification has been imple-
mented by many authors [1,5,15,17,20,21]. These works
have proposed new approaches to improve the classifica-
tion performance such as addressed the over fitting prob-
lem [21], improved feature extraction [1, 17], and intro-
duced a hybrid model [15]. The performance shortages
such computational time and model size are tried to be
solved by implementing data compression techniques in
the data preprocessing [5, 20]. However, these investiga-
tions consumed a lot of original information in the com-
pression process.

In the beginning, the CNN method was employed for
the 2D image classification purpose [16]. The 2D CNN
method can learn the diversity and complexity of im-
age features [12]. When the 2D CNN is implemented
for the PSDs classification task, the 2D dataset is re-
quired for this method. However, the power signal data
is one-dimensional and represented in sinusoidal wave-
forms. Therefore, a data preprocessing is required to
convert from the power signal to the 2D image. Vari-
ous conversion techniques were carried out by authors in
references [2–4, 9, 10, 13, 14, 22, 24, 25]. The author in [13]
employed a trajectory matrix to produce a lag-covariance
model as image of PSDs. In addition, the work in [4]
utilized quadratic means to generate the disturbance im-
age. The other studies in [2, 3, 22] adopted a space pha-
sor diagram (SPD) to transform the sag disturbance into
the image. Besides, the investigations in [9, 10, 25] uti-
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lized a matrix to transform the signal disturbance into
the 2D image. The sampling points of signal are rear-
ranged into a number rows and columns in the matrix,
then convert the matrix into the gray-scale image. The
works in [14, 24] adopted a scalogram and spectrogram
analysis to represent the signal in the image. However,
the transforming process has changed the original infor-
mation totally [2, 3, 22], thus several important features
are lost. The image size resulted in [14] is a large and the
training time costly. In addition, the performance com-
parison of the 1D CNN and the 2D CNN models for the
PSDs classification is unevaluated in the previous inves-
tigations.

In this study, a robust data preprocessing method is
developed to convert from the signal to the 2D gray-scale
image, where the image results can represent the sinu-
soidal waveform and preserve the original information.
The 2D image obtained is used as the 2D dataset in the
2D deep CNN for the PSDs classification purpose. More-
over, the performance comparison of the 1D and 2D deep
CNN models for PSDs classification is evaluated utiliz-
ing a confusion matrix method. In addition, to compare
the efficacy of proposed conversion approach, the conver-
sion methods [9, 10, 25] are implemented using same the
1D signal and same the 2D deep CNN architecture. The
rest of this paper is organized as follows. First, Section 2
presents the material of this work and methods utilized for
signal conversion and the PSDs classification. Section 3
shows the experimental result and discussion. Finally,
conclusion and future study are explained in Section 4.

2 Material and Methods

In this section, first, the mathematical formula for gen-
eration of PSDs data is explained. Furthermore, the
approach of conversion signal-to-image proposed is pre-
sented. Then, the deep CNN model structure is discussed.

2.1 Mathematical Formula of PSDs

With the limitation of the real PSDs data, this work em-
ployed the mathematical formulas [8, 20, 21] to generate
the synthetic PSDs. In these equations, the IEEE-1159
standard parameter variations [7] are adopted. As pre-
sented in Table 1, this work utilizes 14 categories of dis-
turbance signal.

The parameters value such as intensity (α), distortion
of the transient (β), distortion of the flicker (λ), time (t1
and t2) are generated randomly to obtain the variety of
each disturbance category. The fundamental frequency
(f) is adjusted at 60 Hz, whereas the sampling frequency
(fs) is 3200 Hz [17], the cycle numbers (Nc) is 11, the
sampling points (Ns) is 586, and the amplitude (A) is set
at 1. The synthetic signals produced for each category
are 11,000 samples so that the total samples are 154,000.

2.2 The Signal to Image Conversion Ap-
proach

In this approach, the signal is divided into multiple cycles,
where zero-crossing rate (ZCR) is utilized to determine
the start and endpoints of cycles. The cycles are trans-
formed into the matrices. The matrices are then merged
to form a new matrix. The matrix result is converted to
the 2D grayscale image. The advantage of this approach
is that the image resolution can be reduced. The main
steps of the proposed approach are depicted in Figure 1.

Figure 1: The steps of the conversion from the signal to
the 2D grayscale image

The detailed explanation of Figure 1 is presented as
follows:

Step 1. Determine the matrix dimension.
The square matrix (number of the rows (Nr) is equal
to the number of the columns (Ncol) is chosen. The
Ncol is determined using Equation (1),

Ncol = ceiling(
fs

f
) (1)

If fs and f values are 3200 and 60, respectively, so
that Ncol value is 54. Then, the matrix dimension is
to be 54× 54.

Step 2. Divide the signal into multiple cycles.
The signal is divided into 11 cycles, with the start
and endpoints of each cycle determined by the ZCR.
The rate at which the signal changes from negative
to zero to positive is adopted in this work. As shown
in Figure 2, the ZCR points obtained are marked in
the signal.

According to Figure 2, the number of ZCR points ob-
tained is 11, where the sampling points of the signal
as ZCR are 1, 54, 107, 161, 214, 267, 320, 374, 427,
480, and 534. Therefore, the start and endpoints of
each cycle can be obtained which presented in Ta-
ble 2.
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Table 1: Mathematical model and parameter of power signal disturbances

Figure 2: The zero-crossing rate points in the signal

Table 2: The start and endpoints of each cycle

Cycle Start point End point

1th 1 54
2nd 55 107
3rd 108 161
4th 162 214
5th 215 267
6th 268 320
7th 321 374
8th 375 427
9th 428 480
10th 481 534
11th 534 586

Step 3. Transform the cycles into matrices.
The cycle is transformed into a matrix of dimension
54× 54. The start and the endpoints of the cycle are
adopted as the columns of the matrix. In contrast,
the sampling value of each point is used to determine
the rows of the matrix. The sampling value of these
points is then entered into the matrix elements. The
following are the specifics:

1) Set the zero matrix:
Initially, the elements of matrix are set at 0.

2) Indicate the column numbers:
The start and endpoints of a cycle are indexed
as column numbers to the matrix of dimension
54× 54.

3) Arrange the sampling values into multiple
classes:
The sampling values of the signal are arranged
into different classes. The number of classes
should be the same as the number of rows, and
the width of the classes should be the same as
well. The width of the class interval (Int) is
calculated with Equation (2). In this case, the
row number refers to the class number.

Int =
Hs− Ls

Nr
(2)

In which Hs represents the highest sampling
value, whereas Ls represents lowest sampling
value from all the sampling values. Further-
more, the lower (LB) and upper (UB) bound-
aries are used to define the class interval lim-
its. The boundaries of each class are obtained
through steps which depicted in Figure 3. The
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order of classes is started from the highest sam-
pling value as the first class, while the lowest
sampling value is in the 54rd class.

Figure 3: Steps of boundary determination for each
classes

4) Specify the row numbers:
According to the classes resulted in Step 3.3,
the row number of each sampling point can be
obtained by comparing the sampling value to
all the classes. The stages to determine the row
number of each sampling point is presented in
Figure 4.

5) Insert the sampling values of a cycle as the ma-
trix elements:
The sampling values are inserted as the elements
of matrix according to the row and column num-
ber which obtained at Steps 3.2 and 3.4.

Steps 3.1, 3.2, 3.4, and 3.5 are repeated to transform
the rest cycles into the matrices.

Step 4. Merge the matrices to form a new matrix.
These matrices are combined by the add matrix func-
tion to form a new matrix with the same dimensions.

Step 5. Convert the matrix to the 2D grayscale image.
The elements of the matrix are converted to the
grayscale color (0-255) to create the grayscale image.
The image resolution result is 54× 54 pixels.

2.3 Deep CNN Structure

The 1D and 2D of deep CNN methods were employed
to classify the PSDs. The 1D convolution is utilized to
classify the 1D signal, whereas the 2D convolution layer
is implemented for the 2D image dataset. As depicted
in Figure 5, the deep CNN structure is composed of 6

Figure 4: The steps of row specifying for each sampling
point

convolution layers, 3 max pooling layers, a dropout layer,
and 2 dense of fully connected layers. The detail of these
compositions is presented in Table 3.

2.4 Model Evaluation

The confusion matrix is employed to measure the pa-
rameters such as accuracy, recall, precision, and f1-
score [6, 19, 23]. The four categories output of the con-
fusion matrix such as true positive (TP), false positive
(FP), true negative (TN), and false negative (FP) are
calculated to obtain these parameters values. The param-
eters are used to evaluate the classification performance
of the 1D and 2D deep CNN models.

accuracy =
TP + TN

TP + TN + FP + FN
(3)

recall =
TP

TP + FN
(4)

precision =
TP

TP + FP
(5)

f1− score =
(2× precision× recall)

(precision+ recall)
(6)

3 Results and Discussion

In this section, first, the results of our approach for the
signal to image conversion were presented. Then, the
datasets used in this work are described. Furthermore,
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Figure 5: The architecture of the deep CNN model

the models training and testing stages are explained. The
results of the training and testing are analyzed to evaluate
the model’s performance.

3.1 Implementation of the Signal to Im-
age Conversion

The 14 synthetic disturbance types were generated using
the mathematical model from Table 1. Then, the sig-
nal is converted to the 2D grayscale image utilizing our
conversion proposed. As shown in Table 4, the 2D im-
age obtained represents the sinusoidal waveform where
the cycles of a signal are located in the image. In ad-
dition, the original amplitude values can be preserved in
the image, although these values are converted into the
grayscale color.

3.2 Datasets

In this work, the 1D signal dataset was obtained from the
implementation result of the mathematical formula in Ta-
ble 1, whereas the 2D image dataset was acquired from
applying our approach for a conversion of the 1D signal
to 2D image. In addition, we also employed the exist-
ing conversion methods [9,10,25] to obtain two 2D image
datasets. Thus, three 2D image datasets are utilized in
this work which presented in Table 5.

The 2D grayscale image sizes of the X, Y, and Z
datasets are 54x54, 24 x 24, and 30 x 20, respectively.
The 2D image dataset resulted from the previous meth-
ods are used to evaluate our approach performance. For
the training and validation purpose, we used 9,900 sam-
ples per category, whereas about 500 samples of each type
are utilized in the testing phase. The total samples of each
dataset are 145,600. The details of dataset splitting for
training, validation, and testing are presented in Table 6.

3.3 Training Stage Results

The model structure in Table 3 is utilized for the train-
ing phase. The 1D deep CNN model was trained using
the 1D dataset, whereas the 2D deep CNN models were

fed using the X, Y, and Z datasets. In the models, an
Adam optimizer with a learning rate of 0.001 is adopted.
Whereas, a categorical cross-entropy is employed for the
loss function. In addition, the batch size is adjusted at
32. In the 2D deep CNN models, a rescaling layer is set
at the first layer in the structure. Furthermore, a Nvidia
Tesla T4 GPU accelerator 16 GB memory, and Intel Xeon
(R) Central Processing Unit (CPU) @ 2.20 GHz are the
training model environments.

In the beginning, the models were trained at 100
epochs. However, the accuracy and loss values of train-
ing and validation after the 50 epoch are shown unstable.
Therefore, the models were retrained at 50 epochs. In
addition, the dropout layer values of each model are ad-
justed to achieve the fitting accuracy and loss values be-
tween training and validation in the models. The dropout
values for the 1D deep CNN, the 2D deep CNN X, the 2D
deep CNN Y, and the 2D deep CNN Z are set at 0.55, 0.37,
0.45, and 0.55, respectively. Finally, the evaluation of the
performance model training of the 1D and 2D deep CNN
presents in Table 7. The fitting graph between the train-
ing and validation of models are displayed in Figure 6.

As presented in Table 7, generally, the performance of
the 1D deep CNN outperforms both in the accuracy of
training and validation than the 2D deep CNN models.
In addition, the validation accuracy values are a higher
than the training accuracy for all models. In the 2D deep
CNN, the accuracy value of the 2D deep CNN X model
exceeds the others. It indicates that the proposed ap-
proach performance in the conversion task is better than
the previous approaches.

3.4 Discussion

In the models evaluation stage, the 1D deep CNN was
tested using 7,000 samples of the 1D signal, whereas the
2D deep CNN models were examined with 7,000 samples
each which were obtained from our approach, the author’s
method in [9, 10], and in [25]. The results of each model
testing are presented in the confusion matrices which are
shown in Figure 7. From these confusion matrices, the
parameters value such the recall, the precision, and the
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Table 3: The detail of model architecture

Layer The 1D deep CNN The 2D deep CNN

Convolution 1 Conv1D (32,5), activation = rectified linier unit (ReLU) Conv2D (32,5) , activation=ReLU
Convolution 2 Conv1D (32,5) , activation=ReLU Conv2D (32,5) , activation=ReLU
Pooling 1 Maxpooling1D(2) Maxpooling2D(2)
Convolution 3 Conv1D (32,5) , activation=ReLU Conv2D (32,5) , activation=ReLU
Convolution 4 Conv1D (32,5) , activation=ReLU Conv2D (32,5) , activation=ReLU
Pooling 2 Maxpooling1D(2) Maxpooling2D(2)
Convolution 5 Conv1D (32,5) , activation=ReLU Conv2D (32,5) , activation=ReLU
Convolution 6 Conv1D (32,5) , activation=ReLU Conv2D (32,5) , activation=ReLU
Pooling 3 Maxpooling1D(2) Maxpooling2D(2)
Dense 1 Units = 128, activation=ReLU Units = 128, activation=ReLU
Dense 2 Units = 14, activation= softmax Units = 14, activation= softmax

Table 4: Representation of the 1D signal and the 2D image



International Journal of Network Security, Vol.24, No.4, PP.765-775, July 2022 (DOI: 10.6633/IJNS.202207 24(4).20) 771

(a)

(b)

(c)

(d)

Figure 6: Fitting model of (a). the 1D deep CNN, (b).
the 2D deep CNN X, (c). the 2D deep CNN Y, (d). the
2D deep CNN Z

Table 5: The 2D dataset and model name

Conversion method Dataset Model
Our proposed approach X 2D deep CNN X
Author’s approach [9, 10] Y 2D deep CNN Y
Author’s approach [25] Z 2D deep CNN Z

Table 6: Splitting of the 1D and 2D dataset

1D signal 2D grayscale image

Training set 110,880 110,880
Validation set 27,720 27,720
Testing set 7,000 7,000

Table 7: Models performance in the training phase

Models Training Validation
Models accuracy (%) accuracy (%)

1D deep CNN 99.27 99.51
2D deep CNN X 99.10 99.23
2D deep CNN Y 98.68 98.91
2D deep CNN Z 97.97 98.33

f1- score are obtained.
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(a)

(b)

(c)

(d)

Figure 7: Confusion matrix of (a). the 1D deep CNN,
(b). the 2D deep CNN X model, (c). the 2D deep CNN
model, (d). the 2D deep CNN Z model

Firstly, we evaluated the testing performance of the 1D
deep CNN and the 2D deep CNN X models. The parame-
ters value of each disturbance are presented in Table 8 and
Figure 8. The experiment’s result showed that the flicker
category and its combination achieved 100% for all the
parameters value of both the models. These results are
also obtained by the authors in [5, 21]. As the confusion
matrices presented in Figure 7(a) and 8(b), the testing
resulted of the 1D deep CNN, the number of disturbances
in which the TP values reaching 100% are ten categories,
whereas the 2D deep CNN X obtains nine categories. On
the other hand, the lowest TP value of the 1D deep CNN is
the interruption harmonic at 97.2%, where the rest (FN)
is detected as the sag harmonic. Meanwhile, in the 2D
deep CNN X model, the sag category is the lowest with
98%, where the rest (FN) is identified as the interruption
disturbance. It can occur because the minimum bound-
ary value of the intensity (α) interruption is equal to the
maximum boundary of the sag disturbance.

Figure 8: Bar chart of the testing evaluation between the
1D and 2D deep CNN X

As presented in Table 9 and Figure 9, generally, the
value of the parameters of the 2D-X model exhibits better
performance than the 1D deep CNN. The 2D deep CNN
X model obtains 99.96% for the accuracy. The precision is
acquired at 99.73%. The recall and f1-score reach 99.72%
each. In addition, the size of the dataset and the model
file are small. However, the 2D deep CNN X model takes
relatively a cost computation time in training stage.

Furthermore, we verified the robustness of our ap-
proach in comparison to the previous approaches. An
evaluation of the classification performance of the models
using the 2D datasets from our approach and approaches
used in the previous research is given in Table 10 and
Figure 10. The experiment’s result demonstrated that
the 2D deep CNN Y model obtains 99.88% for accuracy,
99.19% for precision, 99.18% for recall, and 99.18% for
f1-score. The 2D deep CNN Z reaches 99.74% for accu-
racy, 98.80% for precision, 97.81 for recall, and 98.25 for
f1-score. It can be seen that our proposed approach out-
performs other methods with 99.96% for accuracy, 99.73%
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Table 8: Model performance of the 1D deep CNN (1D) and 2D deep CNN X (2D)

Disturbance categories Recall (%) Precision (%) f1-score (%)
1D 2D 1D 2D 1D 2D

Flicker 100 100 100 100 100 100
Flicker with harmonic 100 100 100 100 100 100
Flicker with sag 100 100 100 100 100 100
Flicker with swell 100 100 100 100 100 100
Harmonic 100 100 99.8 100 99.9 100
Interruption 100 99.8 99 98.03 99.5 98.9
Interruption harmonic 97.2 100 100 98.81 98.58 99.4
Normal 100 99.8 96.52 100 98.23 99.89
Notch 100 100 100 100 100 100
Sag 96.8 98 99.38 99.59 98.07 98.79
Sag with harmonic 100 98.8 97.27 100 98.61 99.39
Swell 100 99.8 100 100 100 99.89
Swell with harmonic 99.8 100 100 100 99.89 100
Transient 98 100 100 99.8 98.98 99.9

Table 9: Summary of the models performance between
the 1D and the 2D deep CNN

Parameters 1D deep CNN 2D deep CNN X

Accuracy (%) 99.91 99.96
Precision (%) 99.42 99.73
Recall (%) 99.41 99.72
F1-score (%) 99.41 99.72
Time training 16 30
per epoch (second)
Model size (MB) 1.24 0.80
File size (MB) 663 128

Figure 9: Bar chart of the testing evaluation between the
1D deep CNN and the 2D deep CNN X models

for precision, 99.72% for recall, and 99.72% for f1-score.
It indicates that the ability of the 2D deep CNN X model
which uses the dataset from our approach to identifying
all the relevant disturbances within the dataset is better
than the others. In addition, the capability of this model
to detect only the disturbances of interest in the dataset
is also higher than the previous methods. However, the
computation time of our approach is still high with 30 sec-
onds per epoch compared with the other methods. The
reason is that the 2D image size resulting from our ap-
proach is a large than the previous approaches.

Figure 10: Bar chart of the testing evaluation between
our approach and the existing methods

The results of the experiments indicate that the 2D
deep CNN model using the 2D image dataset obtained
from our approach increases the effectiveness of classifi-
cation. The signal to image conversion using our approach
boosts the 2D deep CNN performance in the PSDs classi-
fication, although the computation time is high in a train-
ing phase.
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Table 10: The testing evaluation between our approach and the existing methods

Parameters Model with the dataset using the conversion method of
Kasaru et al. [9, 10] Zhicong et al. [25] Proposed approach

Accuracy (%) 99.88 99.74 99.96
Precision (%) 99.19 98.80 99.73
Recall (%) 99.18 97.81 99.72
F1-score (%) 99.18 98.25 99.72
Time training per epoch (second) 15 16 30

4 Conclusions

A robust signal to the 2D image conversion and analy-
sis of the PSDs classification based on the 2D deep CNN
is presented in this study. In data preprocessing phase,
the signal is converted to the 2D grayscale image. The
2D grayscale image preserves the information and sinu-
soidal waveform of the signal. The conversion results are
then utilized as the 2D dataset in the training and test-
ing phase of the model. The experiment’s result shows
that the accuracy, the recall, and the precision values of
the model are 99.96%, 99.72%, and 99.73%, respectively.
These result demonstrates that our proposed approach
can improve the efficacy of the PSDs classification. In
addition, the performance of the proposed approach is
better compared to the 1D deep CNN and the previous
existing approaches. For a future study, the dataset with
noise will be implemented to the 1D and 2D deep CNN
model.

Acknowledgments

The authors gratefully acknowledge the helpful comments
and suggestions of the reviewers for improving the presen-
tation.

References

[1] A. Aggarwal, N. Das, M. Arora, M. M. Tripathi, “A
novel hybrid architecture for classification of power
quality disturbances,” in 6th International Confer-
ence on Control, Decision and Information Tech-
nologies (CoDIT’19), pp. 1829-1834, 2019.

[2] A. Bagheri, M. H. J. Bollen, I. Y.H. Gu, “Improved
characterization of multi-stage voltage dips based on
the space phasor model,” Electric Power Systems Re-
search, vol. 154, pp. 319-328, Jan. 2018.

[3] A. Bagheri, I. Y. H. Gu, M. H. J. Bollen, E. Balouji,
“A robust transform-domain deep convolutional net-
work for voltage dip classification,” IEEE Transac-
tions on Power Delivery, vol. 33, no. 6, pp. 2794-
2802, Dec. 2018.

[4] E. Balouji, O. Salor, “Classification of power quality
events using deep learning on event images,” in 3rd

International Conference on Pattern Recognition and
Image Analysis (IPRIA’17), pp. 216-221, 2017.

[5] S. S. Berutu, Y. C. Chen, “Power quality distur-
bances classification based on wavelet compression
and deep convolutional neural network,” in Interna-
tional Symposium on Computer, Consumer and Con-
trol (IS3C’20), pp. 327-330, 2020.

[6] K. Cai, W. Cao, L. Aarniovuori, H. Pang, Y. Lin, G.
Li, “Classification of power quality disturbances us-
ing wigner-ville distribution and deep convolutional
neural networks,” IEEE Access, vol. 7, pp. 119099-
119109, Aug. 2019.

[7] IEEE, IEEE Recommended Practice for Monitoring
Electric Power Quality 2009: c1-81, IEEE 1159.

[8] R. Igual, C. Medrano, F. J. Arcega, G. Man-
tescu, “Integral mathematical model of power qual-
ity disturbances,” in 18th International Conference
on Harmonics and Quality of Power (ICHQP’18),
Ljubljana, pp. 1-6, 2018.
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[16] Ş. Öztürk, B. Akdemir, “Cell-type based semantic
segmentation of histopathological images using deep
convolutional neural networks,” International Jour-
nal of Imaging Systems and Technology, vol. 29, pp.
234-246, Feb. 2019.

[17] Y. Shen, M. Abubakar, H. Liu, F. Hussain, “Power
quality disturbance monitoring and classification
based on improved PCA and convolution neural net-
work for wind-grid distribution systems,” Energies,
vol. 12, no. 7, pp. 1280, Apr. 2019.

[18] H. Sindi, M. Nour, M. Rawa, Ş. Öztürk, K. Polat, “A
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