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Abstract

A hyperchaotic encrypted speech perceptual hashing re-
trieval algorithm based on 2D-Gabor transform and PCA
dimension reduction has been proposed in this paper. The
proposed algorithm first uses 2D-Gabor transform to ex-
tract speech features. Then use PCA to reduce the di-
mension of the extracted feature. Finally, the proposed
algorithm uses the extracted feature to construct a hash
sequence, then uploads the hash sequence to the cloud to
establish a hash sequence table. At the same time, use
the four-dimensional hyperchaotic encryption method to
encrypt the spech, and then upload it to the cloud and
establishes a phonetic table with a one-to-one correspon-
dence with the hash sequence table. When the user needs
to retrieval speech, compare the generated hash sequence
of target speech with the hash sequence table. After the
matching is completed, the speech corresponding to the
matching result is returned to the user. Thus, the pro-
posed retrieval method can achieve successful matching
without downloading and decrypting speech. Experimen-
tal results show the proposed algorithm in this paper im-
proves the algorithm’s accuracy compared with the pre-
vious retrieval algorithm and has high discrimination and
nice robustness.

Keywords: 2D-Gabor Feature Extraction; Encrypted
Speech Retrieval; Four-Dimensional Hyperchaotic Sys-
tem; Perceptual Hashing; Principal Components Analysis

1 Introduction

With the continuous development of multimedia technol-
ogy, people put higher requirements in speech storage and
retrieval, so how to effectively retrieval target speech from
massive speech in the cloud has become a challenging

tasks [3, 6]. However, the third-party cloud services are
not a place you can rest assured. Therefore, it is neces-
sary to strengthen the security of speech during transmis-
sion [9,22,24] under the premise of continuously improving
retrieval accuracy and speed. However, there is not much
research now about how to reteieval in encrypted speech.
Therefore, how to retrieve encrypted speech has become
an important field in speech retrieval research.

The current mainstream speech retrieval scheme is
content-based encryption speech retrieval technology [2,
5,12]. The content-based speech retrieval scheme realizes
the retrieval of speech through the physical characteristics
of speech, such as speech amplitude, speech spectrum and
other characteristics, thereby greatly improving the dis-
crimination and robustness of speech features. The per-
ceptual hash sequence calculated by this way can have a
high accuracy during retrieval. The content-based speech
retrieval solution can also retrieve encrypted speech with-
out downloading and decrypting. Therefore, this scheme
not only ensures the security of speech data but also im-
proves the efficiency and accuracy of retrieval.

Content-based encrypted speech retrieval technology
mainly includes three aspects: Speech feature extrac-
tion, Speech encryption technology, Speech retrieval tech-
nology. The main speech feature extraction method
now includes speech fingerprints [15, 17] and percep-
tual hash [1, 4], etc. Speech encryption technology
mainly includes chaotic map encryption [14], DNA en-
coding encryption [11] and Haar Transform and Permu-
tation encryption [13], etc. Speech retrieval technology
mainly includes feature matching [20], example speech
search [8], etc.

In 2013, Wang et al. [18] proposed a retrieval method
for encrypted speech using perceptual hashing. It en-
crypted speech with Chus’s chaotic circuit and piecewise
linear(PWL), and used the speech zero-crossing rate to
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extract speech features for retrieval. This scheme has
good robustness and high retrieval speed, but due to poor
discrimination, the retrieval accuracy is low. He et al. [6]
proposed a perceptual hashing based on syllable-level to
encrypt speech. Although this scheme has nice retrieval
speed and improves the retrieval efficiency, but the char-
acteristics of the algorithm are too simple, the discrimina-
tion is not high. Zhang et al. [23] proposed a perceptual
hashing based on short-time zero-crossing rate to retrieve
encrypted speech. Although it has good retrieval accu-
racy and robustness, the algorithm has low discrimination
and the encryption effect is not enough. Zhang et al. [21]
proposed a perceptual hashing based on IFFT and mea-
surement matrix to retrieve encrypted speech. Although
this scheme has better encryption and discrimination, the
robustness and retrieval accuracy of this algorithm are
not high. Zhang et al. [19] proposed a perceptual hash-
ing based on Chirp-Z and second feature extraction to
retrieve encrypted speech. Although this algorithm has
good discrimination and retrieval efficiency, the robust-
ness of the algorithm is still not high, and the accuracy
of retrieval is not enough.

These studies show that there are still many prob-
lems and shortcomings in the current encrypted speech
retrieval scheme, such as discrimination and security are
not enough. In order to solve these problems, we pro-
pose a hyperchaotic encrypted speech perceptual hash-
ing retrieval algorithm based on 2D-Gabor transform and
PCA dimension reduction. The proposed algorithm first
use Gabor transform to extract speech feature, then use
PCA on extracted feature to reduce the dimensional. At
the same time, the algorithm use four-dimensional hyper-
chaotic to encrypt the speech files. After that, the algo-
rithm operate the dimensional-reduced feature to gener-
ate perceptual hash sequence, and store them in the hash
sequence table. In the retrieval process, the algorithm
first extract the feature of the speech to be retrieved and
generate a perceptual hash, then match it with the hash
sequence table, finally return the matching result to the
user.

The main contributions of our approach can be sum-
marized as follow:

1) The Gabor feature extraction used in this paper can
effectively generate a hash sequence that can well
represent the feature information of speech, and has
good discrimination and nice robustness;

2) This paper uses PCA to reduce a number of feature
datas, which can greatly improve the efficiency of re-
trieval;

3) This paper uses four-dimensional hyperchaotic en-
cryption for speech encryption, which not only has
a large key space and can not easily brute-forced,
but also greatly reduces the correlation between each
frame of speech;

4) This paper uses Minimum code distance to tamper
detection,which can not only detect that the speech

has been tampered, but also accurately locate the
tampered location.

The remaining part of this apper is organized as fol-
lows. Section 2 introduces the related theory, includ-
ing Gabor Feature Extraction, Four-dimensional hyper-
chaotic map system. Section 3 describes in detail the spe-
cific implementation process of the proposed algorithm in
this paper. Section 4 gives the experimental results and
performance analysis as compared with other related al-
gorithms. Finally, we conclude our paper and give the
future perspectives in Section 5.

2 Related Theory

2.1 Gabor Feature Extraction

Fourier transform is a mathematical analysis method
widely used in the field of signal processing, however it
is mainly used to analyze stationary signal, but the char-
acteristics of the signal in the local area cannot be pro-
cessed well. Gabor transform [10] was proposed to solve
this problem:

Generally for any f(t) ∈ L2(R) , the Gabor transform
defined as Equation (1):

Gf (b, w) =

∫ +∞

−∞
f(t)e−jwts(t− b)dt. (1)

When the Window function s(x) is Gaussian function,

thus sa(x) = 1
2
√
πa

exp
(
−x2

4a

)
, a > 0. So there is one-

dimensional Gabor core function as Equation (2):

g(a, b, w, t) = ejwtsa(t− b). (2)

Although one-dimensional Gabor transform have many
improvements when dealing with local features compared
with Fourier transform, but the one-dimensional Gabor
transform cannot completely describe the characteristics
of the signal. In order to better describe the signal char-
acteristics, 2D-Gabor [7] was proposed to solve this prob-
lem. Expanding the one-dimensional Gabor core function
into two-dimensional space, we can get the 2D-Gabor core
function as Equation (3):

g(x, y;λ, θ, ψ, σ, γ) = exp

(
−x

′2 + γ2y′2

2σ2

)
∗

exp

(
i

(
2π
x′

λ
+ ψ

))
(3)

The real part as Equation (4):

g(x, y;λ, θ, ψ, σ, γ) = exp

(
−x

′2 + γ2y′2

2σ2

)
∗

cos

(
2π
x′

λ
+ ψ

)
(4)
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And the imaginary part as Equation (5):

g(x, y;λ, θ, ψ, σ, γ) = exp

(
−x

′2 + γ2y′2

2σ2

)
∗

sin

(
2π
x′

λ
+ ψ

)
(5)

Among them x′ = x cos θ+ y sin θ, y′ = −x sin θ+ y cos θ.
And λ is the wavelength of sine function, θ is the direction
of the core function, φ is the phase shift, σ is the Gaus-
sian standard deviation, and γ is the aspect ratio of the
two directions: x, y (That is, the ellipticity of the Gabor
function is specified).

Gabor Feature Extraction is to process the signal
S(x,y), but if we directly operate the obtained data, be-
cause the dimension is too high, which is not conducive to
subsequent processing. So we generally block the signal
first, for example: Take 16 equal divisions in the horizon-
tal and vertical directions respectively, divide the signal
into 16 × 16 sub-signal blocks, then calculate the energy
corresponding to each block as Equation (6):

e(k) =

16∑
i=1

16∑
j=1

|a(k)|2; k = 1, 2, · · · , 64 (6)

Finally, we can get the frequency energy matrix E.

2.2 Four-Dimensional Hyperchaotic Sys-
tem

A currently accepted definition of Chaotic is Li-Yorke
chaotic [16], the defination is as follow:

If there is a closed interval I, and f(x) is a continuous
self-mapping on I, if the following conditions are met, it
is considered chaotic:

1) Continuous self-mapping function f(x) is unbounded
for any period;

2) In a closed interval I there has an uncountable subset
S, and meet the following conditions:

a. For any x and y, and x ∈ S, y ∈ S, there is:
lim infn→∞ |fn(x)− fn(y)| = 0;

b. For any x and y, and x ∈ S, y ∈ S, and satisfy
x ̸= y there is: lim supn→∞ |fn(x)− fn(y)| > 0;

c. For any x and y, andx ∈ S, y ∈ S,
among them y is any period of f(x), there is:
lim supn→∞ |fn(x)− fn(y)| < 0.

However, the dynamic equations of low-dimensional
chaotic system are too simple, and the key sensitivity is
not high enough. Therefore, this paper proposes a new
four-dimensional hyperchaotic system as Equation (7):

x1(n+ 1) = 2α1 sin(β1x1(n))

γ1 sin(x4(n))
2+w1

x2(n+ 1) = 2α2 sin(β2x2(n))

γ2 sin(x1(n))
2+w2

x3(n+ 1) = 2α3 sin(β3x3(n))

γ3 sin(x2(n))
2+w3

x4(n+ 1) = 2α4 sin(β4x4(n))

γ4 sin(x3(n))
2+w4

(7)

Among them x(n) represent the chaotic sequence,
αi, βi, γi, wi are the parameters of chaotic sequence, and
satisfy αi, βi, γi, wi ̸= 0, i = 1, 2, 3, 4.

The Lyapunov exponent is a quantitative description
of chaotic system, which reflects the overall effect of the
movement trajectories generated by the nonlinear map-
ping being close to or separated from each other, and
describes the sensitivity of the system to the initial value
when the parameters change in the chaotic motion system
and the local instability in changing process. Therefore,
having positive Lyapunov exponent can be used as the
basis for discriminating chaotic system. The formula of
Lyapunov exponent as Equation (8):

λ = lim
n→∞

1

n

n−1∑
n=0

ln

∣∣∣∣df (xn, µ)dx

∣∣∣∣ (8)

For a low-dimensional chaotic systems, at least there
have one positive Lyapunov exponent, but for a high-
dimensional hyperchaotic system, there must be at least
two positive Lyapunov exponents, so the behavior is more
complicated than general chaotic system, making it more
difficult to predict.
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Figure 1: The waveform of ecryption system

According to Equation (8), Equation (7) have two pos-
itive Lyapunov exponents, λ1 = 2.7161 and λ2 = 0.2445,
so this hyperchaotic system has sufficiently complex
chaotic property. The time-domain waveform of hyper-
chaotic system as Figure 1. It can be clearly seen that
the time-domain waveform of this hyperchaotic system is
sufficiently complex to hide the waveform of target signal
in the hyperchaotic waveform.

3 The Proposed Algorithm

3.1 System Model

The system model of the scheme mainly includes three
parts: Sever terminal, Client terminal and Speech re-
trieval. As shown in Figure 2, we first generate perceptual
hashing of all original speech files on the server side, store
all the perceptual hashing sequences in the hash sequence
table, then store them in the cloud. At the same time,
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Figure 2: The flow chart of the proposed speech retrieval algorithm

we encrypt all the speech files, uploud to the cloud, and
realize the one-by-one mapping relationship with the cor-
responding speech hash sequence. When the user needs to
retrieve the speech, first submit the speech to be retrieved
to the client, then the system will process the retrieved
speech to generate a hash sequence and upload it to the
cloud. In the cloud, the system will match the hash se-
quence generated by the speech to be retrieved with the
hash sequence table. If the same sequence is matched, the
corresponding encrypted speech is found, and the result
of a successful match is returned. If not found, the result
of the failed match is returned to the user.

3.2 Speech Encryption Process

Assume the size of the speech to be encrypted is 1 ×m
(The original speech has been processed into mono), the
encryption steps are as follow:

1) Given the initial conditions and system parame-
ters, repeatedly iterate Equation (7) N times, re-
member the result of the N − th time is XN =
[x1(N), x2(N), x3(N), x4(N)] (This step is to keep
the initial conditions random enough to minimize hu-
man factors);

2) Use XN as the initial conditions, then iterate
m times, get the chaotic sequence: {H(k)|k =
1, 2, · · · ,m}, and satisfy H(k) = x1(k);

3) We arrange the chaotic sequence in ascending order
H = {h1, h2, h3, . . . , hn} to get a new sequence K =
{k1, k2, k3, . . . , kj}, j = 1, 2, 3, . . . ,M ;

4) Chaotic sequence {H(k)|k = 1, 2, · · · ,m} Meet the
mapping relationship with the encrypted speech E:

E(j) = H(i), scrambling the original speech signal
according to the mapping relationship.

In the algorithm proposed in this paper, given system
parameters, initial conditions as follow:

keys =

 α1, α2, α3, α4, β1, β2, β3, β4
γ1, γ2, γ3, γ4, w1, w2, w3, w4

x1(1), x2(1), x3(1), x4(1), N


Upload the encrypted speech after the above operation to
the cloud.

3.3 Feature Extraction and Hash Se-
quence Construction

The steps of feature extraction and generating hash se-
quence algorithm are as follows:

1) Pre-processing: Pre-emphasis the input signal s(t)
to get s(t)′, Pre-emphasis can increase the fea-
tures of the speech signal’s high-frequency com-
ponents. Then, the processed signal is framed,
s(t)′ is divided into m frame, and get fi =
{fi(n)|n = 1, 2, . . . , L/m, i = 1, 2, . . . ,m}. L is the
length of speech, m is the total number of frames,
and fi(n) is the n− th frame;

2) Feature extraction: According to Equation (3) to
process f(n) with 2D-Gabor transform, then use
Equation (3) to get feature vector {V (k)|k =
1, 2, · · · ,m};

3) Dimensional reduction: We use PCA to reduce the
feature vector {V (k)|k = 1, 2, · · · ,m} dimensional to
get vector H;
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4) Hash sequence generation: We use Equation (9) to
get the hashing sequence:

h(i) =

{
1, if H(i+ 1) > H(i)
0, Otherwise

(9)

where h(1) = 0, thus we get the hash sequence h =
{h(i)|i = 1, 2, . . . ,m}.

4 Experimental Results and Anal-
ysis

4.1 Experimental Environment and Main
Parameter Settings

We conducted a series of experiments to evaluate our ap-
proach using speech samples from the standard Texas
Instrument and Massachusetts Institute of Technology
(TIMIT) and Text to Speech (TTS) speech library as
the test speech. The library consists of 1200 speech clips
stored as 16 bits 16kHz mono recordings. The operat-
ing experimental hardware platform is Intel(R) core(TM)
i5-7500 CPU @ 3.40 GHz, with memories of 4G. The op-
erating system is window 7. And the simulation platform
is MATLAB R2018b.

4.2 Performance Analysis of Perceptual
Hashing

In this section, we use discrimination and robustness for
evaluate the performance of the extracted speech percep-
tual hashing. Whether to extract the perceptual hashing
sequence with good performance is the important part
of speech retrieval. At the same time, we also analyzed
Encryption effect and retrieval effect.

4.2.1 Discrimination Analysis

Discrimination is one of the important indicators for eval-
uating the speech hash sequence. The discrimination of
perceptual hash is used to determine the degree of simi-
larity between two speeches. We determine the similarity
between two speechs by calculating the hamming distance
between two speech hash sequences(Also named bit er-
ror rate, BER), the calculating formula of the normalized
Hamming distance D (Hx, Hq) is shown in Equation (10):

D (Hx, Hq) =
1

N

N∑
p=1

(|Hx(p)−Hq(p)|)

=
1

N

N∑
p=1

Hx(p)⊕Hq(p).

(10)

Where Hq is the perceptual hashing sequence of query
speech, Hx is perceptual hashing sequence in the hash se-
quence table, N is the length of perceptual hashing value
and p = 1, 2, . . . , N , setting T as the similarity threshold.

Figure 3: Statistics histogram of 1200 speech clips match-
ing results

If D (Hx, Hq) < T , then the two corresponding hash se-
quences match successfully, otherwise the match is wrong,
and the accuracy of retrieval is related to the threshold.
The statistic histogram of BERs of the matching results
is shown in Figure 3.

As shown in Figure 3, The hash BER of different speech
contents basically conforms to the normal distribution.
That shows the perceptual hash sequence algorithm pro-
posed in this paper has a nice randomness and collision
resistance perforamnce. The probability of the BER nor-
mal distribution is shown in Figure 4.
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Figure 4: Probability distributions of 1200 speech clips
matching results

As can be seen in Figure 4, the probability distribu-
tions of BER values of different speech basically conforms
to the standard normal distribution. This indicates that
the Hamming distance between different speechs is ap-
proximately normal distribution.

In order to better quantify the discrimination of the
proposed algorithm, the False Accept Rate (FAR) and
False Reject Rate (FRR) are mentioned. Their calcula-
tion formula are as Equation (11) and Equation (12):

FAR(τ) =

∫ τ

−∞

1

σ
√
2π
e

−(x−µ)2

2σ2 dx (11)

FRR(τ) = 1−
∫ τ

−∞

1

σ
√
2π
e

−(x−µ)2

2σ2 dx (12)
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where τ is the similarity threshold, µ is the expected
value, σ is the standard deviation. FAR and FRR are
used to evaluate the discrimination and the robustness of
the algorithm. The lower FAR means better discrimina-
tion, and the lower FRR means better robustness. Ac-
cording to the De Moivre-Laplace central limit theorem,
the Hamming distance(also named BER) approximately
obey the normal distribution (µ = p, σ =

√
p(1− p)/N ,

Nis the number of bits in hashing sequence, p represents
the probability of 0 or 1). In this paper, the length of the
hash sequence of the speech clips is N = 1068. Accord-
ing to the De Moivre-Laplace central limit theorem, the
mean value of normal distribution is µ = 0.5, the vari-
ance is σ = 0.0153. The mean value of the experimental
is µ0 = 0.4960, the variance is σ0 = 0.0179. It can be
seen from Figure 5, that the values of µ and σ measured
in this paper are very close to the theoretical value. This
shows that the hash sequence generated by this algorithm
has high randomness and collision resistance, so as to en-
sure that each speech has its own unique hash sequence.
In Table 1, we compare the FAR value under different
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Figure 5: The FAR curve of hashing sequence

thersholds of the proposed algorithm with those existing
algorithms [19–21,23].

It can be seen from Table 1, the smaller the match-
ing threshold τ is, the smaller the FAR value is. In the
proposed algorithm, when the threshold τ = 0.16 is set,
about 1.3 of each 1080 speech clips are false accepted.
This indicates that the algorithm proposed in this paper
has high discrimination. When τ = 0.16, about 1.8 of
each 10−33 speech clips in [20] false accepted, about 2.3
of each 10−22 speech clips in [23] false accepted, about 3.3
of each 10−29 speech clips in [21] false accepted, about 2.5
of each 10−29 speech clips in [19] false accepted.

All in all, compare with the proposed algorithm in [19–
21, 23], the proposed algorithm in this paper have lower
FAR. What this means is that compare with the pro-
posed algorithm in [19–21, 23], the proposed algorithm
have higher discrimination.

4.2.2 Robustness Analysis

Robustness is to judge the same speech under differ-
ent Content Preserving Operation (CPO) the degree of
change of the speech perceptual hash sequence. The lower
the robustness value, the less the extracted perceptual
hash under different CPOs will be affected.

Table 2 introduces the different CPOs and their opera-
tions in proposed algorithm. Under seven kinds of CPOs,
1200 speech clips paired to compare the BER, the FRR-
FAR curve is obtained in Figure 6. As can be seen from
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Figure 6: The FRR-FAR curve

Figure 6, there is no cross section, and the interval is still
very large, indicating that the algorithm proposed in this
paper has a large space to accurately determine different
speech content, even after the CPOs. Obviously, when
the matching threshold can be setting between 0.20 and
0.41, a good retrieval effect will be obtained. At the same
time, it also shows that the algorithm proposed in this
paper has both high discrimination and robustness.

Table 3 shows the BER mean value, max value and
the variance of the BER value. It can be obtained from
Table 3: The average BER obtained by the algorithm pro-
posed in this paper does not exceed 0.1, and the maximum
BER does not exceed 0.2. It shows that the algorithm in
this paper can maintain good robustness under different
CPOs. And if we do not consider the case of narrowband
noise with SNR=30db, the average BER obtained in this
paper does not exceed 0.05, and the maximum BER does
not exceed 0.08. It shows that the algorithm in this paper
can maintain nice robustness even under different CPOs.
The mean BER comparison results of this algorithm is
then compared with the algorithms in [19–21,23] and the
result is shown in Table 4.

As can be seen from Table 4, the average BER value
of the algorithm proposed in this paper is smaller than
the algorithm proposed in the [20] regardless any CPOs,
which means that the algorithm in this paper is more ro-
bust than the algorithm in [20]. Our result is equal to
or better than the algorithm proposed in the [19, 21, 23],
indicating that the algorithm proposed in this paper is at
least as good as the [19, 21, 23]. But from the previous
part of this paper, we can see that the discrimination of
the algorithm in this paper is much better than [19,21,23].



International Journal of Network Security, Vol.23, No.5, PP.924-935, Sept. 2021 (DOI: 10.6633/IJNS.202109 23(5).20) 930

Table 1: Comparison of FAR values

τ Proposed method [20] [23] [21] [19]
0.02 6.0115× 10−160 1.4486× 10−66 7.9324× 10−43 2.1743× 10−56 1.9366× 10−56

0.04 6.1132× 10−147 6.2274× 10−61 1.7718× 10−39 6.0859× 10−52 5.2700× 10−52

0.06 1.7184× 10−134 3.3854× 10−56 2.8523× 10−36 1.1039× 10−47 9.3200× 10−48

0.08 1.3354× 10−122 7.6358× 10−52 3.3141× 10−33 1.2978× 10−43 1.0713× 10−43

0.10 2.8699× 10−111 9.9134× 10−47 2.7782× 10−30 0.8909× 10−40 8.0059× 10−40

0.12 1.7058× 10−100 2.3020× 10−42 1.6830× 10−27 4.8877× 10−36 3.8902× 10−36

0.14 2.8053× 10−90 3.6436× 10−38 7.3382× 10−25 1.5665× 10−32 1.2295× 10−32

0.16 1.2768× 10−80 1.7923× 10−33 2.3147× 10−22 3.2571× 10−29 2.5281× 10−29

Table 2: Content preserving operation

CPO Operation method Abbreviation
Re-sampling 8-16kbps R
Amplitude increase 3 db for amplitude increase A ↑
Amplitude decrease 3 db for amplitude decrease A ↓
Narrowband Noise 1 SNR=30db N1
Narrowband Noise 2 SNR=50db N2
MP3 compression 128kbps M
Echo addition Attenuation 50% E

Table 3: The BER value after CPO

CPO Mean Max Variance
R 0.0267 0.0774 4.0292× 10−4

A ↑ 0.0010 0.0128 2.2262× 10−6

A ↓ 0.0021 0.0088 2.3241× 10−6

N1 0.0941 0.2049 1.4000× 10−3

N2 0.0219 0.0705 2.3855× 10−4

M 0.0031 0.0091 3.6840× 10−6

E 0.0473 0.0617 2.0654× 10−5

It can be seen that the algorithm proposed in this paper
balances the discrimination and robustness of the percep-
tual hash sequence, on the premise of greatly improving
the discrimination of the algorithm, the robustness of the
algorithm does not lost. It shows that the perceptual hash
sequence in this paper will not be greatly lost in different
speech environments, so it can meet the needs of speech
retrieval.

4.3 Encryption Performance Analysis

We encrypted and decrypted the speech signal during
transmission using the Four-dimensional hyperchaotic
map system described previously. First, given the key:

keys =

 1, 2, 3, 4, 2, 2, 4, 1
3, 4, 2, 2, 4, 2, 2, 1
3, 2, 5, 4, 500



Then we randomly select a speech from the speech library
to encrypt and decrypt it, and analyze the effectiveness
of the encryption algorithm proposed in this paper. Fig-
ure 7 shows the speech waveform before encryption, Fig-
ure 8 shows the the speech waveform after encryption and
Figure 9 shows the speech waveform after decryption.
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Figure 7: Original speech waveform

As we can seen from Figure 8 and Figure 9, encrypted
speech has no regularity at all, and can’t see any features
of the original speech at all and the decrypted speech is
basically the same as the original speech. For the effec-
tiveness of an encryption algorithm, correlation analysis
is also a very important criterion. For a speech clip, use
Equation (13) to calculate the correlation coefficient be-
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Table 4: The BER mean value of different algorithm

CPO Proposed method [20] [23] [21] [19]
R 0.0267 0.0304 0.0033 - 0.0283
A ↑ 0.0010 0.0925 0.0160 0.0052 0.0054
A ↓ 0.0021 0.0089 0.0038 0.0015 0.0014
N1 0.0941 - 0.0248 0.0424 -
N2 0.0219 0.0416 - 0.0032 0.0267
M 0.0031 - 0.0090 0.2028 0.1928
E 0.0473 0.2375 - 0.1467 0.1505
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Figure 8: Encryption speech waveform
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Figure 9: Decryption speech waveform

tween adjacent sample points of speech.

R̂xy(m) =

{ ∑N−m−1
n=0 xn+my

∗
n, m ≥ 0

R̂∗
yx(−m), m < 0

(13)

According to Equation (13), we can get the speech correla-
tion coefficient before encryption and after encryption as
Figure 10 and Figure 11. As can be seen from Figure 10
and Figure 11, the encrypted speech correlation coefficient
is basically zero, indicating that the encryption effect is
nice (At zero point, the speech x is exactly same as itself,
and the maximum peak of the correlation coefficient ap-
pears). The original speech has a clear correlation, but
the encrypted speech can’t see the obvious correlation at
all. This shows that the encryption algorithm proposed
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Figure 10: The correlation coefficient before encryption
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Figure 11: The correlation coefficient after encryption

in this paper confuses the relevant characteristics of the
original speech, so it also proves that the algorithm in this
paper has high security.

In order to measure the disorder of our encryption al-
gorithm, the position number before scrambling and the
change of position number after scrambling are used to
describe in this paper.

If the position number before and after the scrambling
of a speech segment has not changed, there have Equa-
tion (14):

∆i = l(i)− l′(i) = 0 (14)

If the position number before and after the scrambling
of a speech segment changes, then, there have Equa-
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tion (15):
∆i = l(i)− l′(i) ̸= 0 (15)

where, ∆i represents the position difference.l(i) repre-
sents the i − th position number of the original hash
sequence.l′(i) represents the i − th position number af-
ter scrambling. It can be seen from Figure 12 that ∆i
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Figure 12: The intersection of ∆ and the line y = 0

and the line y = 0 has few intersections, which proves
that our encryption algorithm has good disorder.

4.4 Tamper Detection and Location

Aiming at the low-resolution tamper detection capability
and low BER of speech segments, this paper proposes
a tamper detection and localization algorithm based on
minimum code distance (MCD) of Hamming code. In the
detection process, for the original speech x(n) and the
original speech x′(n) after the malicious attack, the hash
sequence h(n) and h′(n) are obtained through the hash
template. Then the MCD of the Hamming code between
each frame of the two sequences is calculated. Finally,
determine whether the speech has been attacked or not.
defined as Equation (16):

MCD(i) =

{
1, h(i) ̸= h′(i)
0, h(i) = h′(i)

(16)

Where, MCD(i) is the MCD of the Hamming code of the
i− th frame, and its matrix form is as follows:

MCD(i) =
[
MCD(1) MCD(2) . . . MCD(i)

]
As shown in Figure 13,Figure 14, the blue represents

speech and red represents an area where speech content
is tampered. It can be seen from Figure 15 that the algo-
rithm can effectively detection and localization tamper.
Which proves that the algorithm has good tamper de-
tection and location capabilities for small-scale malicious
attacks.

4.5 Retrieval Performance Analysis

As can be seen from above paper, according to FAR-FRR
curve, we know that it is most appropriate to set the
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Figure 13: Original speech
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Figure 14: Tampered speech
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Figure 15: The minimum code distance of Hamming code

threshold between 0.25 and 0.41, so in the next experi-
ment, we will set the threshold T=0.3, so if D (Hx, Hq) <
T , the retrieval is successful. In order to test whether the
retrieval system we proposed in this paper can accurately
retrieve speech clips, we randomly select a speech clip for
retrieval. The retrieval result is show in Figure 16. As
show in Figure 16, our chosen threshold T=0.3 is suit-
able. In speech hash sequence table, except the speech to
be retrieved, there is no BER value less than 0.3, which
basically floats around 0.5. So the retrieval algorithm pro-
posed in this paper is successful. The criteria for judging
the performance of speech retrieval are Recall ratio (R)
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Table 5: Comparison of the recall ratio after CPO

CPO
The recall ratio (%)

Proposed method [20] [23] [21] [19]
R 100 100 100 100 100
A ↑ 100 100 100 100 100
A ↓ 100 100 100 100 100
N1 100 - 100 - -
N2 100 100 - - 100
M 100 - 100 100 100
E 100 100 - - 100

Table 6: Comparison of the precision ratio after CPO

CPO
The Precision ratio (%)

Proposed method [20] [23] [21] [19]
R 100 100 100 100 100
A ↑ 100 100 100 100 100
A ↓ 100 100 100 100 100
N1 100 - 100 - -
N2 100 100 - - 100
M 100 - 100 97 98
E 100 96 - - 99
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Figure 16: The matching result

and Precision ratio (P), the combination of these two cri-
teria can describe the success rate of retrieval. The R is to
describe the ability of retrieve relevant content, as show
in Equation (17):

R =
a

a+ b
× 100% (17)

Where a represents the number of retrieved successfully,
and b represents the number of retrieval failures. The P
is to describe the ability of accurately retrieved relevant
content, as show in Equation (18):

P =
a

a+ d
× 100% (18)

Where d is the number of errors retrieved.
Next, we use R and P to compare the performance of

the retrieval algorithm proposed in this paper with those

existing algorithms [19–21, 23]. As shown in Table 5 and
Table 6, regardless of any CPOs, the recall ratio and pre-
cision ratio of the retrieval algorithm proposed in this
paper can be maintained at 100% retrieval success rate,
indicating that the algorithm proposed in this paper is
very effective. But in [19–21, 23], due to various reasons,
there will be more or less some retrieval failures.

Table 7: Efficiency comparison of different algorithms

Algorithm Average retrieval time
Proposed algorithm 0.1209 s

[20] 0.1467 s
[21] 0.0649 s
[19] 0.0582 s

The efficiency of the retrieval algorithm is also an im-
portant indicator to judge the performance of the algo-
rithm. In order to test the efficiency of our proposed re-
trieval algorithm, we perform a circular search on all the
speechs in the speech library to ensure that each speech
was retrieved once, and calculate each speech average re-
trieval time. The retrieval time comparison between the
retrieval algorithm proposed in this paper and the algo-
rithm in [19–21] is shown in Table 7.

As can be seen from Table 7, although the algorithm
proposed in this paper has significantly improved the dis-
crimination and robustness of the perceptual hash com-
pared to the [19–21], but the feature extraction algorithm
is too complicated, which leads to the retrieval efficiency
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reduce.

5 Conclusions

In this paper, a hyperchaotic encrypted speech percep-
tual hashing retrieval algorithm based on 2D-Gabor trans-
form and PCA dimension reduction has proposed. Com-
pared with the existing algorithms, the feature extraction
method of this algorithm can greatly improve the discrim-
ination of the algorithm. Moreover, the four-dimensional
hyperchaotic system reduces the correlation of speech,
thereby greatly improving the security of speech in the
transmission process. The experimental results show the
advantages of our algorithm:

1) The generated perceptual hashing sequence has high
discrimination, which can greatly improve the accu-
racy of retrieval.

2) The generated perceptual hashing sequence has nice
robustness, which can adapt to multiple CPOs.

3) The key space of the four-dimensional hyperchaotic
encryption system proposed in this paper is very
large, so it can resist brute force cracking, and there
is no obvious correlation between the speech that be-
fore and after encrypt, so it has high security.

The proposed algorithm has high security, retrieval accu-
racy and retrieval efficiency, it may be applied to cloud
search, mobile speech assistant, etc.

The shortcoming of the proposed algorithm is when
the perceptual hashing sequence is in the narrowband
noise with SNR=30db, the robustness is poor and the
efficiency of retrieval is not high. Therefore, improving
the robustness of the perceptual hashing algorithm and
further reducing the complexity of the algorithm is the
next research goal.
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