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Abstract

The reversible data hiding (RDH) technique is used to
conceal secret data within images such that the original
image can be fully recovered upon the extraction of hidden
data. Such a technique has attracted much interest from
researchers in different fields. In this article, to improve
embedding capacity further while maintaining minimum
distortion of stego images, a novel reversible data-hiding
algorithm is proposed by using the combination of adap-
tive rhombus prediction and pixel selection. Furthermore,
to preserve the image quality well and increase the em-
bedding capacity significantly, the proposed scheme has
carefully determined a suitable pixel set and image region
for embedding data. The experimental result shows that
our method brings better performance than some previous
schemes in virtual image quality and embedding capacity.

Keywords: Histogram Shifting; Multiple-Layer Embed-
ding; RDH; Reversibility; Rhombus Prediction

1 Introduction

Reversible data hiding (RDH) is an algorithm that aims
to extract embedded secret data exactly and to recon-
struct the cover image to its original version without any
distortion. Due to these properties, several RDH tech-
niques have been proposed in various fields, such as video
error-concealment coding, the military, and medical im-
ages [2, 9, 15, 22, 23]. In general, the performance of the
RDH technique is evaluated based on the behavior of em-
bedding capacity (EC) and virtual image quality. For a
given EC, embedding distortion is maintained as small as
possible to achieve good image quality of stego images.

In the last few decades, many RDH schemes that
have been proposed can be divided into four types:
lossless compression [1, 3, 4, 10, 26], difference expansion
(DE) [6, 8, 12, 19, 20, 27, 28], histogram shifting (HS) [5,
7, 11, 13, 14, 16, 18, 21, 25], and integer transform [17, 24].
Among these RDH schemes, HS-based RDH algorithms

have attracted much attention of researchers due to good
virtual image quality and sufficient EC. The HS-based
RDH method was first introduced by Ni et al. [16]. In
this scheme, Ni et al generated a histogram of the cover
image, then they selected peak points and zero points to
conceal the secret data. In their scheme, each pixel is al-
tered by no more than one value. Therefore, Ni et al.’s
scheme achieved a high quality of stego-images; however,
its EC is not satisfied when the average EC is always
smaller than 7,000 bits. To improve EC further, Hong et
al. [7] used prediction errors for hiding secret data. In
the scheme [7], the high redundancy of pixels is exploited
for containing the secret bits. Consequently, their per-
formance is superior to those of DE-based and previous
HS-based schemes [16,19,20].

In [18], Sachnev et al. used rhombus prediction to clas-
sify image pixels into two sets – Dot and Cross sets – for
HS-based RDH scheme. Their scheme obtained high EC
while guaranteeing good image quality. A similar scheme
was introduced in [24] with optimal side information se-
lection. Later, a new RDH algorithm, based on the in-
terpolation mechanism, is proposed by Luo et al. [14].
In this scheme, interpolation errors are calculated as the
difference between the pixel value and the corresponding
interpolation value. Then, these difference values are used
for hiding the secret message. To guarantee high image
quality, in [14], all cover pixels are only altered slightly
in the embedding steps; however, the image is distorted
significantly when the large EC is embedded. To increase
EC while guaranteeing good image quality, in [11], Li et
al designed two HS-based schemes by exploiting a nine-
dimensional histogram. In their scheme, suitable pixels
are selected carefully. Then, two functions, shifting and
embedding, are used to generate the room for contain-
ing the secret bits. Li et al.’s performance was superior
to those of previous RDH schemes [11, 12, 14, 18]. Re-
cently, Wang et al. [25] proposed a new multiple HS-based
RDH technique by employing a genetic algorithm (GA).
To maintain reversibility, Wang et al. utilized prediction
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errors of each pixel to embed secret bit. However, it also
causes significant distortion on stego images, if the large
EC is embedded.

In this article, a new HS-based RDH method is pro-
posed by combining adaptive rhombus prediction and
pixel selection. Inspired by pixel selection techniques pro-
posed in previous schemes [11, 14, 18], for each pixel in
this scheme, the local variance value is computed to de-
termine whether it is suitable to embed the secret bit or
not. To compute the prediction errors, in the proposed
method, an adaptive rhombus prediction algorithm is ap-
plied. In addition, to keep the embedding distortion small
and the EC high, the optimal information is selected and
used during the embedding process. Experimental results
demonstrate that the proposed method generates better
performance than some previous schemes in terms of EC
and image quality.

The remainder of this paper is structured as follows.
The brief of Li et al.’s method [11] is reviewed in Section 2.
Then, Section 3 gives the detail of the proposed method.
In Section 4, our proposed method’ performance is ana-
lyzed in compared with some existing schemes. Eventu-

ally, conclusion is provided in Section 5.

2 Related Work

In 2013, Li et al. [11] explored a nine-dimensional his-
togram for hiding the secret message. Take for example,
the image block Z sized of 3× 3 as shown in Figure 1.

For the first pixel Z1, the two neighboring pixels Z2 and
Z4 are used to predict its value by using Equation (1):

Z ′i =

{
k, if Z1 ≥ k
l − 1, if Z1 < l

}
(1)

where k = max(Z2, Z4), l = min(Z2, Z4), and k ≥ l.
For embedding the secret data, the local complexity

Com(Z) of Z is calculated as Equation (2):

Com(Z) = max(Z2, Z3, ..., Z9)−min(Z2, Z3, ..., Z9). (2)

After obtaining the local complexity of Z, this
local complexity value is used to select the embed-
dable blocks. To embed a bit b into the block, the
Embed() function is used as defined in Equation (3):

Embedb(Z) =


(Z1 + b, Z2, Z3, ..., Z9), if Z1 − k = 0, Com(Z) < T
(Z1 − b, Z2, Z3, ..., Z9), if Z1 − l = −1, Com(Z) < T
(Z1 + 1, Z2, Z3, ..., Z9), if Z1 > k,Com(Z) < T
(Z1 − 1, Z2, Z3, ..., Z9), if Z1 > l − 1, Com(Z) < T
Z otherwise

 (3)

Figure 1: Image block sized of 3× 3

where T is the smallest positive integer threshold that is a
selected to make sure all of the secret bits to be embedded.
Notice that this scheme [11] used the local complexity es-
timator for selecting embeddable areas in the cover image
to achieve a more concentrated histogram. With the lo-
cal complexity estimator, only blocks with the value of
local complexity (smaller than T ) will be used to contain
the secret bits; however, only the pixel Z1 of each block
sized of 3 × 3 is used to contain one secret bit, result-
ing in a limited amount of embedding spaces. Therefore,
this scheme is not favorable to hide a large amount of se-
cret data. Obviously, there is a high correlation of the
pixels in natural images; therefore, the HS-based RDH
schemes seek to achieve high EC and to preserve high-
quality stego images; however, these existing schemes are

still limited in their performance when the average image
quality is smaller than 59 dB for embedding 10,000 se-
cret bits. To overcome these shortcomings, a new RDH
scheme is proposed by using a combination of adaptive
rhombus prediction and pixel selection, and the detail of
which is presented in the next section.

3 Proposed Method

In this section, a novel RDH method is introduced.
The flowchart presenting this method is present in Fig-
ure 2. The embedding process is briefly described as fol-
lows. First, the cover image is separated into two sub-
images, i.e. A and B. After that, in the sub-image A, all
of the pixels is evaluated to classify into two sets, Cross
and Dot sets, as can be seen in Figure 3. Then, each set is
divided into two parts, i.e., Part 1 and Part 2, consisting
of smooth and complex pixels, respectively. To hide the
secret data into the Cross set or Dot set, the prediction
error histogram of Part 1 is generated. According to the
size of the embedded secret data, we optimally select the
pair of peak and zero points. Finally, the secret bit is hid-
den by shifting the prediction error histogram of Part 1.
It is noted that pixels in Part 1 are modified by no more
than one value, and the Dot set is applied for predicting
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pixels of the Cross set, and vice versa. By so doing, the
cover image can be prevented from significant embedding
distortion. The proposed method can be divided into two
subsections, i.e. embedding algorithm and extracting al-
gorithm.

3.1 Embedding Algorithm

Assuming that the cover image I with a size of W ×H,
the secret data S = s1, s2, . . . sL, where si = {0, 1}, and
L is the length of S. For embedding data, the image I
is divided into sub-image A and sub-image B, as shown
in Figure 3. Then, the proposed embedding algorithm is
presented as followings.

Step 1 (Pixel partition): Partition the sub-image A into
two sets, i.e., Cross (X) and Dot (O) sets, (see Fig-
ure 3(a)). After that, the LSBs of pixels in sub-image
B is recorded into the bit stream LSBB . Then, the
secret data S is generated by concatenating the bit
stream LSBB into the secret message M .

Step 2 (Pixel selection): To avoid the complexity region,
the smooth pixels are selected and used for RDH to
decrease embedding distortion as much as possible.
The local complexity of each pixel PX in the Cross set
is calculated by using its local-variance (LV ) value,
defined in Equation (4). Then, the threshold TH is
used to determine whether the smooth pixels or not.
Equation:

LVPX = dv + dh. (4)

where dh = |P 1
O − P 3

O| is the horizontal variance,
dv = |P 2

O − P 4
O| is the vertical variance, and P i

O is
four adjacent Dot pixels of PX (see Figure 3(b)). Ac-
cording to the values of the local variance and the se-
lected threshold TH, the pixel PX is then classified
into Part 1 or Part 2 as follows:

• Part 1 (smooth pixels): PX ∈ X : LVX < TH.

• Part 2 (complex pixels): PX ∈ X : LVX ≥ TH.

Step 3 (Computation of prediction errors): For each
pixel of Part 1 in the Cross set, according to the
values of dv and dh, four adjacent Dot pixels are
adaptively used to predict the value of PX as follows.

P ′X =

{
round(

P 1
O+P 3

O

2 ), if dv > dh

round(
P 2

O+P 4
O

2 ), if dv ≤ dh.

}
(5)

Then, calculate the corresponding prediction error
EX by Equation (6).

EX = PX + P ′X . (6)

Step 4 (Determination of optimal pair of peak and zero
points): As can be seen in existing HS-based RDH

techniques, the peak point and the zero point are de-
termined in the prediction error histogram for em-
bedding data. Thus, the embedding capacity C
is considered as the frequency of the peak point:
C = F (Peak), where F (.) is the frequency function
of the histogram. Different from existing HS-base
techniques, after obtaining all prediction errors EX

of Part 1 in the Cross set, the proposed method op-
timally selects pair of peak and zero points in the
histogram of EX for embedding the secret data S as
following.

• From the value of 0, scan negative and posi-
tive axes of the histogram, to find the first two
matched zero points Zl and Zr, as shown in Fig-
ure 4(a).

• From the point Zl toward the value of 0, search
for a suitable peak point Pl, such that the con-
straint, F (Pl) ≥ L, is satisfied.

• Similarly, from the point Zr toward the value of
0, search for a suitable point Pr, such that the
constraint, F (Pr) ≥ L, is satisfied.

• Among two candidate pairs of peak and zero
points, i.e., (Pl, Zl) and (Pr, Zr), the optimal
one, denoted as (P ∗, Z∗), is selected with the
smaller shifting distortion.

Step 5 (Embedding process and generation of the stego
image): After determining the optimal pair (P ∗, Z∗),
for hiding the secret data S, all bins between P ∗ and
Z∗ are shifted to the Z∗ direction to generate room
bin near the peak point P ∗. Assume that P ∗ < Z∗.
Then, each prediction error EX is processed by either
shifting its value if EX ∈ (P ∗, Z∗) or embedding one
secret bit si, if EX = P ∗, which is defined in Equa-
tion (7).

E′X =

 EX + 1, if EX ∈ (P ∗, Z∗)
EX + si, if EX = P ∗.
EX , otherwise

 (7)

After that, the stego pixels of Part 1 in the Cross set are
computed by using Equation (8).

P ′′X = P ′X + E′X . (8)

According to the values of stego pixels P ′′X in the Cross
set, the same steps are used to embed the secret data into
pixels of the Dot set to generate stego pixels P ′′O. Finally,
P ′′X and P ′′O are combined to generate the stego image.

Instead of directly using the pair of peak and zero
points as was done in the existing HS-based techniques,
two candidate pairs of peak and zero points are deter-
mined, and the optimal one is used to hide secret data.
Here, for single-layer embedding, assume that F (Pl) ≥ L
and F (Pr) ≥ L; however, if the length of the secret data
L > F (Pl) and L > F (Pr), multi-layer embedding with
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Figure 2: Flowchart of the proposed embedding process

Figure 3: Division of the cover image

Figure 4: Division of the cover image

two steps is applied. Step 1: Search for two highest fre-
quency points Pl and Pr on the negative and positive axes
of the histogram, if L > F (Pl) and L > F (Pr), then select
the higher frequency P as P = maxPl, Pr, and the nearest
zero point Z of such peak point P is selected for embed-
ding the secret data S. After that, calculate L = L–F (P ),
and the Step 1 is repeated for the next embedding layer
if L > F (Pl) and L > F (Pr). Otherwise, Step 2, the
optimal single-layer embedding process, is used. Step 2
that is discussed above is always applied for the final-layer
embedding.

Note that all of the smooth pixels (Part 1) in both the
Cross and Dot sets are chosen to conceal the secret data,
and these pixels are modified by no more than one value.
As a result, few pixels may cause an overflow/underflow
of the pixels. Therefore, instead of using the location map
as was done in [18, 24], that is time-consuming and dis-
torts the cover image significantly since the large size of
location map is also embedded into the cover image be-
cause of the reversibility reason. The proposed method
only records those overflow/underflow locations into the
binary sequence BS. In the proposed method, not only
selecting the optimal pair of peak and zero points, to min-
imize the embedding distortion, but threshold TH is also
taken as the smallest one such that the proposed method
has the ability to embed the required capacity. Then, the
sub-image B is used to contain extra information, i.e.,
the binary sequence BS, the optimal pair (P ∗, Z∗), and
the threshold TH by LSB substitution. It is noted that
the size of sub-image B should be contained the extra
information completely. Table 1 shows that our scheme
with different selected thresholds TH for single-layer em-
bedding achieves better than previous schemes since the
proposed method achieves the greater virtual quality for
different images. It is obvious that our method shows
the effectiveness of a combination of adaptive rhombus
prediction and the pixel selection strategy.
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Table 1: Performance comparison of the proposed method with different selected threshold TH for single-layer
embedding

Image Criteria TH = 5 TH = 10 TH = 15 TH = 20 [18] [14] [11] [24]
Lena Pure EC 0.159 0.246 0.280 0.296 0.138 0.236 0.114 0.150
Lena PSNR 57.42 54.65 52.02 51.77 52.60 48.12 53.62 52.51
Baboon Pure EC 0.009 0.026 0.041 0.051 0.030 0.040 0.039 0.033
Baboon PSNR 64.62 60.01 56.80 55.87 49.58 47.88 50.03 48.62
Boat Pure EC 0.220 0.257 0.293 0.274 0.080 0.149 0.109 0.078
Boat PSNR 56.41 54.88 52.28 53.77 52.40 47.36 52.22 53.52
Sailboat Pure EC 0.112 0.152 0.206 0.241 0.083 0.140 0.101 0.072
Sailboat PSNR 52.64 48.12 46.04 45.78 52.18 47.25 52.89 52.87
Peppers Pure EC 0.131 0.230 0.254 0.268 0.080 0.151 0.100 0.075
Peppers PSNR 57.61 52.73 53.57 53.11 53.12 47.32 53.60 53.59
Airplane Pure EC 0.246 0.315 0.332 0.340 0.249 0.299 0.179 0.199
Airplane PSNR 55.94 53.69 51.82 51.52 51.33 47.14 55.63 51.32

3.2 Extracting Algorithm

The extracting algorithm contains five steps. Firstly, the
stego image is divided into sub-image A and sub-image B.
Later on, LSB bits are extracted from the sub-image B, to
determine whether pixels contained the secret data or not.
The threshold TH and the optimal pair of peak and zero
points are also read from LSB bits in the sub-image B.
According to the embedding algorithm, after obtaining
the values of stego pixels P ′′X in the Cross set, the same
steps are used to embed the secret data into pixels of
the Dot set to generate stego pixels P ′′O. Therefore, to
maintain the reversibility, in the extracting algorithm, the
secret data are extracted from pixels of the Dot set P ′′O and
the Cross set P ′′X , respectively. The extracting algorithm
is used for reconstructing the secret bits S and restoring
to the original version of cover images as following.

Step 1 (Pixel Partition): Separate the stego image
into two sub-images, i.e., A and B. Then, from
B, read LSBs to determine overflow/underflow loca-
tions BS, TH, and (P ∗, Z∗). Partition the sub-image
Ainto two sets, Cross (X) and Dot (O) sets.

Step 2 (Pixel selection): For each stego pixel P ′′O in the
Dot set, and P ′′O /∈ X, re-calculate its local-variance
(LV ) using Equation (4). Then, according to the
local variance and the threshold TH, pixels P ′′O are
classified into Part 1 or Part 2.

• Part 1 (smooth pixels): {P ′′O ∈ O : LVO < TH,
and P ′′O /∈ X}.
• Part 2 (complex pixels): {P ′′O ∈ O : P ′′O /∈
Part1}.

Step 3 (Computation of prediction errors): Compute the
predicted value P ′O of the current stego-pixel P ′′O by
Equation (5), and determine the corresponding stego
prediction error E′O in the Dot set as

E′X = P ′′O − P ′O. (9)

Step 4 (Extracting process): Based on the extracted op-
timal pair (P ∗, Z∗), the secret bit si is extracted by
Equation (10), and Equation (11) is used to restore
the prediction error.

si =

{
0, if E′O = P ∗

1, if E′O = P ∗ + 1.

}
(10)

EO =

{
E′O − 1, if E′O ∈ (P ∗, Z∗]
E′O, otherwise

}
(11)

Then, pixels of Part 1 in the Dot set are reconstructed as

PO = P ′O + EO. (12)

Step 5 (Restoration of the original image): Accord-
ing to the values of reconstructed pixels PO in the Dot set,
same steps are used to extract the secret data from pixels
of the Cross set and reconstruct the original pixels PX

in the Cross set. Then, the cover image I is restored by
combining of PX and PO. Once the secret data S is com-
pletely extracted, it is divided into the secret message M
and the bit stream LSBB . Then, LSBs of pixels in B is
replaced with LSBB to recover the original image I. It
is noted that, when these five steps are performed com-
pletely, the secret message M is extracted correctly and
the original image I is restored precisely.

4 Experimental Results

In this section, all results of the proposed method are
analyzed in comparison with four previous schemes [11,
14, 24, 25]. Six grayscale images with a size of 512 × 512
in Figure 5, were used in the experiment. It is noted
that two different schemes are introduced in [11]. Their
scheme 1 provided the higher EC, whereas the better im-
age quality was obtained by their scheme 2 when the small
EC was embedded. To make a fair comparison, only
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the best results of each scheme were used for compari-
son.Figure 6shows the comparison results of our scheme
and four other schemes. Here, we vary the embedding
rate (ER) from 0.1 bpp to its maximum with the step
size 0.1. Figure 6 shows that, for all of the six tested im-
ages, the proposed method achieved superior performance
to those of four previous schemes [11, 14, 24, 25]. The
proposed method yielded a very good image quality with
high EC. Lena image can be taken as an example. When
the embedding rate is 0.6 bpp, the proposed method still
maintains the good image quality (larger than 45 dB).
The performance of Wang et al.’s scheme [25] is supe-
rior to those of three schemes [11,14,24] when embedding
the secret data of small sizes. This is because, in the
scheme [25], smooth pixels were also selected based on
the GA algorithm. However, our scheme still outperforms
Wang et al.’s scheme [25]. In particular, the proposed
method produced the greater virtual image quality than
the scheme [25], when average gains are 2.94 dB and 2.39
dB for an EC of 10,000 bits, 20,000 bits, respectively,
with single-layer embedding, as can be seen in Tables 2
and 3. Although the proposed method and two other
schemes [24,25] are based on both histogram shifting and
rhombus prediction techniques, however, the better per-
formance was obtained by the proposed method than by
two other schemes [24,25] in most cases. In the proposed
method, the threshold TH is used to control selected pix-
els, which guarantees that only pixels in the smooth region
are embedded into the secret bits. Moreover, the adap-
tive rhombus prediction technique is utilized to reduce
the embedding distortion in complex regions. In addi-
tion, instead of using the pair of peak and zero points as
in existing HS-based RDH schemes, our method selected
the most suitable one of the peak and zero points for em-
bedding data, which is another reason for the superior of
the proposed method (see in Figure 6 ).

In addition, the performance obtained from the pro-
posed method is compared with six previous schemes [6,
11, 14, 24, 25, 27] at low embedding capacity when single-
layer embedding is applied. Tables 2 and 3 show the com-
parison results for EC of 10,000 bits and 20,000 bits, re-
spectively. From Tables 2 and 3, it is obvious that the
proposed method shows better image quality than other
existing schemes. Table 4 shows that the optimal pairs
and sets are used for embedding with different sizes of
the secret data. It is noted that the proposed method
used different pairs of peak and zero points to minimize
embedding distortion when the different sizes of secret
data are embedded.

5 Conclusions

In this article, a novel HS-based RDH method based
on the combination of adaptive rhombus prediction al-
gorithm and pixel selection technique is proposed. To
increase the EC while guaranteeing the small distortion
of stego images, the local variance value of pixels in the

cover image is calculated to determine embeddable pix-
els. Moreover, adaptive rhombus prediction algorithm is
used for calculating the prediction errors. Then, optimal
information is used in the proposed embedding phase to
guarantee high performance. Experimental results sug-
gested that the performance of our proposed method is
improved further in comparison with previously rhombus
prediction HS-based RDH techniques in terms of the EC
and the image quality.
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Figure 6: Performance comparison of the proposed method and four previous schemes [11,14,24,25]
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