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Abstract

To solve the low average recognition rate of a multi-
class intrusion detection system based on Convolutional
Neural Network (CNN), a CNN-based intrusion detection
method optimized by Fruit Fly Optimization Algorithm
(FOA) is presented in this article. The proposed approach
first designs the model of a multi-class intrusion detection
system based on CNN. To solve the class imbalance prob-
lem, FOA is applied to the pre-training process. During
the training process, each batch is obtained by the resam-
pling method according to the resampling weights, which
are the output of the pre-training process. Finally, the
NSL-KDD dataset is used to test the model. Compared
with the CNN method without data equalization, the pro-
posed method is more accurate.
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1 Introduction

In recent years, with the advancement of cloud comput-
ing technology, the threshold for becoming a webmaster
has been lowed a lot. Anyone can get a cloud server
from a cloud service provider (CSP) at a very low cost.
Therefore, cyber security has become a major concern
due to more and more people without network security
technology have become webmasters. A large number of
cloud hosts are threatened by network attacks include but
not limited to Denial-of-Service (DoS), Injection attacks,
Brute Force [17]. A large number of cloud hosts have been
hacked and become members of botnets or Bitcoin trojan
virus vectors.

Providing unified protection for the tenants without
knowledge of cyber security is undoubtedly one of the
best ways to reduce the security risk. Intrusion Detec-
tion System (IDS) is the defense system which can alert
users or block attacks when detecting network intrusions.
More and more CSPs are using IDS to protect their ten-
ants’ cloud servers [11,19]. IDS are mainly classified into
two types: Host-based IDS (HIDS) and Network-based

IDS (NIDS). The main difference between the two is their
way to obtain the detected information. HIDS mainly
obtains information such as logs and system calls by de-
ploying software in the monitored hosts. NIDS is used
to monitor and analyze network traffic to protect a sys-
tem [25]. In contrast, NIDS is more convenient to be
deployed in the cloud computing environment. In hence,
Network-based Intrusion Detection Systems has attracted
our attention [6].

IDS has been developed for many years since its in-
ception. Over the past few years, machine learning has
achieved remarkable success in the field of intrusion de-
tection. However, the research on Convolutional Neural
Network (CNN) in intrusion detection technology is still
lacking [9,10]. CNN is a well-known deep learning model
which has been proved to be a very good classifier in many
fields. Actually, IDS is also a classification system, which
means IDS based on CNN may perform well.

Today, network attacks happen all the time. A large
amount of normal network traffic is mixed with various
types of network attacks. The proportion of these types
of attacks is often very uneven. However, machine learn-
ing methods often have requirements for sample equaliza-
tion. Unbalanced training data will have a great nega-
tive impact on training results [3]. Therefore, this paper
proposes a Convolutional Neural Network based intrusion
detection system using Fruit Fly Optimization Algorithm
(FOA) as an optimizer. The proposed system realizes the
application of Convolutional Neural Network in intrusion
detection system and solves the influence of data imbal-
ance on the system.

The remainder of this paper is organized as follows: In
Section 2, related research on Convolutional Neural Net-
work based intrusion detection systems are discussed. In
Section 3, a data balancing method based on Fruit Fly
Optimization Algorithm is proposed and an intrusion de-
tection system based on a Convolutional Neural Network
is presented. In Section 4, the evaluation methods of the
experimental are introduced and the experimental results
are compared with those of other researchers. And in the
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final section, the main work of this paper is summarized
and the possible future research directions are proposed.

2 Related Work

The concept of intrusion detection systems has been in
place for decades. Many researchers have proposed di-
verse detection methods. To compare with other meth-
ods, researchers generally use public datasets as experi-
mental objects in experiments. The datasets commonly
used to test intrusion detection methods are discussed
in [24]. Among these datasets, NSL-KDD is the most
widely used dataset in intrusion detection related re-
searches. Each item in this dataset contains 41 features
and a classification label. The classification label indi-
cates whether this item is normal access or one type of
attack. These attacks are divided into 39 sub-categories.
And according to the attacks’ impact, the researchers di-
vided these 39 kinds of attacks into 5 categories, including
Normal, DOS, R2L, U2R, and PROBING [7]. To com-
pare with existing methods, this article will also use the
NSL-KDD dataset as the experimental object.

Machine learning is a popular research direction in the
field of computer today. In fact, as early as a decade ago,
many researchers have begun to apply machine learning
algorithms to intrusion detection systems [14]. In recent
years, with the improvement of computers’ computing
power, deep learning technology received more and more
attention. In [10], the author introduced the application
of deep learning technology in intrusion detection meth-
ods. And in conclusion, it is proposed that the Convolu-
tional Neural Network as a good classifier has not been
exploited in the field of intrusion detection.

Nowadays, intrusion detection technology based on
Convolutional Neural Network has attracted researchers’
attention. In [13], Li et al. proposed an effective way
to transfer the dataset into an image. They use the
NSL-KDD dataset as the experimental dataset and use
ResNet50 and GoogleNet to build the intrusion detection
system. In the end, experiments proved that Convolu-
tional Neural Networks also have good performance in
intrusion detection. But their method can only judge
whether there is an attack.

In fact, we hope that the intrusion detection systems
can not only detect whether there is an attack but also
identify the type of attack. Therefore, some researchers
have also used CNN to construct a multi-class intrusion
detection system [23]. Potluri et al. proposed a new CNN
model. However, in their experiments, it was found that,
just like the distribution of attacks in reality, the amount
of data between different classifications in the dataset
varies widely. Therefore, the recognition rate is not satis-
factory for those attack categories with less training data.

So, the method proposed in this paper attempts to
solve the drawbacks in the above studies.

3 Proposed Method

3.1 Data Equalization Based on Fruit Fly
Optimization Algorithm

After manual classification, the data of NSL-KDD is di-
vided into five categories, which are Normal, DOS, R2L,
U2R, and PROBING [7]. The distribution of these five
types of data in the training dataset is shown in Fig-
ure 1. From the figure, we can see that the type with
the most data is Normal data. The number of Normal
data is 67343. The type with the least data is U2R which
has only 52 data. The amount of data’s ratio between the
two is close to 1000 to 1. The class imbalance problem
will lead to a large impact on the Convolutional Neural
Network. Even if U2R attacks cannot be identified, the
system’s highest accuracy rate can reach 99.9%. Dur-
ing the training process, the optimizer’s pursuit of overall
accuracy is likely to result in that the U2R attacks’ iden-
tification rate is close to 0%, which is indeed happened.

However, U2R attacks are very harmful which means
we cannot ignore the identification ability of those attacks
that have few training data. If an intrusion detection sys-
tem can only identify partial attacks, then the system
is not reliable. The solution to data imbalance is gener-
ally oversampling and undersampling, as opposed to some
classical machine learning models, oversampling will not
cause overfitting in CNN [3]. But it is difficult to choose
sampling weights to maximize the recognition rate of each
attack type.

Figure 1: Number of samples in NSL-KDD dataset in
each attack class

In recent years, intelligent swarm algorithm has grad-
ually become a research hotspot in the computer field.
Intelligent swarm algorithm is a method for solving opti-
mization problems by simulating natural processes. Many
intelligent swarm algorithms have been proposed such
as ant colony optimization, particle swarm optimization,
bee-inspired algorithms. Many people have proved that
intelligent swarm algorithms can achieve very good results
in optimization problems, and are faster than traditional
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algorithms [5, 18].
Fruit Fly Optimization Algorithm (FOA) is a method

for finding global optimization based on the food finding
behavior of the fruit fly. The core idea of the algorithm is
to simulate the foraging process of the fruit fly in which
the fruit fly using their keen sense of smell and vision to
fly to the food. The flow of FOA is as follows [21]:

1) Randomly assign a initial position to the fruit fly
population.

Xaxis = RandomV alue,

Yaxis = RandomV alue.

2) Give each fruit fly a random flight direction and dis-
tance.

Xi = Xaxis + RandomV alue,

Yi = Yaxis + RandomV alue.

3) Since the location of the food is not known, the dis-
tance to the origin (Dist) is first estimated, and then
the smell concentration judgment value (S) is calcu-
lated.

Disti =
√

X2
i + Y 2

i

Si =
1

Disti

4) Then the fitness function is used to find the smell
concentration (Smell) of the individual location of
the fruit fly.

Smelli = FitnessFunction(Si).

5) Find out the fruit fly with maximal smell concentra-
tion among the fruit fly swarm.

bestSmell = max(Smell),

bestIndex = i→ (Smelli = bestSmell).

6) Store the best smell concentration value and the fly’s
location if bestSmell is greater than the previous
value. Then fruit fly swarm will fly towards that
location.

Smellbest = bestSmell,

Xaxis = XbestIndex,

Yaxis = YbestIndex.

7) Repeat the implementation of steps 2-6 N (the num-
ber of iterations) times.

FOA is very simple and fast. Thus, it is employed
for data equalization, aiming to find the best resampling
weights. We assume that the sampling weights of five
types of data in each batch are: w0, w1, w2, w3, w4

So smell concentration judgment value Si can be ex-
pressed as follow:

Si = (wi
0, w

i
1, w

i
2, w

i
3, w

i
4).

It is known that the range of the weight is [0, 1], so
the value of Xi and Yi is limited. Fruit Fly Optimization
algorithm is applied to the pre-training process to achieve
data equalization. The specific details are shown in Al-
gorithm 1. As shown in line 8 and line 9, in each round,
the training dataset is resampled according to smell con-
centration judgment value (Si). And training will be per-
formed using this training dataset. Then the average ac-
curacy of the five types of data is used as the fitness func-
tion to obtain the smell concentration Smelli. In the end,
the program returns BestW , which is the data sampling
weight can make the model get the best average accuracy.

Algorithm 1 Fruit fly optimization algorithm based data
sampling

Input: dataset: trainning dataset, popsize: number of
fly, maxgen: number of iterations

Output: Sampling ratio: w0, w1, w2, w3, w4

1: (Xaxis, Yaxis) = initRandXY ()
2: for i = 0, 1, ..., popsize− 1 do
3: (Xi, Yi, Disti, Si, Smelli) = initF lyState()
4: end for
5: for i = 0, 1, ...,maxgen− 1 do
6: for j = 0, 1, ..., popsize− 1 do
7: (Xi+1

j , Y i+1
j , Disti+1

j , Si+1
j ) = updateState()

8: TrainDataSet = Resample(Si+1
j )

9: Smelli+1
j = TrainModel(TrainDataSet)

10: end for
11: Smellbest = getLocalBest()
12: BestW = updataBest(Smellbest)
13: end for
14: Return BestW;

3.2 Intrusion Detection Model based on
Convolutional Neural Network

Convolutional Neural Network is a feedforward neural
network with a deep structure that includes convolutional
calculations. Different from traditional fully-connected
neural networks, Convolutional Neural Networks share
weights in the convolutional layer, which greatly reduces
the number of weights and improves efficiency. Nowadays
Convolutional Neural Networks have been used in various
fields such as image classification, object detection, object
tracking, pose estimation, text detection, visual saliency
detection, action recognition, scene labeling, speech and
natural language processing [15, 16]. In particular, Con-
volutional Neural Networks have very good capabilities in
image classification [12]. A typical Convolutional Neural
Network mainly includes input layer, convolutional layer,
pooling layer, and fully-connected layer. The details of
each part are as follows [20]:
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Input layer: The input layer is mainly used to pro-
vide input data to the Convolutional Neural Net-
work. We first convert the original training data
into 8 ∗ 8 grayscale images as input [13]. We re-
fer to the method of image recognition and use the
grayscale images as the input data. In the training
phase, the training data we used are the resampling
training data according to the weights obtained by
FOA.

Convolutional layer: The major difference between
Convolutional Neural Networks and BP Neural Net-
works is that the Convolutional Neural Networks
have the convolutional layers. The convolution ker-
nel in the convolutional layer acts like the filters in
image processing, which can help us extract higher-
dimensional features and reduce the amount of cal-
culation [1]. In this paper, 3 convolutional layers
are contained in our Convolutional Neural Networks.
Each convolutional layer uses a wide convolution
with 0 paddings for convolution calculations and uses
ReLU Function as the activation function.

Pooling layer: A pooling layer is allocated between two
continuous convolutional layers, which is used to re-
duce the number of parameters and to prevent over-
fitting. The most commonly used pooling method
is max-pooling. So this article also uses the max-
pooling method. There are two pooling layers in-
serted in the gaps of the three convolutional layers.

Fully connected layer: In a fully connected layer, all
neurons have connections with the neurons in former
layers. Usually, the fully connected layer is at the
tail of the Convolutional Neural Network. The Con-
volutional Neural Network designed in this paper has
two fully connected layers. In the first fully connected
layer, a random dropout is added to prevent overfit-
ting. The second fully connected layer uses Softmax
Function as the activation function for classification.

In summary, the Convolutional Neural Network finally
proposed in this paper is shown in Figure 2.

Figure 2: Convolutional neural network structure de-
signed in this paper

4 Experimental Setup & Results

4.1 Implementation

The Convolutional Neural Network in this paper is im-
plemented with the Tensorflow framework. The com-
puter used is a Lenovo Workstation ThinkStation P520
with 2080Ti. In NSL-KDD dataset, the training data set
consists of 21 types of attacks, and 17 new attack types
are in the test set [8]. In experiments, we found that this
method cannot classify unknown types of attacks, so we
filtered the unknown types of attacks in the test dataset.
The details of the experimental steps are as follows:

Data processing process: In the data processing part,
all discrete features are first converted into a binary
vector by the one-hot encoding method. Then all
continuous features will be normalized. The normal-
ized result is discretized in units of 0.1. Then these
data will be converted to a binary vector with the
one-hot encoding method. After the previous pro-
cessing, the original training dataset is converted into
a binary vector with 464 dimensions which can be
converted to a grayscale vector with 58 dimensions.
Then we add 8 zero paddings at each of the grayscale
vectors. So it can be converted into an 8∗8 grayscale
image as shown in Figure 3 [13].

Data equalization process: To reduce the impact of
the class imbalance problem in the Convolutional
Neural Network, in the second step the Fruit Fly Op-
timization algorithm is used for pre-training which
can help us get resampling weight of each class.

Training process: The resampling weights obtained in
the second step are used to resample to obtain the
training batch for each epoch. In the training pro-
cess, cross-entropy is used as a loss function, and
stochastic gradient descent is used for optimization.
When the accuracy rate does not increase signifi-
cantly in 30 iterations, training will be stopped.

Figure 3: Grayscale images of different attack types
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4.2 Experimental Evaluation

We use the NSL-KDD dataset as the experimental object.
The recall score, precision score, and F1 score are used
to make a simple assessment of the experimental results.
Their calculation formulas are as follows:

RecallScore =
TP

TP + FN
(1)

PrecisonScore =
TP

TP + FP
(2)

F1Score =
2TP

2TP + FP + FN
(3)

TP: The number of data classified as one type which be-
longs to that type.

FP: The number of data classified as one type which
doesn’t belong to that type.

FN: The number of data classified as not that type which
belongs to that type.

The recall score, precision score, and F1 scores of each
type of attack are listed in Figure 4. And we compared the
results with those without data equalization experiments
in Tables 1, 2, 3. From the experimental results, the
average recall rate of the five classifications in the system
even reached 87.1%. And we can find that the recall rate
of the two types of attack, R2L and U2R, has improved
significantly, which means that when such attacks occur,
we are likely to correctly identify such attacks. Although
these two types of attacks occur not very frequently, they
appear to be more harmful.

There is no significant improvement in Precision Score
and F1 Score. The main reason is that the amount of
each type of data differs too much in the test data. For
the Normal type, although less than 0.1% of the data is
misclassified as the U2R type, it will cause the FP value
of the U2R type to increase significantly. From Equa-
tion 2, we can see that the increase in FP will result in
a decrease in Precision Score. The most important thing
for intrusion detection system is its ability to detect at-
tacks. In the method proposed in this paper, the intrusion
detection system’s ability to identify attacks has been sig-
nificantly improved.

It can be seen that the optimization of the FOA allevi-
ates the class imbalance problem in Convolutional Neural
Networks. From the overall results of multiple evaluation
indicators, our method has significantly improved the ac-
curacy of the system.

Table 1: Recall score comparison

Normal Dos Prob R2L U2R
FOA Optimized 91.75% 95.26% 90.77% 94.67% 63.46%
No Data Equalization 93.74% 86.35% 88.19% 0% 0%

Figure 4: Experimental evaluation results

Table 2: Precision score comparison

Normal Dos Prob R2L U2R
FOA Optimized 95.58% 98.79% 81.84% 33.69% 2.4%
No Data Equalization 97.82% 84.23% 85.46% 0% 0%

Table 3: F1 score comparison

Normal Dos Prob R2L U2R
FOA Optimized 93.62% 95.26% 86.07% 49.69% 4.62%
No Data Equalization 93.06% 98.01% 87.52% 0% 0%

5 Conclusions & Future Work

In this paper, an intrusion detection system based on Con-
volutional Neural Networks is proposed. The NSL-KDD
dataset is used for training and testing. In order to solve
the class imbalance problem, this paper uses Fruit Fly Op-
timization Algorithm to perform a pre-training process to
obtain the best possible training data resampling weights.
Finally, the problem that some attack types cannot be
identified due to the small number of training samples is
solved.

Feature selection method is commonly used to find
the optimal feature subset to improve the system perfor-
mance by eliminating redundant and irrelevant features
from dataset [2]. The method of Convolutional Neural
Network avoids the optimal feature selection. In the fu-
ture, directly converting network packets into pictures to
avoid the problem of artificial feature selection may be
a new research direction. Moreover, the Convolutional
Neural Network develops rapidly, and the structure pro-
posed in this paper can also be improved. For example,
some scholars have proposed dropout function which can
reduce overfitting and improve accuracy [4,22]. In future
research, these methods can be considered to optimize the
structure of Convolutional Neural Networks. At last, in
our method, when the intruders know the data set and
resampling weights, they may analyze the undetected at-
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tack package to construct an attack that can bypass our
detection. This detection and bypass process is similar
to Generative Adversarial Network’s (GAN) training pro-
cess. In the future, it may be considered to combine the
GAN and CNN to increase the difficulty to bypass intru-
sion detection.
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