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Abstract

With the rapid development of information technol-
ogy and the popularization of mobile communication de-
vices, we can connect to the Internet through various me-
dia, such as general broadband networks, WiFi, and 5G.
However, each medium has its own authentication sys-
tem and protocol, so it is difficult for users to achieve
seamless migration when roaming. When users roam in
such a network environment to provide seamless trans-
mission services, they must first face data and network
technology integration. IETF stipulates that mobile IP
and various heterogeneous networks use IP to solve this
problem; however, in the current network environment,
each network medium has its own authentication mecha-
nism, thereby forming users with multiple sets of accounts
and passwords. Therefore, when the user roams to other
networks, let the authentication center confirm its iden-
tity. At the same time, the user can protect his access
to the service when accessing the service. Privacy is the
focus of research; in path exploration, the process of infor-
mation transmission can easily be eavesdropped on and
intercepted. Therefore, how to realize the security of in-
formation transmission is also a major issue. Moreover,
mobile devices are limited by power and computing ca-
pabilities. The high computational security mechanisms
used in data transmission or access services are inappro-
priate. Therefore, this research will use the mobile IP pro-
tocol to assist users in roaming in different network man-
agement system mechanisms and add an AAA server for
authorization, authentication, accounting, and key man-
agement. It is used in conjunction with the identity-based
identity code password system. It is a security mechanism
suitable for roaming and identity verification in a network
environment.

Keywords: Accounting Seamless Roaming; Authentica-
tion; Authorization; Cloud Computing; Identity-based
Cryptosystem; Privacy Protection

1 Introduction

Due to the development of information and internet
technologies, cloud computing has been widely discussed
and applied in recent years. Cloud computing allows dif-
ferent computers on the network to do one thing for you si-
multaneously, greatly increasing the processing speed [17].
Active processing through the cloud computing frame-
work will greatly reduce costs and achieve better results.
And because this technology will obviously provide con-
sumers with a complete service and environment, cloud
computing has been regarded as an important business
opportunity for the next wave of technology industry af-
ter Web 2.0.

In today’s diversified network services, uses will con-
nect to the Internet anytime and anywhere through dif-
ferent network types to obtain the information they need.
This is actually the original intention of the concept of
pervasive computing: Any device can be used anytime,
anywhere to obtain any information needed. The so-
called ubiquity means that it can use at any time, any
place, any place, anyone. In 1991, Mark Weiser, a com-
puter scientist at Xerox Laboratories, first proposed the
concept of ubiquitous computing, which pointed out that
computers or terminal devices can be connected to the In-
ternet anywhere, thereby realizing an information society
that can be connected anywhere. This means that we can
use future information technology at any time, anywhere,
and anywhere, and has the following three characteristics,
including the embedding of computing devices into every
object and place in people’s daily lives. In the future,
computing devices will have smart interfaces, making it
easier for users to use; connecting to networks through
various computing devices will allow users to access the
information they need at any time and place. In short,
this is a human-centered environment where users can use
any device (whether it is a PDA, mobile phone, notebook
computer, or any future mobile device) under safe condi-
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tions, get any information or services they need.
Ubiquitous computing can connect many different net-

works to form a network that integrates wired and wire-
less communications. These networks may include ordi-
nary telephone networks (PSTN), the Internet and asyn-
chronous transmission technology (ATM), wireless net-
works, fifth-generation mobile communications (5G), ad-
hoc networks and wireless sensor networks, etc. Based on
data and voice integration, any information and services
can be transmitted through the public platform. In short,
in the future, mobile devices can be converted into com-
puters, ATM cards, radios, TVs, medical diagnostic pro-
grams, crisis warning devices, etc., in addition to being
used as phones. Besides, with the development of net-
worked household appliances, household appliances used
independently in the past can be connected with the In-
ternet’s development. Even if you are not there, you can
easily operate household appliances from a remote loca-
tion. Through the interconnection of household appli-
ances, computers, mobile phones, etc., the ideal state of
energy saving, high efficiency, safety assurance, and easy
operation can be realized.

2 Research Motivations

For users roaming on different networks, foreign do-
main resources are bound to be frequently used. The
IETF (Internet Engineering Task Force) defines the mo-
bile IP protocol to help users roam in different administra-
tive domains so that IP has mobility. There are two ver-
sions of Mobile IP: Mobile IPv4 and Mobile IPv6. Because
IPv6 has the above-mentioned advantages, using Mobile
IPv6 for related research and system development will im-
prove the network’s communication quality and provide
higher security. Besides, it can also establish a good con-
nection between the network, application services, and
devices. Anyone can use the Internet as a connection
anywhere to share information in the ubiquitous Internet
society free.

When we use mobile IPv6 and AAA architecture to
solve roaming problems in various network environments,
the following security issues should be dealt with together:

Motivation 1. User Authentiocation and Roaming

Generally, in accessing the service, the service
provider first confirms the user’s identity and
whether the user has the authorization to access the
service. However, traditional security is based on
user authentication schemes where users successfully
register in advance and obtain access rights. In short,
the user has obtained the session key of the service
provider in advance to access the service. However,
it is impossible to obtain the session key required
to access the service in advance through the tradi-
tional authentication scheme in a diversified network
media environment. The main reason is that it is
composed of multiple different networks. When ac-
cessing services for different networks, the network’s

authentication center still needs to perform identity
verification and authorization.

Besides, users can request access to multiple services
from multiple service providers. In this case, even
if the security domains are different, users need to
establish session keys and multi-factor authentica-
tion with multiple service providers, which will cause
many problems in key authentication. For example,
during the authentication and session process, the
attacker is attacked by a malicious attacker, or the
attacker forges the service provider’s identity. There-
fore, it can increase user privacy—sexual contact cri-
sis. Therefore, many researchers have proposed au-
thentication schemes for these problems, such as pub-
lic key infrastructure (PKI) [1] based on asymmet-
ric cryptography. Besides, mobile users can also use
ticket-based access services in wireless communica-
tions [2, 3] when a user moves from a certain base
station to another base station that does not belong
to the user. It is assumed that the base station has es-
tablished a mutual trust agreement in advance. The
user can use a ticket-based authentication scheme to
implement actions. However, there are still some un-
resolved problems in the above-mentioned schemes.
For example, there will be a public key manage-
ment problem in the public key infrastructure; in the
ticket-based access service scheme, the difference be-
tween the requested service date and the required
service still cannot provide an effective solution.

When a user roams to another network to request
a service, It must reconfirm the user’s identity and
authority through the authentication center that re-
quested the service. Therefore, how to achieve au-
thentication and authorization between different net-
works will be a problem to be solved in this environ-
ment.

Roaming in this environment can cause many prob-
lems. For example, since there are multiple network
media, users can connect to the network differently.
However, each network medium can be composed of
networks. Therefore, each network has its own au-
thentication mechanism, which causes users to have
multiple sets of identities and passwords, which also
causes management problems; or when users roam
to other networks, how to let the identity verifica-
tion center confirm the user, while also allowing the
user to access protect their privacy while serving. Be-
sides, since users obtain services by roaming on mo-
bile devices, and the mobile devices themselves have
functions and computing capabilities, implementing
roaming access services under such restrictions will
be a big test. Regarding mobile management, schol-
ars such as Fogelstroem et al. proposed Regional
Registration [4] and Layered Foreign Agents [5] to
solve when users move in the same non-local domain,
there is no need to repeat the problem of the do-
main. Therefore, this research topic will be based
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on combining mobile IPv6 and AAA, referring to the
research on security issues such as identity verifica-
tion [6–8], and proposing a fast scheme to establish
a safer and more efficient integrated environment.

Motivation 2. Private Issues

In the Internet environment, the most worrying thing
is privacy and security. Especially when information
technology penetrates people’s lives, personal pri-
vacy and security will become more important. Since
many network environments are open environments,
when many different network domains share infor-
mation, protecting users’ privacy is of utmost impor-
tance. Therefore, in such an environment, privacy
research is the most important thing: To achieve pri-
vacy protection through authentication mechanisms
under different usage domains and service choices
to expand the availability of services and allow con-
sumption. The increase of users’ willingness to use
will increase the income of service providers or net-
work operators. At the same time, it can also pro-
tect personal identity and important information so
as not to harm consumers’ rights and interests.

However, in a seamless roaming network, the follow-
ing two privacy issues are required:

1) IT should not expose the user’s identity during
the communication between the user and the
service provider, nor should it be eavesdropped
on by a third party. When users access different
services, there should not be any association be-
tween the services in the user’s information flow
to prevent the association between the service
and the service from becoming a channel to ex-
pose the user’s identity.

2) The user’s service content and other additional
information (i.e., location, usage time, or service
request type, etc.) must also be kept private.
Therefore, the research topic aims at the above-
mentioned privacy and proposes to protect the
anonymity of users and the privacy of service
content through blind signature technology and
elliptic curve cryptosystem.

Motivation 3. Data Transmission Security

Nowadays, wireless networks are widely used by users
due to their convenience. Users can move freely
within the range of Access Points and communicate
with other nodes or networks at any time. How-
ever, due to wireless networks’ characteristics, many
data are vulnerable to malicious attacks, such as
packet modification attacks, packet forgery attacks,
and denial of service attacks. If some malicious nodes
abuse these packet attacks, they will pose a consid-
erable threat to the entire network and cause net-
work functions to fail. Regarding the wireless net-
work problem, many scholars have also proposed
many schemes [9–11]. In 2002, Guerrero-Zapata and

Asokan [12] proposed a secure routing method based
on AODV [13]. This scheme can prevent forgery
attacks but cannot achieve the confidentiality and
integrity of user data. Besides, because the data
that smartphones can use is more restricted than
other mobile devices (such as notebooks, etc.), smart-
phones have developed rapidly in the past few years.
Therefore, in the future, we should focus on the re-
search and design of a low-computing secure routing
and data transmission protocol and solve the security
problems of routing and key agreement by integrating
secure routing and key agreement to realize wireless
network.

3 Research Issues

This research uses identity-based cryptography as the
main application. One of its greatest advantages is that
the trusted key generation center in the system generates
the corresponding private key based on the individual’s
identity information. Therefore, other users can directly
use it without additional verification of the relationship
between the public key and the user. Besides, it can sim-
plify key management’s difficulty and reduce the cost of
traditional public key management. Besides, due to the
limited capabilities and computing power of mobile de-
vices in the ubiquitous computing environment, the ad-
vantage of elliptic curve cryptography is that it achieves
the same security strength with a smaller key length has
received widespread attention. Therefore, this research
will abandon the traditional PKI encryption and decryp-
tion security technology and use the bilinear pairing char-
acteristics of elliptic curve cipher and elliptic curve to de-
sign some mechanisms and apply them identity authenti-
cation and group secure communication. It will increase
the security requirements for networks, communications,
and information.

This research will be divided into two research top-
ics. The first research topic will address the above-
mentioned authentication problems in a seamless network
roaming environment, propose using identity-based en-
cryption technology in combination with NAI (Network
Access Identifier), and add an AAA server to achieve au-
thentication, authorization, and accounting. The second
research topic will solve the security problem of seam-
less roaming network access services and propose privacy
mechanisms to protect personal access services.

3.1 Research on Service Access and Au-
thentication in a Seamless Roaming

In a society with advanced information technology, ev-
eryone is surrounded by many account numbers and pass-
words. Whether it is a financial card, access control sys-
tem, or information system, a person has several sets of
account numbers and passwords, which can also cause
management problems. Therefore, scholars have pro-
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posed a single sign-on (SSO) authentication mechanism
to solve the inconvenience of remembering the array’s ac-
count and password.

However, in addition to the above-mentioned single
sign-on authentication mechanism, there are still ticket-
based mechanisms [2, 3] to reduce users’ need to repeat-
edly enter account numbers and passwords to access the
same system service multiple times. In addition to solv-
ing the inconvenience caused by repeated personal lo-
gins, another more important issue is how to realize the
exchange of personal and independent data through ef-
fective electronic operations when personal information
is distributed among different independent organizations.
The unit’s identity verification, the confidentiality of data
transmission, the integrity of the data itself, and the in-
formation system’s access control rights.

The ticket-based authentication mechanism in the tra-
ditional user authentication system usually uses the user’s
account and password for simple verification. For exam-
ple, in a Unix system, the user’s verification table is stored
in the system, and it compares the user input information
with the verification table in the system. To prevent the
user password from being stored in plain text format, it
can undergo certain functional operations (such as a se-
cure uplink hash function) and then store the calculated
hash value in the verification table. However, in a com-
plex environment, users may have to use multiple devices
or workstations, which will cause inconvenience to admin-
istrators in managing users. The user needs to remember
a different account and password for each server. When
you want to change the password, you must change all the
information. Therefore, the concept of a central authen-
tication server is generated. All user accounts and pass-
words are stored in this authentication server to achieve
single sign-on with one account per person.

The ticket-based authentication scheme is mainly used
in distributed systems. The authenticated user may not
have the right to use it on some servers, or when there is
no personal account and password stored in the server, the
third ticket-granting server is recommended to establish a
mutual trust relationship with the server in the following
locations Issue authorization tickets in advance and from
a fair perspective. When the server receives the autho-
rization ticket and verifies that it belongs to an impartial
third-party ticket issuing organization, it can accept user
login. However, it gets ticket-based access services for
mobile users in wireless communications [2, 3]. When a
user moves from a base station to another base station
that does not belong to the user, it is assumed that a pre-
established mutual trust agreement has been established
between the base stations. The user can use the ticket-
based authentication scheme to achieve mutual trust be-
tween each other. The authorization between actions fa-
cilitates the resolution of accounting and cost-sharing ra-
tio issues between each other.

Currently, most users use the Kerberos architecture to
enable users to access services provided by other servers
on the network [14–16]. The user authentication and ser-

vice request process can be divided into three stages. The
first step is the message exchange of the authentication
service. The main purpose is to enable the user to com-
municate with the authentication server (AS) to request
to log in to the ticket-granting server (TGS); the second
stage is the information exchange of the ticket approval
service, and the main purpose is to obtain the ticket for
service authorization. The third stage is the message ex-
change stage of mutual confirmation between the client
and the server. The main purpose of the message ex-
change stage is to obtain server services.

If there is no authentication in Kerberos, there may be
the following three types of attacks:

1) By gaining access to a specific server, a user can pre-
tend to be another service user.

2) The user can change the server’s network address so
that the server’s request after this change is mistaken
for a fake server.

3) Users can exchange information through eavesdrop-
ping and gain access to the server through retrans-
mission attacks or disrupt the server’s operation.

In response to the above attacks, Kerberos has adopted
three security measures:

1) Trust each client-server, ensure its user identity, and
trust that each server will implement security policies
based on user identity.

2) The client system needs to verify its identity with the
server, but the client system user’s relevant identity
is trustworthy.

3) The user must verify each related service’s identity;
the server needs to verify its identity to the client.

Although some attack problems have been solved,
there are still two authentication problems:

1) If the service date is different, the user must re-enter
the password. For example, the user logs in to the
mail server in the morning and enters the password
once; he wants to check yesterday’s mail and must
re-enter the password. Besides, the more times the
password is entered, the higher the risk.

2) When users request other services, they need to apply
for new tickets.

In the first research focus, we will focus on the identity-
based encryption system to achieve the security of au-
thentication and authorization in a single domain (intra-
domain) service access and solve the above-mentioned
Kerberos persistence. We use identity-based encryption
technology to solve Kerberos’s process and establish a
conference key in advance and transmit it through a se-
cure channel. Besides, identity-based cryptography can
also solve the huge storage space and computational cost
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of traditional public-key cryptosystems, especially for mo-
bile devices that run in ubiquitous computing and effec-
tively reduce their power consumption.

Besides, we also use the AAA server in this field. It
uses an identity-based cryptographic system to achieve
authentication security [18, 19]. Therefore, we will use
the AAA server for the functions of the Kerberos au-
thentication center. The ticket authorization server is
integrated, thereby reducing the steps of accessing the
Kerberos service. Because the AAA server has authoriza-
tion, authentication, and accounting, it can also further
function of extending the key management function to
use the AAA server to process the identity verification,
authorization, and accounting services related to the sub-
scribers of the heterogeneous access system. And then
integrate the heterogeneous access system. A trustwor-
thy universal communication platform between the sys-
tem provides interconnection and mutual control security
between access networks, effective wireless resource man-
agement, and mobility management. In addition to ser-
vice quality control and coordination, it is also used as a
connection interface for accessing different networks.

On the user side, it provides an IP-based mechanism
with a single number and a single account. Each user uses
the NAI (Network Access Identifier) [20] identification for-
mat, for example, user@realm, so that the AAA server can
easily identify the user’s home domain for identification;
if it is a mobile phone user, use its IMSI (International
Mobile Subscriber Identifier) to identify it, and it includes
information in the NAI information. NAI represents each
user’s public and uniquely identifiable information as to
their public key in the IBE scheme. In this way, it sim-
ples the difficulty of key management. And it reduces the
cost of traditional public key management. At the same
time, it can ensure the security of authorization, authen-
tication, and accounting to prevent attacks by malicious
attackers. Thise research topic will integrate AAA servers
and identity-based encryption technology to provide a se-
cure service access mechanism in pervasive computing.

3.2 Research on Privacy Protection in
Seamless Roaming

Privacy and security are important issues in public
networks. On the one hand, service providers must ver-
ify users’ legitimacy and ensure that they can access the
legally authorized services. On the other hand, users must
maintain their necessary privacy, avoid tracking when and
where they access the service, use the service, etc. There-
fore, the research focus will focus on the seamless roaming
network environment and propose an effective authenti-
cation mechanism and protect user privacy. In a seamless
roaming network environment, users can roam at will,
leading to important security issues, including how the
identity verification center and service providers verify
the user’s identity and access rights? How users issue cer-
tificates so that network authentication centers roamed
in the past can verify their identities, etc. This is an-

other important issue that is also very important in the
seamless roaming network. This problem is the privacy of
users. Due to the rapid development of computer infor-
mation technology and the Internet, it has become easier
to obtain and infringe personal information. Therefore,
everyone has gradually shifted the traditional concept of
privacy. In this era, personal privacy has been uncon-
sciously violated. How does the certification authority
verify that the user’s identity is legal? At the same time,
users can protect their privacy when accessing the service.
Therefore, it needs to compare services and certification
centers to meet the anonymity of users’ personal data,
aliases, and the requirements of different environments or
different combinations of services. We have classified the
types of privacy in the future pervasive network, and the
goals we hope to achieve are defined as follows:

Anonymity: User identity should not be exposed or
eavesdropped on by a third party during the commu-
nication between the user and the service provider.
When users access different services, there should not
be any association between the services in the user’s
information flow to prevent the association between
the service and the service from becoming a chan-
nel to expose the user’s identity. Therefore, we will
use blind signature technology and elliptic curve, and
other cryptographic technologies to effectively pro-
tect users’ anonymity.

Context Privacy: The content of the service used by
the user and other additional information (such as
location, time of use, or type of service request, etc.)
must be kept private. Therefore, in this research, the
privacy of users who use the service content will also
be protected. In this part, we will use the bilinear
pairing function for encryption and decryption and
use this method to allow users to use the service while
maintaining the service content’s privacy.

Confidentiality and Integrity: The interaction be-
tween the user and the service must maintain its
confidentiality and integrity. Therefore, in addition
to using elliptic curve bilinear pairing for encryp-
tion and decryption, to ensure the message’s integrity
during transmission, we will also add a hash func-
tion or digital signature technology to maintain the
integrity of the server and the message—security dur-
ing service communication.

Due to mobile devices’ limited capabilities and com-
puting power, the use of elliptic curve cryptography has
attracted widespread attention and expectations in recent
years because its advantage is that it can achieve the same
security strength with a smaller key length. Therefore, we
will use the bilinear pairing characteristics of elliptic curve
cryptography and elliptic curve to design some schemes
and apply them to identity authentication and group se-
cure communication to increase the network, communica-
tion, and information security requirements.
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We have constructed three entities in the network en-
vironment; their identities are the authentication server
(AAA server), the service provider (SP), and the user.
Below is a brief description of the tasks and functions
provided by these three entities.

Authentication Server: Its main function is to authen-
ticate users in the same network and issue relevant
certificates to users after authentication. The user
can use this certificate to check whether the service
provider wants to access the service.

Service Provider: Responsible for providing services
and granting access to related services according to
the user’s authority level who wants to access the
service.

User: The user who wants to access the service.

Figure 1 shows the roaming authentication security re-
lationship. When a user is on the same network, he/she
must first perform identity authentication on the authen-
tication server and obtain a legal certificate and other
related data before requesting services from a service
provider on the same network. In the same network, users
will have SA security identity verification relationships be-
tween different individuals (SA2, SA3, SA5). Besides, due
to the need to provide a seamless roaming network, many
networks need to be considered. The services in each net-
work are different. Therefore, when the user roams to
other networks, the SA will be generated in the differ-
ent networks’ authentication servers. So in the second
research focus, we will explore the problem of secure iden-
tity verification in the seamless roaming network and at
the same time solve the problem of secure communication.

Figure 1: The roaming authentication security relation-
ship

There are two categories in Figure 1: Pre-established
security relationships and dynamically established secu-
rity relationships. Pre-establishment is a security rela-
tionship that must be established based on specific inter-
ests when building a system. Besides, dynamic establish-
ment means that users must provide correct credentials to

establish a secure relationship, and the security relation-
ship has a life cycle. The detailed security relationship is
as follows:

Pre-established.

SA1: The security relationship between AAA
servers in different domains requires exchang-
ing information, such as authorization, identity
verification, and accounting. In the SA1 secu-
rity issue, we aim to simplify the authentication
steps between AAA servers between systems in
different fields, simplify the authentication data
of users roaming between networks, and use sim-
ple information to achieve the most secure iden-
tity verification.

SA2: The security relationship between the AAA
server and the service provider can prevent mali-
cious attackers from imitating legitimate server
providers for data theft and other tasks. In
the security issue of SA2, effective two-party
authentication will be proposed to establish a
trust relationship between the AAA server and
the server provider.

SA7: The security relationship between server
providers under the same network requires in-
formation communication and other tasks.

Dynamically Established:

SA3: The establishment of this security relationship
is based on the security relationship dynami-
cally established when the user applies to join a
certain network after the application is success-
ful. The security relationship has a set lifetime.
SA3 is a security relationship between the net-
work and the user, and this security relation-
ship can help realize user authentication. The
security relationship between AAA H (Home’s
AAA Server) and users can help AAA H to au-
thenticate users. In this security relationship,
we will focus on effectively and quickly authen-
ticate users so that users only need to authenti-
cate in the local network. When the user roams
to other networks, it can also shorten the AAA
of other networks. The authentication process
of the server can realize anonymity at the same
time.

SA4: Establish this security relationship. When the
user roams to other networks, the user must
provide the correct credentials. After correct
AAA F (Foreign’s AAA Server) authentication,
it will establish a security relationship. This
security relationship can help AAA F quickly
process user requests and resource accounting
on the network.

SA5 and SA6: This security relationship is the se-
curity relationship between the service provider



International Journal of Network Security, Vol.23, No.2, PP.187-194, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).01) 193

and the user. After the user passes the AAA H
authentication, the service provider verifies the
certificate issued to the user. The service
provider can grant the authority according to
the user’s service usage authority. Get service.
In the two security relationships between SA5
and SA6, we will focus on users’ privacy when
using services and avoid revealing the services
used by users. Therefore, in the third year plan,
we will also focus on one of the key points, in
the user’s privacy.

At present, most of the schemes proposed by many re-
searchers are aimed at the privacy of users. There are
few studies on solving authentication in a seamless roam-
ing network. Therefore, this research topic will improve
the methods proposed by previous scholars to solve pri-
vacy problems and research in conjunction with roam-
ing authentication issues. Previously, scholars such as
Konidala et al. [21] had raised improving users when us-
ing capability-based services. They pointed out in the
paper that tickets should be issued based on the identity
of the user. Before using the service, users should regis-
ter with the certification center and be certified. In their
scheme, they used blind signatures to hide their identities
and achieve anonymity. Wait for the authentication cen-
ter to pass the authentication, and then give the user a
legal ticket function.

For safety reasons, the ticket’s validity period should
be set to one day, and the next is invalid. When the
user wants to use the service, the certification center will
issue a given ticket to request the service provider to pro-
vide the service. Although the above scheme achieves
anonymity, in their scheme, the user’s public key and pri-
vate key are stored in the mobile device, and the public
key and private key are used for signing and encryption
throughout the scheme. Therefore, if the user’s mobile
device is lost, it will bring more security issues. Besides,
this scheme has not yet considered roaming issues. There-
fore, this scheme is not suitable for roaming to different
networks to access various services. Therefore, in this re-
search topic, we will improve the generation and storage
of public and private keys and design a set of user authen-
tication schemes to maintain user anonymity and privacy
when accessing services while avoiding being in the same
domain. As long as the certification authority verifies the
legal identity, there is no need to re-register for identity
verification when roaming in other domains in the future.
The user only needs to submit the information that has
been authenticated—access services in the domain.

4 Conclusions

This research proposes a seamless roaming service ac-
cess and identity verification mechanism suitable for cloud
computing and develops a security mechanism for inter-
domain cloud computing. Considering that mobile de-
vices’ available resources are relatively limited, the secu-

rity mechanism developed in this research will focus on
low computing power and supplement it with other re-
liable security technologies to meet the requirements for
security and efficiency.

This research has a practical and forward-looking secu-
rity mechanism for cloud computing and provides a basic
security mechanism for network roaming. By allowing
users to use the network, it can increase its convenience
without losing security and further improve the entire net-
work, dispel the doubts of enterprises about the introduc-
tion of cloud computing, and make cloud computing more
popular, information technology, and the Internet.

We summary the main works of these research issues
as follows:

Topic 1: Research on Service Access and Authentication
in a Seamless Roaming

1) Establish a seamless roaming network environ-
ment.

2) Establish an AAA server simulation environ-
ment.

3) Establish a security mechanism in a seamless
roaming network environment.

4) Establish a service access mechanism under a
seamless roaming network environment.

Topic 2: Research on Privacy Protection in Seamless
Roaming

1) Establish a security mechanism for the inter-
domain cloud service authentication platform.

2) Establish a service access mechanism in a seam-
less roaming network environment with privacy
protection.
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Abstract

This work proposes a novel reversible (2, 2) secret shar-
ing scheme based on turtle shells (TS) with dual images.
According to the characteristic of the TS reference ma-
trix in a 3×3 block, each pixel in the cover image can be
used to conceal an octal digit by shifting it to the appro-
priate location, then two shadows with high quality are
generated in the end. After the location conflict problem
is solved, the hidden secret data can be extracted with-
out any error as long as both shadows are gathered, and
the cover image can be restored losslessly through the
pixel orientational relationship located at two shadows.
The experimental results demonstrate that the proposed
scheme can achieve higher embedding capacity and main-
tain good image quality than some existing methods. In
addition, the proposed scheme is effective against statistic
attacks on pixel-value difference histograms (PDH).

Keywords: Pixel-Value Difference Histograms (PDH);
Reference Matrix; Secret Sharing; Shadow; Turtle Shell
(TS)

1 Introduction

To provide data protection, traditional cryptography can
encrypt the required data using a secret key. Although
cryptography can increase data security, both the en-
crypted phase and the decryption phase need tremen-
dous computational complexity. This high computational
complexity problem becomes more serious in a public-key
cryptosystem. Data hiding [2,3,5,7,9,15,18,19,21–23,25]
is another approach in which only a small amount of cal-
culation is required. The important data can be embed-
ded into a cover image by data hiding algorithm without
causing significant distortion to generate a stego-image.

Therefore, unlike cryptography, the embedding result is
maintaining meaningful.

Besides data hiding, which only creates one stego im-
age, secret sharing can create multiple stego images. The
(k, n) threshold secret sharing scheme, where k ≤ n, was
first proposed by Shamir [20] in 1979. In his method, the
secret data was torn into n pieces, and each piece was held
by a participant. The secret data can be retrieved by the
cooperation of k or more participants; otherwise, when
an insufficient number of participants is gathered, i.e.,
less than k, the original secret data cannot be restored.
The secret sharing principle can be extended to the im-
age domain, called as secret image sharing [10,13,17,24].
In 2004, Lin and Tsai [13] introduced a novel (k, n) thresh-
old secret image sharing scheme that provides the addi-
tional features of authentication and steganography. Al-
though this scheme can be employed for a full-color im-
age, the cover image cannot be completely restored. In
2009, Chang et al. presented a (2, 2) verifiable secret
sharing (VSS) scheme [10] to protect the secret image
wherein the restored secret image can be verified by cer-
tified users. Due to the high computational complexity,
however, their method is not suitable for real-time appli-
cations. Later, Wu and San [24] proposed a secret sharing
scheme based on random mesh. In their method, the pixel
expansion problem is inhibited, and the image distortions
of the generated shadows are reduced.

Recently, the reversibility of secret image sharing has
aroused great attention [1, 4, 6, 8, 11, 12, 14, 16]. The first
reversible secret image sharing scheme using two shad-
ows was proposed by Chang et al. [4] in 2007. In their
method, two 5-base digits were embedded into an identical
cover pixel pair along the main diagonal and the second
diagonal direction in the exploiting modification direc-
tion (EMD) magic matrix. The embedding ratio (ER) is
about 1 bit per pixel (bpp). Using the characteristics of
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the Sudoku reference matrix, Chang et al. [6] introduced
a dual image reversible data hiding scheme in 2013. An
ER of 1.55 bpp is achieved when the embedded image
quality is around 40 dB in terms of peak signal-to-noise
ratio (PSNR). In 2013, Lee and Huang [11] developed a
novel reversible data hiding scheme. The reversibility of
their method is achieved by the combination of the pixel
orientations located at two generated shadows. Though
the image quality of the stego-image was up to 49 dB, the
ER of the method was just 1.07 bpp.

Inspired by the TS-based reference matrix introduced
by Chang et al. [5] in 2014, Liu and Chang [14] proposed a
novel visual secret sharing scheme innovatively employing
the turtle shell reference matrix. Though the achieved the
image quality of the shadows ranged from 45 dB to 51 dB,
the ER of their scheme is nearly 1 bpp. To improve the
ER, an efficient turtle shell based lossless secret sharing
scheme using dual images is proposed in this paper. We
utilize the characteristic of the TS reference matrix in a
3×3 block and conceal three secret bits into a pixel which
picked up from the cover image to generate two high qual-
ity shadows. In the data extraction phase, the embedded
secret data and the cover image can be recovered loss-
lessly with the help of the pixel orientational relationship
located at two shadows. In our experiments, an ER gain
of 1.5 bpp is achieved and high image quality of 46 dB
for the generated shadows is obtained. Under the static
attack of the pixel-value difference histogram (PDH), our
scheme can maintain a similar shape with the cover image
for the generated shadows.

The rest of this paper is organized as follows. In Sec-
tion 2, Chang et al.’s method for the TS-based data hid-
ing scheme is briefly overviewed. The proposed scheme is
descripted in Section 3, and the experimental results are
analyzed in Section 4. Section 5 presents our conclusions.

2 Review of Chang et al.’s
Method

In 2014, Chang et al. are the pioneers who first introduced
the concept of the turtle shell matrix in the field of data
hiding. In their method, the reference matrix T, as shown
in Figure 1, which consists of adjacent turtle shells, is
utilized both in the data embedding phase and the data
extracting phase. In a turtle shell, there are two elements
on the back; and six elements on the edge for a total of
eight elements. The values of these eight elements range
from 0 to 7. The reference matrix T is constructed by
the following rules:

1) Every two consecutive elements in the same row
should satisfy:

T (Pi + 1, Pi+1) = (T (Pi, Pi+1) + 1) mod 8 .

Here, (Pi, P i+1) is a pair of grayscale pixel values
selected from the cover image, and Pi, P i+1 are ar-
ranged from 0 to 255. The notation T (Pi, P i+1) is
the element where this pixel pair is located at T.

Figure 1: The reference matrix T

2) Every two consecutive elements in the same column
should satisfy:

T (Pi, Pi+1+1) =

{
(T (Pi, Pi+1)+2) mod 8 Pi+1 is even,
(T (Pi, Pi+1)+3) mod 8 Pi+1 is odd.

After all the elements of T are acquired by the above
rules, the reference matrix can be created. In order to
generate the identical reference matrix T in the data em-
bedding phase and data extraction phase, T (0, 0) is set
to 0, as shown in Figure 1.

In Chang et al.’s method, the stego-image is con-
structed as follows. Sequentially select the pixel pair (Pi,
P i+1) from the cover image; and locate it at reference
matrix T, where the location is denoted as T (Pi, P i+1).

1) If T (Pi, P i+1) belongs to a turtle shell, an 8-base
secret digit D can be concealed. The stego pixel pair
(P ′

i, P
′
i+1) is gained where T (P ′

i, P
′
i+1) is equal

to D.

2) If T (Pi, P i+1) is located at the border, a 3×3 block
is generated to embed an 8-base secret digit D. The
original pixel pair is modified to (P ′

i, P
′
i+1) where

T (P ′
i, P

′
i+1) is equal to D. Figure 1 depicts an ex-

ample of the pixel pair (0, 0), which is located at the
border.

After each pixel pair is sequentially processed, the stego
image is generated. In the data extraction phase, each
stego pixel pair will be used to extract an 8-base secret
digit D. By locating the pixel pair at the reference matrix
T, the value of the element in the turtle shell is extracted
and stored as the secret digit D.

The ER of Chang et al.’s method can reach up to 1.5
bpp, but the cover image can’t be recovered. Examine the
characteristic of the reference matrix T carefully, there
are two and only two types that the location T (Pi, P i+1)
belongs to: the upper type, which is denoted as upper
back (or edge) elements, and the lower type, which is
denoted as lower back (or edge) elements, as shown in
Figure 2. Thus, two rules should be noticed:
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RULE-1: Given an upper (or lower) location in T, a 3×3
block that considers this location as the right-bottom
(or left-top) corner can be determined. We can see
that the elements in this block must contain 0 to 7.

RULE-2: In the determined 3×3 block, the only dupli-
cate elements will appear in the original location and
its left-top (or right-bottom) neighbor which are de-
noted as T (Pi, P i+1) = T (Pi -2, P i+1+1) (or T (Pi,
P i+1) = T (Pi+2, P i+1-1).

In order to prove the above rules, we simply set the value
of the location as t. Taking the location belonging to the
upper type into account, the other elements in the 3×3
block revealed in Figure 3(a) can be uniquely determined
by value t. In Figure 3(a) for any given value t∈[0, 7],
the elements in the block must contain 0 to 7. The same
conclusion can be found when the location belongs to the
lower type, as shown in Figure 3(b). Thus, RULE -1 is
completely proved. At the same time RULE -2 is revealed
obviously according to Figure 3.

From the above observation, we propose a novel re-
versible (2, 2) secret sharing scheme based on TS reference
matrix with dual images. The embedding capacity of the
proposed scheme can reach up to 1.5 bpp and maintain a
high image quality of the stego images.

3 Propose Scheme

We will present our method in this section which is orga-
nized as follows: (1) shadows generation phase, (2) data
extraction and image recovery phase, and (3) example of
the proposed scheme.

3.1 Shadows Generation Phase

In the beginning, the dealer establishes the reference ma-
trix T. Then, a pixel Pi is selected from the cover image,
which is replicated to gain a pixel pair (P i, P i) and lo-
cated at T. The location is denoted as T (P i, P i). Ob-
viously, the location T (P i, P i) can only be locate at the
primary diagonal of T. According to this characteristic,
the location T (P i, P i) can be further classified into the
following three categories.

Category 1: T (P i, P i) belongs to the border, i.e.,
P i∈[0, 1] or P i∈[254, 255], as shown by the red
triangle-marked values in Figure 4;

Category 2: T (P i, P i) belongs to the upper type, as
shown by the red circle-marked values in Figure 4;

Category 3: T (P i, P i) belongs to the lower type, as
shown by the blue circle-marked values in Figure 4.

According to the categories location T (P i, P i) belongs
to, we can embed an 8-base secret data into Categories 2
and 3. After data embedding, the cover pixel pair (P i,
P i) is modified into a stego pixel pair (P i1, P i2), where
pixel P i1 is kept by shadow 1 and P i2 is kept by shadow 2.

A more detailed description of the data embedding phase
is given as follows:

1) If the location T (P i, P i) belongs to Category 1, then
the cover pixel pair (P i, P i) is not utilized for em-
bedding and is kept intact to generate the stego pixel
pair (P i1, P i2), i.e., P i1=P i, and P i2=P i.

2) If the location T (P i, P i) belongs to Category 2 (or
3), then we construct an upper (or a lower) 3×3 block
that considers this location T (P i, P i) as the right-
bottom (or left-top) corner and utilize the 8 elements
in the block, except T (P i, P i), to conceal an 8-base
secret data D. The cover pixel pair (P i, P i) is modi-
fied into a stego pixel pair (P i1, P i2), where T (P i1,
P i2) is equal to D, as shown in Figure 5.

It should be noted that, the location collision prob-
lem will occur with the same stego pixel pairs gained from
different cover pixel pairs when they attempt to occupy
an identical location in the reference matrix T. For exam-
ple, a collision may happen when both locations of T (2,
2) and T (4, 4) are embedding secret data 4, and they will
be both modified to T (2, 4).

To avoid these collisions to ensure the reversibility of
our proposed scheme, we shift the location to the cover
pixel pair to overcome the collision problem. For the loca-
tion, T (P i, P i) belongs to Category 2 (or 3) if the stego
pixel pair (P i1, P i2) is located at the collision position,
i.e., P i1= P i and P i2= P i+2 (or P i1= P i and P i2= P i-
2). We shift the stego pixel pair to the cover pixel pair,
i.e., P i1= P i and P i2= P i. Finally, the location colli-
sion problem is well-surmounted. After the whole pixel
in the cover image is processed, two shadows, which are
marked as S1 and S2 are generated.

3.2 Data Extraction and Image Recovery
Procedure

This phase can be implemented only if two participants
release their shadows simultaneously. We select a pixel
P i1 from S1 and P i2 from S2 at the same location to
construct the stego pixel pair (P i1, P i2). The difference
of stego pixel value d is calculated by:

d = Pi1 − Pi2.

The secret data D can be obtained in the following way:

Case 1: If d equals 0 and the stego pixel pair (P i1, P i2)
belongs to the border, which is mentioned in Sec-
tion 3.1 means that no secret data is hidden; other-
wise, the secret data D can be retrieved by:

D =

{
T (Pi1, Pi2 + 2) (Pi1, Pi2) locate at the upper,
T (Pi1, Pi2 − 2) Otherwise.

Case 2: If d is not equal to 0, then the secret data D is
retrieved by:

D = T (Pi1, Pi2).
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Figure 2: Two element types in a turtle shell. (a) The upper type (b) The lower type.

Figure 3: Two types of the 3×3 block determined by the location T (P i, P i+1). The elements with same back ground
color are belong to the same type. (a) the location belongs to the upper type (b) the location belongs to the lower
type.

Figure 4: The categories of location T (P i, P i) in the
reference matrix T

Figure 5: The embedding phase of location T (P i, P i);
The solid circles denote the cover location and the dashed
circles denote the elements utilized for data embedding
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Figure 6: The locations T (P i, P i). Pink circle marked de-
noted the original location. The location with gray back-
ground color demonstrated the unused location. (a) The
original location belongs to the upper type (b) The orig-
inal location belongs to the lower type.

Meanwhile, the cover pixel value P i can be retrieved in
the following way:

Case 1: If d equals 0, set the cover pixel value P i= P i1.

Case 2: If d equals -4 (or +4), the location is shown by
the red circle-marked in Figure 6, and the cover pixel
value P i is obtained by P i =P i1+2 (or P i =P i1-2).

Case 3: If d equals -3 (or +3), the location is shown by
the yellow circle-marked in Figure 6. We assign t=+1
or +2 (-1 or -2 when d equals +3). Examine the type
what T (P i1+t, P i1+t) belongs to, and if it belongs
to the upper type (lower type when d equals to +3),
set P i =P i1+t.

Case 4: If d equals to -2 (or +2), the location is shown by
the blue circle-marked in Figure 6. We assign t=+1
or +2 (-1 or -2 when d equals to +2). Examine the
type that T (P i1+t, P i1+t) belongs to, if it belongs
to the upper type (lower type when d equals to +2),
set P i =P i1+t.

Case 5: If d equals -1 (or +1), the location is shown by
the green circle-marked in Figure 6. We assign t=+1
or 0 (-1 or 0 when d equals to +1). Examine the type
that T (P i1+t, P i1+t) belongs to, and if it belongs
to the upper type (lower type when d equals to +1),
set P i =P i1+t.

Obviously, after processing the whole pixels in these
two generated shadows, not only the embedded secret
data but also the cover image can be recovered without
errors.

3.3 Example of the Proposed Scheme

In this section, an example is utilized to interpret the
principle of the proposed scheme. Suppose the cover pixel
values are 1, 2, 4, 5 and the embedded 8-base secret data
are D=4, 6, 3. We first show how to embed the secret
data into the cover pixel P i to construct the stego pixel
pair (P i1, P i2):

Figure 7: Example of data embedding of the proposed
scheme

1) For P i=1: Because P i belongs to the border, no se-
cret data is concealed. The stego pixels are all set to
P i, i.e., P i1= P i and P i2= P i, as shown in Figure 7
with the red color.

2) For P i=2: T (2, 2) belongs to the upper type, so we
utilized the upper 3×3 block for data embedding, as
shown in Figure 7 with the blue color. Select the
8-base secret data from D that is 4 for embedding.
As the location T (2, 4) is equal to secret data 4 and
it is a collision location, the stego pixel pair is kept
unchange to embed secret data 4. Hence the pixels
in shadow S1 are 1, 2 and 1, 2 in shadow S2.

3) For P i=4: T (4, 4) belongs to the upper type either,
so we also utilized the upper 3×3 block for data em-
bedding, as shown in Figure 7 with the green color.
Select the 8-base secret data 6 from D. The original
location is modified to T (2, 5), which is equal to se-
cret data 6 for embedding secret data 6. Hence, the
pixels in shadow S1 are 1, 2, 2 and 1, 2, 5 in shadow
S2.

4) For P i=5: T (5, 5) belongs to the lower type, so we
also utilized the lower 3×3 block for data embedding,
as shown in Figure 7 with the yellow color. Select the
8-base secret data 3 from D. The original location is
modified to T (7, 5), which is equal to secret data
3 for embedding secret data 3. Hence the pixels in
shadow S1 are 1, 2, 2, 7 and 1, 2, 5, 5 in shadow S2.

Let us continue this example to illustrate the extracting
phase.

1) Select pixel 1 from S1 and 1 from S2, since the pixels
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are all belong to the border, no secret data is con-
cealed in this situation, and the original pixel is 1.

2) Pick next pixel 2 from S1 and 2 from S2. Their dis-
tance d is calculated by Equation (3) as 0. Since the
location T (2, 2) belongs to the upper type, accord-
ing to Equation (4), the secret data can be retrieved
as T (2, 4)=4 and the original pixel value is 2. Thus,
the set of original pixel values are 1, 2 and the set of
secret data D is 4.

3) Continue picking the next pixel 2 from S1 and 5 from
S2. Their distance d is calculated by Equation (3)
as -3. In this situation, this belongs to Case 3 in Sec-
tion 3.2. The embedded secret data can be retrieved
directly as T (2, 5)=6. We assign t=+1 or +2. Ex-
amine the types to which T (3, 3) and T(4, 4) belong,
we can see that T (4, 4) belongs to the upper type,
which reveals that the original pixel value is equal to
4. Hence, the set of original pixel values become 1,
2, 4 and the set of secret data D is 4, 6.

4) Continue picking the next pixel 7 from S1 and 5 from
S2. Their distance d is calculated by Equation (3)
as 2. In this situation, this belongs to Case 4 in Sec-
tion 3.2. The embedded secret data can be retrieved
directly as T (7, 5)=3. We assign t=-1 or -2. Exam-
ine the types to which T (5, 5) and T (6, 6) belong,
we can see that T (5, 5) belongs to the lower type,
which reveals that the original pixel value is equal to
5. Hence, the set of original pixel values become 1,
2, 4, 5 and the set of secret data D is 4, 6, 3.

Obviously, the embedding secret data and the original
pixel values are all recovered losslessly.

4 Experimental Results

In this section, we first validate the performance of the
proposed scheme with some existing schemes using two
criteria: the ER and PSNR value, followed by an ex-
amination of the resisting PDH analysis of the proposed
scheme. The experiments were running on a personal
computer with a Windows 7 operating system and an In-
tel Xeon E3-1225 v5, 3.3GHz CPU, and 8GB memory.
All the experiments were implemented by Matlab 2012R.
All test images are 8-bit grayscale images of size 512×512
as shown in Figure 8.

4.1 The Performance of the Proposed
Scheme

The ER is commonly used to estimate the performance
of a data hiding scheme measured by the embedding ca-
pacity (bpp), which is calculated as:

ER = N/ (num×W ×H) ,

where N represents the total number of secret bits con-
cealed in the shadows. Notation num denotes the number

of shadows used. In our method, the value of num is 2.
The notations W and H are denoted as the width and
height of the cover image, respectively.

Meanwhile, the PSNR is utilized to evaluate the image
quality (dB) of a generated shadow which is defined as:

PSNR = 10log10

 2552 ×W ×H
W∑
i=1

H∑
j=1

(Iij − Sij)
2

 ,

where I ij and S ij refer to the pixel values in the corre-
sponding location of the cover image I and the shadow S,
respectively.

Table 1 show the comparison results between the pro-
posed scheme and the methods in [10–12,14,16] in terms
of maximum ER. From Table 1, the highest ER of 1.5 bpp
is achieved by our method. While comparing to the four
related methods in [10–12,14], the gains of the ER are 0.5
bpp, 0.76 bpp, 0.43 bpp and 0.5 bpp, respectively.

Table 1: Results of the embedding ratio of the compara-
tive schemes

Images [10] [12] [11] [14] Proposed
Barbara 1 0.74 1.07 1 1.5
Baboon 1 0.74 1.07 1 1.5
Goldhill 1 0.74 1.07 1 1.5

Boat 1 0.74 1.07 1 1.5
Lena 0.99 0.75 1.07 1 1.5

Peppers 1 0.75 1.07 1 1.5
Zelda 0.99 0.74 1.07 1 1.5

Airplane 1 0.74 1.07 0.99 1.5

Average 1 0.74 1.07 1 1.5

Table 2 show the comparison results of shadow image
quality between the proposed scheme and the methods
in [10–12,14] in terms of PSNR under the maximum ER.
As can be seen in Table 2, the proposed scheme not only
has a higher ER than the method in [10], but also gains
neatly 6.13 dB in S1 and 6.12 dB in S2, respectively.
Though our method has no superiority in terms of PSNR
compared to the methods in [12] and [11], their method
yields a lower ER. The method in [14] achieved a better
PSNR of 5.69 dB in S1 than our scheme did, yet the
proposed scheme performed slightly superior at 0.31 dB
in S2.

The proposed method explores more locations around
the cover pixel, which reduces the quality of the generated
shadows. The comparison of average PSNR between the
proposed method and the related methods [10–12, 14] is
shown in Figure 9, from which we can see that although
the proposed scheme is inferior than schemes in [11,12] in
terms of PSNR under different ER for both S1 and S2,
it achieves a highest ER.
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Figure 8: The eight test grayscale images

Table 2: Comparison of shadow image quality under the maximum ER in different schemes

Images
[10] [12] [11] [14] Proposed

S1 S2 S1 S2 S1 S2 S1 S2 S1 S2
Barbara 39.89 39.89 52.39 52.39 49.62 49.63 51.73 45.70 46.02 46.01
Baboon 39.91 39.91 52.39 52.39 49.61 49.63 51.72 45.71 46.02 46.05
Goldhill 39.90 39.90 52.39 52.39 49.62 49.63 51.72 45.71 46.03 46.02

Boat 39.89 39.89 52.39 52.39 49.62 49.63 51.68 45.73 46.04 46.00
Lena 39.89 39.89 52.39 52.39 49.63 49.63 51.69 45.70 46.02 46.03

Peppers 39.94 39.94 52.38 52.39 49.64 49.63 51.73 45.70 46.03 46.00
Zelda 39.89 39.89 52.39 52.39 49.62 49.63 51.71 45.70 46.04 46.03

Airplane 39.88 39.87 52.39 52.39 49.61 49.63 51.72 45.71 46.03 46.01
Average 39.90 39.90 52.39 52.39 49.62 49.63 51.72 45.71 46.03 46.02

Figure 9: The results of the average PSNR of (a) S1 and (b) S2 for all test images under different ER
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Figure 10: The PDH for the cover image and their corresponding shadows
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4.2 PDH Analysis

The PDH is a measure to determine whether the image
has been modified. It is constructed by the difference of
two continuous pixels. After the PDH of the cover image
and the shadows are constructed, the more the shapes
between them are similar, the better a reversible secret
sharing scheme is. The PDH of the four cover images
and their corresponding shadows are shown in Figure 10.
As can be seen from Figure 10, the shape of the PDH of
the shadows generated by our scheme is very close to the
shape of the PDH of the cover image.

5 Conclusions

According to the characteristic of the numbers located in
a 3×3 block in the TS reference matrix, a novel reversible
secret sharing scheme with dual images is proposed. The
proposed scheme has the following features:

1) It is quite simple;

2) Reversibility is completely achieved;

3) It provides a higher ER;

4) It maintains the good visual quality of the shadows.

Simulation results show that the proposed scheme out-
performs some previously published schemes. Moreover,
the PDH reveal that the smoothness shape of the two
shadows can be well preserved by the proposed scheme.
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Abstract

Internet of things (IoT) is a popular information and com-
munication technologies paradigm, which can realize the
interconnection of all things. Considering IoT’s security
and privacy requirements, we propose a novel attribute-
based encryption scheme for IoT, which can provide user
revocation, multi-keyword search, and data integrity ver-
ification. The proposed scheme utilizes the node selec-
tion algorithm KUNodes to achieve efficient user revoca-
tion. Simultaneously, the proposed scheme can support
multi-keyword search and effectively avoid the return of
a large number of irrelevant documents. Furthermore,
the proposed scheme calculates the hash value of the con-
catenation of random key hash value and symmetric ci-
phertext, and they can quickly verify the integrity of the
results. Finally, under the general group model, the pro-
posed scheme is resistant to selective plaintext attacks
and selective keyword attacks. The performance analysis
shows that the proposed scheme has reasonable practica-
bility in IoT.

Keywords: Attributed-based Encryption; Internet of
Things; Multi-keyword Search; User Revocation; Verifi-
ability

1 Introduction

The development of IoT technology has promoted the in-
terconnection between different devices, such as sensors,
mobile devices and RFID, to realize data collection, trans-
mission, storage and management [14]. Along with con-
venience, the IoT data privacy and security has become
the biggest obstacle to its prevalence. When data are
outsourced to cloud service provider (CSP), the owner
has lost the right to manage data privacy. To solve this

problem, it is one of the most feasible approaches to
encrypt-then-upload the data. However, traditional en-
cryption schemes could hinder the encrypted data sharing
and computing, such as secure search [8,15] or functional
evaluation [11,32].

For this reason, Waters and Sahai [25] first introduced
a novel cryptographic primitive called as attributed-based
encryption (ABE) in 2005, which has the advantage of
fine-grained access control over ciphertext. Specially,
for a ciphertext-policy attribute-based encryption (CP-
ABE) [17], a trusted authority center (AC) can issue
a private or secret key associated with the user’s at-
tributes for each registered user via a secret channel, a
data owner (DO) can embed an access policy to encrypt
the data and upload the ciphertext to CSP, and then
any data user (DU) can decrypt the ciphertext only if
her or his attributes satisfy the embedded access policy.
Subsequently, there are many attribute-based encryption
schemes and their variants [3, 18] for Internet of things.

1.1 Motivations

Although great progresses have been made in ABE for
IoT [18,32], there are some fundamental and major chal-
lenges to be solved, which may discourage its widespread
use. In this paper, we mainly discuss the following issues.

1) Effective revocation: In some ABE systems, taking
CP-ABE as an example, the users’ secret keys are as-
sociated with her/his attributes. When a third party
obtains the users’ secret keys, it is easy to cause the
disclosure of confidential information inside the sys-
tem. In order to solve the above problem, some liter-
atures [1,4,8] have studied revocable attribute-based
encryption (RABE). However, some users still have
access for a short time after their access rights were
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revoked. Therefore, it is important to research on
ABE with efficient and timely revocation for IoT.

Figure 1: The telemedicine system in IoT

Given an example as shown in Figure 1, when the
patient cannot get a good treatment at a local
hospital with limited resources, he/she may seek
a better treatment through telemedicine. In the
telemedi-cine system, the patient and the local hos-
pital manage personal health information (PHI), en-
crypt PHI under the access policy (Province X, der-
matology, telemedicine experience > 5 years), and
send to the telemedicine cloud server (TCS). The
medical staff in the national or regional medical cen-
ter are DU who may have the attributes, such as
province, department, telemedicine experience, and
so on. DU sends the trapdoor of “Province X, derma-
tology, telemedicine experience > 5 years” to TCS.
When TCS receives the trapdoor, the server can test
whether the attributes of the medical staff satisfy the
access policy of PHI ciphertext. Then, TCS can send
the encrypted PHI to the medical staff if the test re-
sult is valid. However, after doctor B is terminated
and has his/her access right revoked, he/she still can
decrypt the PHI ciphertext stored in TCS. The rea-
son is that the doctor B had the insider knowledge
and his/her old key. Therefore, it is necessary to pre-
vent the doctor B from continuing to access the PHI
ciphertext after he/she was revoked.

2) Accurate search: A traditional method is to down-
load all the ciphertext, decrypt and then search for
data of interest. Obviously, the method not only
requires a lot of storage space, but also increases
the computational costs. As far as we know, there
are many literatures [23,27,30] that have focused on
searchable attribute-based encryption (SABE). How-
ever, most of these schemes only supports single-
keyword search, and thus returns many redundant
search results.

Considering the telemedicine system that we men-
tioned above, TCS stored numerous encrypted PHI
documents. When the doctor A utilizes a single key-
word search, he/she may receive a large number of
PHI files, and then spend much time looking for
files of interest. If a searchable data sharing scheme

can achieve multi-keyword search, then the doctor
can obtain the accurate PHI files that contain multi-
keyword. Consequently, the patient can receive the
treatment from the medical practitioner remotely on
the telemedicine platform. Therefore, it is interest-
ing for SABE with multi-keyword in IoT to improve
the search accuracy.

3) Integrity verification: Searchable encryption permits
users to retrieve IoT data from the encrypted data
without decrypting. When performing search opera-
tions on the encrypted IoT data or performing pre-
decryption operations on search results, an untrusted
CSP may return partial searching results for some
reason. In order to solve the above issue, it is nec-
essary to verify the integrity of the searching results.
Many existing schemes [13,16, 34] focused on the in-
tegrity verification of ciphertext data, but their effi-
ciency remains to be improved. Therefore, fast and
effective verification of IoT data integrity becomes
more and more important in SABE for IoT.

1.2 Our Contributions

In this paper, we address searchable and privacy-
preserving IoT data sharing by proposing a multi-
functional CP-ABE scheme for IoT, which supports
user revocation, multi-keyword searchability and data in-
tegrity verification. The main contributions can be sum-
marized as follows:

1) We utilized a server-aided to revoke malicious or key
exposure users. For each registered attribute user,
the authority center generates a transforming key re-
lated with attribute set and a secret key, where the
first key is sent to CSP for revoking a potential user
and pre-processing a ciphertext, and the second key
is transmitted to DU for computing a search token
and decrypting the ciphertext.

2) We used the multi-keyword searchable encryption
technology, which can not only help DU retrieve the
interested ciphertext stored in the cloud, but also im-
prove the searching accuracy of the cloud server.

3) Furthermore, only two hash operations are used to
verify the integrity of the results returned by the
cloud server provider, and thus the verification ef-
ficiency is improved.

4) The security of the proposed scheme is proved that
the ciphertext is selectively secure against chosen-
plaintext attacks in the random oracle model, and the
keyword index is indistinguishable under the chosen
keyword attacks. The performance analysis shows
that the proposed scheme has good practicability in
IoT.
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1.3 Related Works

Attribute-based encryption (ABE): Rouselakis and Wa-
ters [24] introduced the concept of ABE, which was viewed
as an expansion of identity-based encryption (IBE) by
treating identity as a set of attributes. Up to now, most
of CP-ABE schemes can offer secure data access control,
but these proposals are still not feasible when used in re-
ality.

In 2013, Jin et al. [12] firstly introduced a fine-grained
access control scheme based on outsourcing ABE, where
two CSPs are used to perform key distribution and de-
cryption, respectively. Since CSP is considered to be
honest and curious, it is important to ensure that CSP
preprocesses the ciphertext correctly. Lai et al. [13] pre-
sented a verifiable outsourcing decryption ABE scheme,
which can effectively verify the correctness of ciphertext
returned by CSP. Furthermore, Li et al. [16] put forward
an ABE scheme with full verifiability for outsourced de-
cryption, and guaranteed the correctness of outsourcing
decryption for all users.

Revocable attribute-based encryption (RABE): In re-
cent years, revocation mechanism has aroused extensive
attention. In 2008, Boldyreva et al. [4] designed the
first scalable and efficient revocable identity-based en-
cryption (RIBE) scheme by using a binary tree data
structure. In 2013, Hur et al. [11] gave a CP-ABE data
sharing scheme that enhanced the security and efficiency,
adopted tree access structure to achieve user revocation,
and solved the insufficient data integrity verification prob-
lem. Then, Attrapadung and Imai [1] introduced a hybrid
RABE system that supported direct and indirect revoca-
tion. In 2014, Lv et al. [19] proposed an ABE scheme
that realized effective user revocation by outsourcing key
generation and decryption to the mobile cloud environ-
ment. In 2015, Qin et al. [21] gave a server-aided re-
vocable ABE (SR-ABE) scheme. In 2016, Cui et al. [7]
presented a SR-ABE scheme, which involved an untrusted
server who can help a non-revoked user transfer cipher-
text. Recently, Cui et al. [8] designed a RABE scheme
with keyword search, but did not consider the realistic
threat of decryption key exposure on a user’s decryption
keys. Besides these works, Qin et al. [22] gave two SR-
ABE schemes, which can resist decryption key exposure
attacks. However, the above schemes [7, 19, 21] can not
support keyword search.

Searchable attribute-based encryption (SABE): Sear-
chable encryption (SE) was proposed to solve the prob-
lem of retrieving ciphertext without revealing plaintext
information. SE has two types: symmetric searchable
encryption (SSE) and asymmetric searchable encryption
(ASE). Song et al. [26] first introduced the concept of
SSE in 2000. In 2004, Boneh et al. [5] proposed the
first public-key encryption with keyword search (PEKS)
scheme. Qiu et al. [23] constructed a SABE scheme with
hidden policy, which was secure against keyword attacks
in the general group model. Since CSP is semi-trusted,
it may return the error search results. Therefore, it is

important to ensure the correctness of the returned re-
sults. To this end, Chai and Gong [6] proposed the first
keyword search scheme that can provide verifiable search.
And then, Sun et al. [27] proposed a SABE scheme to
achieve fine-grained access control and verify encrypted
data integrity. However, most schemes [23, 32] only sup-
ported single-keyword search. To remedy this problem,
a lot of multi-keyword search schemes have been pro-
posed [9, 10, 15]. Furthermore, Li et al. [15] constructed
a fine-grained multi-keyword SABE, which enhanced user
practice and search accuracy, and Huang et al. [10] pre-
sented a multi-keyword multi-sever search scheme over
encrypted cloud storage data, which was proven to be re-
sistant to selection keyword security.

Attribute-based encryption for IoT: The IoT is an im-
portant part of the new generation of information tech-
nology. The IoT involves users’ daily life and work, and
thus data sharing, privacy and security have become key
issues. In 2015, Lee et al. [14] reviewed and analyzed the
challenges and opportunities for IoT. And then Yang et
al. [33] proposed a survey on security and privacy issues in
IoT. Furthermore, Wang and Yao [29] combined the no-
tions of SABE and introduced a keyword searchable ABE
scheme with equality test for IoT. However, these schemes
for IoT cannot support both revocation and search capa-
bilities. In IoT, most of devices that collect and manage
data are resource-constrained. To solve this problem, IoT
devices may outsource heavy computing tasks to cloud or
peripheral devices.

In 2018, Belguith et al. [3] proposed a ABE scheme
that supports secure outsourced decryption in the IoT
constrained environment. Xu et al. [32] presented a prac-
tical attribute-based access control system for IoT cloud
by introducing an efficient RABE that allows DO to effi-
ciently manage the credentials of data users.

1.4 Outlines

In Section 2 some necessary background information will
be given. The formal definition of the proposed scheme
and security models are developed in Section 3. Then the
specific construction is clearly described in Section 4 and
the security proof is shown in Section 5. In Section 6,
the comparisons of theoretical performance and function-
alities with some related works are provided. Finally, we
make a conclusion in Section 7.

2 Preliminaries

In this section, some basic cryptographic definitions that
will be used in this paper are recalled.

2.1 Bilinear Pairings

Definition 1. Let G and GT be two cyclic multiplicative
groups of prime order p, and g be a generator of G. A
bilinear pairing [17] is a map e : G×G→ GT , which has
the following properties:
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1) Bilinearity: ∀τ, υ ∈ G, and x, y ∈ Z∗p, e(τx, υy) =
e(τ, υ)xy.

2) Non-degeneracy: e(g, g) 6= 1.

3) Computability: ∀τ, υ ∈ G, there exists an efficient
algorithm to calculate e(τ, υ).

2.2 Generic Bilinear Group

Definition 2. Let ψ1, ψ2 : Z+
p → {0, 1}k, where Z+

p is an
addition group, k > 3 log(p). The group G = {ψ1(X )|X ∈
Zp} denotes a generic bilinear group [20] and group GT =
{ψ2(X )|X ∈ Zp}, where ψ1(1) = g, ψ1(X ) = gX , ψ2(1) =
e(g, g), and ψ2(X ) = e(g, g)X .

2.3 Complexity Assumption

Rouselakis and Waters [24] introduced a q-type assump-
tion q-1 on prime order bilinear groups, which is similar
to the decisional parallel bilinear Diffie-Hellman exponent
assumption [31]. Specifically, the q-1 assumption is de-
fined as the following game between a challenger and an
attacker:

1) The challenger inputs some security parameters to
run the group generation algorithm. Pick an element
g ∈ G and q + 2 exponents a, µ, b1, b2, · · · , bq ∈ Zp
at random. Send the group description G(1λ) →
(p,G,GT , e) and all of the following terms to the at-
tacker.

g, gµ,

ga
i
, gbj , gµbj , ga

ibj , ga
ib2j , ∀(i, j) ∈ [q, q]

g
aibj/b

2
j′ , ∀(i, j, j′) ∈ [2q, q, q] with j 6= j′

ga
i/bj , ∀(i, j) ∈ [2q, q] with i 6= q + 1

g
µaibj/bj′ , g

µaibj/b
2
j′ , ∀(i, j, j′) ∈ [q, q, q] with j 6= j′

Then flip a random coin b ← {0, 1}. If b = 0, the

challenger gives the term e(g, g)µa
q+1

to the attacker.
Otherwise, give a random term R ∈ GT .

2) The attacker makes a guess b′ ∈ {0, 1}.

Definition 3. The q-1 assumption holds, if all proba-
bilistic polynomial-time (PPT) attackers have at most a
negligible advantage in λ in the above game, where the
advantage is defined as Adv = |Pr[b′ = b]− 1/2|.

2.4 Access Structure and Linear Secret
Sharing Scheme

Definition 4. (Access Structure) [2] Let U be an at-
tribute universe. An access structure on U is a collection
A ⊆ 2U \{∅} of non-empty attribute set. The sets in A are
called the authorized sets, and the sets not in A are called
the unauthorized sets. An access structure is monotone
for ∀B,C, if B ∈ A and B ⊆ C, then C ∈ A.

Definition 5. (Linear Secret Sharing Scheme
(LSSS)) [2] Given a prime p and an attribute universe
U , a secret sharing scheme Π realizing access structures
on U is a linear secret sharing scheme on Zp if the fol-
lowings hold.

1) The shares of a secret µ ∈ Zp for each attribute con-
stitute a vector on Zp.

2) For every access structure A on U , there exists a
share-generating matrix M ∈ Zl×np and a function
ρ : {1, · · · , l} → U that maps each row of M to an
associate attribute ρ(i). Consider a column vector
~v = (µ, r2, · · · , rn)>, where µ ∈ Zp is a sharing se-
cret among the random constants r2, · · · , rn ∈ Zp.
Then, (M · ~v) is a vector of l shares of µ in the light
of Π, where for i ∈ [l] the share µi = (M · ~v)i is cor-
responding to the attribute ρ(i). At the same time,
(M,ρ) is called a policy of the access structure A.

Furthermore, every LSSS satisfies the linear recon-
struction property [2, 24]. In this paper, let Π be a LSSS
for an access structure A encoded by a policy (M,ρ),
S ∈ A be any authorized set, and L be a set of rows
defined as L = {i | i ∈ [l] ∧ ρ(i) ∈ S}. There exists coeffi-
cients {ωi ∈ Zp}i∈L such that, if {µi}i∈L are valid shares
of any secret µ according to Π, then

∑
i∈L ωiµi = µ holds.

But for any unauthorized sets S′, no such coefficients {ωi}
exist.

2.5 KUNodes Algorithm

In 2008, Boldyreva et al. [4] proposed a KUNodes algo-
rithm, which reduces key update costs and improves revo-
cation efficiency. In this section, we review a binary tree
data structure and the KUNodes algorithm.

Let BT be a binary tree with N leaves for N users,
and root be the root node of BT . If θ is a leaf node,
Path(θ) represents a set of nodes on the path from θ
to root, including θ and root. For a non-leaf node θ,
we denote the left and the right children of θ by θl and
θr, respectively. Every user is distributed to a leaf node.
Suppose that the nodes in BT are uniquely encoded as
strings, and BT is defined by all of its node descriptions.
Every node of BT stores a secret value to calculate the
key update information.

The algorithm KUNodes is used to calculate a mini-
mum set Y of nodes that need to publish key updates, so
that only users who are not revoked at time t can generate
time-based transformation keys. The operation process of
the algorithm is as follows. The algorithm takes as input
a binary tree BT , a revocation list RL, and a time pe-
riod t, and outputs the minimum set Y of nodes in BT
such that the nodes in RL with corresponding time at or
before t (users revoked at or before t) have no ancestor
(or themselves) in the set, and all other leaf nodes (cor-
responding to non-revoked users) have only one ancestor
(or themselves) in the set. Table 1 describes its formal
definition.
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(a) No user is revoked: Y = {root} (b) User u4 is revoked: Y = {x2, x3, x9}

Figure 2: An example of the node selection algorithm KUNodes, where the revoked nodes are marked × and the
unrevoked nodes are marked

√

Table 1: KUNodes(BT,RL, t)

KUNodes(BT,RL, t)
X,Y ← ∅.
∀(θi, ti) ∈ RL, if ti ≤ t, then add Path(θi) to X.
∀x ∈ X, if xl /∈ X, then add xl to Y ;

if xr /∈ X, then add xr to Y .
If Y = ∅, then add root to Y .
Return Y .

Figure 2 gives an example of the algorithm that marks
the ancestors of all revoked nodes as revoked, and then
outputs the non-revoked children of all revoked nodes.
In the example, let a user u4 be revoked. Then X =
Path(x10) = {x10, x4, x1, root} and Y = {x2, x3, x9}.

3 System and Security Model

3.1 System Model

The system model is shown as Figure 3, which in-
cludes four entities: Authority Center (AC), Cloud Server
Provider (CSP), Data Owner (DO), and Data User (DU).

Figure 3: System construction of the proposed scheme.

• Authority center: AC is fully trusted by the other

three entities, and takes charge of system setup and
user management, including registration and revoca-
tion.

• Cloud servers provider: CSP takes charge of data
storage, search, and pre-decryption, but is not fully
trusted. After receiving the user’s access request,
CSP uses the received search token to perform the
search task. Once the search token matches the key-
word index of some data file, CSP will pre-decrypt
the ciphertext, When the user is not revoked and her
or his attributes meet the access policy in the cipher-
text, the pre-decryption is successful, and then the
corresponding ciphertext will be sent to the user. In
addition, CSP assisted AC to revoke some users dur-
ing the user revocation phase.

• Data owner: DO can encrypt a data file, extract
keyword set, generate an index, get a verification key,
and upload ciphertext, keywords index, and verifica-
tion key to CSP.

• Data user: DU can release a search query. If a user
is non-revoked, CSP can return the corresponding
search results, and DU can verify and decrypt the
results. Otherwise, CSP returns nothing.

3.2 Formal Definition

In this section, the formal definition will be described, in-
cluding a tuple of twelve algorithms, named Setup, Key-
Gen, IndexGen, Encrypt, Token, Search, KeyUp, Tran-
sKG, PreDecrypt, DecKG, Decrypt, and Revoke as fol-
lows:

• Setup(1λ)→ (PP,MSK,RL, ST ) : AC executes this
algorithm, inputs a security parameter λ, and then
generates public parameters PP , a master secret key
MSK, an empty revocation list RL, and a state ST .
Then AC publishes PP .

• KeyGen(PP,MSK, id, S, ST ) → (TKid, SKid) : AC
runs this algorithm, takes the public parameters PP ,
the master secret key MSK, a user’s identity id, a
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set of attributes S, and a state ST as input, and
generates a transformation key TKid and a secret
key SKid. Then TKid is sent to CSP and SKid is
sent to DU.

• IndexGen(PP,W ) → IW : DO executes this algo-
rithm, inputs the public parameters PP and the key-
word set W , and then gets the index IW of the key-
word set.

• Encrypt(PP,A, F, t) → CT : DO runs this algo-
rithm, takes the public parameters PP , the access
policy A, a data file F , and a time period t as input,
and then generates a ciphertext CT . DO sends CT
and IW to CSP.

• Token(PP,W ′, SKid)→ TW ′ : DU performs this al-
gorithm, inputs the public parameters PP , a key-
word set W ′ to be searched, and the secret key SKid,
and then generates a search token TW ′ , which is sent
to CSP.

• Search(TW ′ , IW ) → (0, 1) : CSP executes this algo-
rithm, takes the search token TW ′ submitted by DU,
and the keywords index IW uploaded by DO as in-
put, and then outputs 1 if they match successfully
and 0 otherwise.

• KeyUp(PP,MSK,RL, ST, t)→ (kut, ST ) : AC runs
this algorithm, inputs the public parameters PP , the
master secret key MSK, an empty revocation list
RL, a state ST , and a time period t, and then out-
puts a key update material kut, which is sent to CSP,
and an update state ST .

• TransKG(PP, id, TKid, kut) → TKid,t : CSP runs
this algorithm, takes the public parameters PP , the
user’s identity id, a transformation key TKid, and a
key update information kut as input, and then gets
a time-based transformation key TKid,t.

• PreDecrypt(PP,CT, id, S, TKid,t)→ CT ′ : CSP per-
forms this algorithm, inputs the public parameters
PP , the ciphertext CT , the user’s identity id, a set
of attributes S, and a time-based transformation key
TKid,t, and then outputs a partially decrypted ci-
phertext CT ′, which is sent to DU.

• DecKG(PP, id, SKid, t)→ DKid,t : DU runs this al-
gorithm, takes the public parameters PP , the user’s
identity id, the secret key SKid, and a time period t
as input, and then generates a decryption keyDKid,t.

• Decrypt(PP, id,DKid,t, CT
′) → F : DU executes

this algorithm, inputs the public parameters PP , the
user’s identity id, a decryption keyDKid,t, and a par-
tially decrypted ciphertext CT ′, and then recovers
the data file F .

• Revoke(id, t, RL, ST ) → RL : AC performs this al-
gorithm, takes the user’s identity id, a time period t,
a revocation list RL, and a state ST as input, and
then outputs an updated revocation list RL.

3.3 Security Definitions

The security of the proposed scheme depends on the gen-
eral bilinear group model and cryptographic assumption.
In order to evaluate the security of the proposed scheme,
we established three security models by using of three
games between an adversary A and a challenger C based
on Qin [22], Miao [20], and Qin [21], which are indistin-
guishability against selective ciphertext-policy and chosen
plaintext attack (IND-sCP-CPA) model, indistinguisha-
bility against chosen keyword attack (IND-CKA) model,
and verifiability model.

3.3.1 IND-sCP-CPA Model

Initialization. The adversary A declares an access
structure A∗ and a time period t∗ in advance, which
he wishes to challenge upon.

Setup. The challenger C executes the Setup algorithm
to generate the public parameters PP , the master
secret key MSK, an empty revocation list RL and a
state ST . Then it sends PP to the adversary A, and
holds MSK, RL and ST privately.

Phase 1. A would adaptively query the following ora-
cles.

Create(id, S). C runs the KeyGen algorithm on
(id, S) to obtain (TKid, SKid), adds (id, S,
TKid, SKid) to a list T , and returns TKid to
A.

Corrupt(id). If an entry with index id exists in
T , C gets the entry (id, S, TKid, SKid) and sets
D = D ∪ (id, S). Then C returns SKid to A.
Otherwise, it returns ⊥.

KeyUp(t). If A issues a key update oracles on a
time period t, then C executes the KeyUp algo-
rithm and returns kut to A.

DecKG(id, t). If A issues a decryption key oracles
on (id, t) and T contains an entry indexed by id,
C gains the tuple (id, S, TKid, SKid). Then C
performs DecKG(PP, id, SKid,2, t) and returns
DKid,t to A. Otherwise, it returns ⊥.

Revoke(id, t). If A issues a revocation query on
(id, t), then C executes Revoke(id, t, RL, ST )
and returns RL to A.

Challenge. A submits two messages R1, R2 with the
same size, A∗ and t∗ satisfying the following restric-
tions (Suppose S∗ is the set of attribute associated
with id∗).

1) If there is (id∗, S∗) ∈ D and S∗ ∈ A∗, A must
query the revocation oracle on (id∗, t), where
t ≤ t∗.

2) If there is (id∗, S∗, TK∗id, SK
∗
id) ∈ T, S∗ ∈ A∗,

and id∗ is non-revoked at or before time period
t∗, then A cannot query the decryption oracle
on (id∗, t∗).
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C selects a bit β ∈ (0, 1) at random and sends a
challenge ciphertext CT ∗ ← Encrypt(PP,A∗, Rβ , t∗)
to A.

Phase 2. Same as Phase 1 .

Guess. The adversary outputs a guess β′ of β and wins
the game if β′ = β.

The advantage of A in the above game is defined as

AdvIND−sCP−CPAA (λ) =
∣∣∣Pr[β′ = β]− 1

2

∣∣∣.
Definition 6. The proposed scheme is IND-sCP-CPA se-
cure if all PPT adversaries have at most a negligible ad-
vantage in λ in the above game.

3.3.2 IND-CKA Model

Setup. The challenger C executes the Setup algorithm
to get public parameters PP , a master secret key
MSK, then sends PP to the adversary A, and holds
MSK privately.

Phase 1. A would repeatedly ask the following oracles.
C maintains a keyword set list LW , whose initial value
is empty.

KeyGen(PP,MSK, id). C runs the KeyUp algo-
rithm, and returns the secret key SKid,1 to A.

Token(PP,W ∗, SKid,1). For an interested keyword
set W ∗ and the secret key SKid,1, C gets a
search token before forwarding it to A, then C
adds W ∗ to LW .

Challenge. A submits two keyword set W1,W2 with the
same size, where W1,W2 /∈ LW . C picks a bit β ∈
(0, 1) at random, gets an IWβ

of the keyword set Wβ ,
and then sends IWβ

to A. The constraint W1,W2 /∈
LW is that A can’t guess bits β from Token.

Phase 2. Same as Phase 1, but the keyword set W1,W2

cannot be inquired to Token oracle.

Guess. The adversary outputs a guess β′ of β and wins
the game if β′ = β.

The advantage of A in this game is defined as

AdvIND−CKAA (λ) =
∣∣∣Pr[β′ = β]− 1

2

∣∣∣.
Definition 7. The proposed scheme is IND-CKA secure
if all PPT adversaries have at most a negligible advantage
in λ in the above game.

3.3.3 Verifiability Model

Setup. The challenger C executes the Setup algorithm
to get public parameters PP , a master secret key
MSK, then sends PP to the adversary A, and holds
MSK privately.

Phase 1. A would adaptively query the following ora-
cles.

Create(id, S). C runs the KeyGen algorithm
on (id, S) to obtain (TKid, SKid), adds
(id, S, TKid, SKid) to a list T , and then returns
TKid to A.

Corrupt(id). If C obtains the entry (id, S, TKid,
SKid) of the id index in list T , sets D =
D ∪ (id, S), and then returns SKid to A. Oth-
erwise, it returns ⊥.

Decrypt(id, CT’). If C obtains the entry
(id, S, TKid, SKid) of the id index in list
T and returns the output of Decrypt algorithm
to A. Otherwise, it returns ⊥.

Challenge. A submits a file F ∗ and a challenging access
structure A∗. C computes a challenging ciphertext
CT ∗=Encrypt(PP,A∗, F ∗, t), and sends it to A.

Phase 2. Same as Phase 1 .

Guess. The adversary A returns the attributes S∗ that
matches A∗, and CT ′.

The advantage of A in this game is defined as

AdvverifA (λ) = Pr[A succeeds].

Definition 8. The proposed scheme is verifiably secure if
all PPT adversaries have at most a negligible advantage
in λ in the above game.

4 The Proposed Scheme

4.1 Specific Construction

Inspired by Qin et al.’s server-aided revocable attribute-
based encryption (SR-ABE) scheme [22] and Miao et al.’s
attribute-based keyword search (ABKS) scheme [20], we
gives the description of the proposed scheme.

Setup(1λ)→ (PP,MSK,RL, ST ): AC chooses two
bilinear groups G and GT of prime order p, where
g is a generator of G, gets a bilinear map descrip-
tion G = (p,G,GT, e), and selects a symmetric
encryption algorithm (EncSE(·), DecSE(·)). Let
U = Zp be an attribute space and T = Zp be a time
space. Pick randomly α, ᾱ, a ∈ Zp, u, h, u0, h0 ∈ G,
and compute v1 = ga, v2 = gᾱ. Let RL be an
empty list storing the revoked users and BT be
a binary tree with at least N leaf nodes. Define
H0(y) = uyh,H1(y) = uy0h0 as two functions that
map any element number y in Zp to an element in
G. Let H : GT → {0, 1}`SE be an extractor that is
used to obtain a symmetric key, where `SE is the
length of the symmetric key, Let H2 : {0, 1}∗ → Z∗p
and H3 : GT → {0, 1}∗ be two hash functions.
Then, AC outputs the revocation list RL, the
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initial state ST = BT , and public parameters PP =
(G, g, u, h, u0, h0, v1, v2, EncSE(·), DecSE(·), e(g, g)α),
MSK = (α, α). Finally, AC only publishes PP .

KeyGen(PP,MSK, id, S, ST )→ (TKid, SKid): AC
runs the key generation algorithm. Pick an exponent
βid ∈ Zp at random, and set SKid = (vᾱ1 , g

βid).
Then, AC selects an undefined leaf node θ in the
binary tree BT and embeds id on the node. Next,
for every node x ∈ Path(θ), AC executes as follows:

1) Pick gx ∈ G, store gx on the undefined node x,
and calculate g′x = gα−βid/gx.

2) Select k+1 random exponents rx, rx,1, rx,2, · · · ,
rx,k ∈ Zp, and compute Tx,0 = g′xv

rx
1 , Tx,1 =

grx , T ix,2 = grx,i , and T ix,3 = H0(Ai)
rx,iv−rx2 ,

i ∈ [k], where S = {A1, A2, · · · , Ak}.
3) Output the corresponding transformation key

and secret key below:

TKid = (x, Tx,0, Tx,1, {T ix,2, T ix,3}i∈[k])x∈Path(θ),
SKid = (SKid,1, SKid,2) = (vᾱ1 , g

βid).

Finally, AC sends TKid to CSP and SKid to DU.

IndexGen(PP,W )→ IW : Given a set of files F =
{F1, F2, · · · , Fd}, and a keyword set W =
{w1, w2, · · · , wm} extracted from the data file Fs(1 ≤
s ≤ d), where m indicates the number of keywords
in the keyword set, for each keyword wj ∈ W , DO
randomly selects σ, τs ∈ Z∗p for Fs, then computes

I = vσ2 , Is,j = v
(σ+τs)
1 · gσ·H2(wj), Is = gτs .

Finally, DO generates an index as

IW = {Iwj}1≤j≤m = {I, Is,j , Is}1≤j≤m.

Encrypt(PP,A, Fs, t)→ CT : DO picks a random key
R ∈ GT and generates an access structure A =
(M,ρ). DO runs as follows:

1) Choose a vector ~v = (µ, y2, · · · , yn)> ∈ Znp
at random and compute ~λ = (λ1, · · · , λl)> =
M · ~v. Then pick l random exponents µ1,
µ2, · · · , µl ∈ Zp, and compute CTA = (C,
C0, {Ci,1, Ci,2, Ci,3}i∈[l], C4), where C = R ·
e(g, g)α·µ, C0 = gµ, Ci,1 = vλi1 vµi2 , Ci,2 =
H0(ρ(i))−µi , Ci,3 = gµi , C4 = H1(t)µ,∀i ∈ [l].

2) Calculate a symmetric key KSE = H(R) and
a label Tag = H3(R), and compute CSE =
EncSE(KSE , Fs), and V KF = H2(Tag ‖ CSE).

Finally, DO sends a ciphertext

CT = (CTA, CSE , V KF )

to CSP, where CTA is a traditional ABE ciphertext,
CSE is a symmetric ciphertext, and V KF is a verifi-
able key.

Token(PP,W ′, SKid)→ TW ′ : DU releases a search
query for a keyword set W ′ = {w′1, w′2, · · · , w′m′},
where m′ indicates the number of keyword queried.
Choose δ ∈ Z∗p, and calculate

t1 = vδ1 ·
m′∏
j=1

gδ·H2(w′j), t2 = vδ2, t3 = (SKid,1)δ = vᾱ·δ1 .

Output a search token as

TW ′ = (t1, t2, t3).

Finally, DU sends TW ′ to CSP.

Search(TW ′ , IW )→ (0, 1): When CSP obtained a search
token from a data user, CSP can verify whether the
following equation holds:

e(
∏m′

j=1 Is,j , t2) = e(I, t1) · e(Is, t3).

If the above equation holds, the keywords in the to-
ken matches the keywords in the index. So, CSP
returns 1, otherwise 0.

KeyUp(PP,MSK,RL, ST, t)→ (kut, ST ): Firstly, AC
calls the KUNodes algorithm based on the re-
vocation list RL and the state ST in time pe-
riod t to generate the minimum set of non-revoked
user. Then, AC extracts gx from each node x ∈
KUNodes(BT,RL, t), picks an exponent sx ∈ Zp,
and calculates

kut = {x,Kx,0,Kx,1}x∈KUNodes(BT,RL,t)
= {x, gx ·H1(t)sx , gsx}x∈KUNodes(BT,RL,t).

Finally, AC sends kut to CSP.

TransKG(PP, id, TKid, kut)→ TKid,t: Assume that
an identity id of a data user who submits a
search token to CSP is stored in the leaf
node θ. Denote I = {x|x ∈ Path(θ)} and
J = {x|x ∈ KUNodes(BT,RL, t)}. If I ∩ J = ∅,
CSP returns ⊥. Otherwise, for any node x ∈ I ∩ J ,
CSP computes

tk0 = Tx,0 ·Kx,0, tk1 = Tx,1, tk2,i = T ix,2,

tk3,i = T ix,3, tk4 = Kx,1, for i ∈ [k].

Then CSP outputs the time-based transformation
key TKid,t = (tk0, tk1, {tk2,i, tk3,i}i∈[k], tk4).

PreDecrypt(PP,CT, id, S, TKid,t)→ CT ′: If the Sear-
ch algorithm outputs 1, CSP can pre-decrypt the cor-
responding ciphertext CTA. If the user is revoked at
time period t or the attribute set S does not satisfy
the access policy (M,ρ) embedded in CTA, the algo-
rithm outputs ⊥. Otherwise, CSP runs as follows:

1) Denote L = {i|ρ(i) ∈ S} and {ωi ∈ Zp}i∈L
as a set of constants such that

∑
i∈L ωiλi =

(1, 0, · · · , 0) if {λi} are valid shares of µ accord-
ing to M .
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2) Compute

B = e(C0,tk0)·e(C4,tk4)−1∏
i∈L(e(Ci,1,tk1)·e(Ci,2,tk2,τ )·e(Ci,3,tk3,τ ))ωi ,

where Aτ = ρ(i).

3) Get the pre-decrypted ciphertext

CT ′A = (C ′, C ′0, C
′
4) = (CB , C0, C4).

Finally, CSP sends CT ′ = (CT ′A, CSE , V KF ) to DU.

DecKG(PP, id, SKid, t)→ DKid,t: Choose an exponent
rt and compute the decryption key

DKid,t = (D0, D1) = (SKid,2 ·H1(t)rt , grt)
= (gβid ·H1(t)rt , grt).

Decrypt(PP, id,DKid,t, CT
′)→ F : DU runs the algo-

rithm as follows:

1) Recover the key R = C ′ · e(C
′
4,D1)

e(C′0,D0) , and compute

Tag = H3(R).

2) If H2(Tag ‖ CSE) 6= V KF , DU returns ⊥ and
aborts immediately.

3) Otherwise, DU calculates

KSE = H(R),

and outputs

Fs = DecSE(KSE , CSE).

Revoke(id, t, RL, ST )→ RL: If a data user id is revoked
at time period t, then adds (x, t) to RL, where x is
all nodes associated with the identity id.

4.2 Correctness

1) The correctness of keyword search : e(
∏m′

j=1 Is,j , t2)
= e(I, t1) · e(Is, t3). First compute the left side as:

e(

m′∏
j=1

Is,j , t2)

= e(

m′∏
j=1

v
(σ+τs)
1 gσ·H2(wj), vδ2)

= e(

m′∏
j=1

ga·(σ+τs)gσ·H2(w′j), gᾱ·δ)

= e(g, g)a·ᾱ·δ·(σ+τs) · e(g, g)σ·ᾱ·δ·
∑m′
j=1H2(w′j).

Then compute the right side as:

e(I, t1) · e(Is, t3)

= e(vσ2 , v
δ
1) · e(gτs , vᾱ·δ1 )

= e(gᾱ·σ, ga·δ ·
m′∏
j=1

gδ·H2(w′j)) · e(gτs , ga·ᾱ·δ)

= e(g, g)ᾱ·σ·a·δ · e(g, g)ᾱ·σ·δ·
∑m′
j=1H2(w′j)

· e(g, g)τs·a·ᾱ·δ

= e(g, g)a·ᾱ·δ·(σ+τs) · e(g, g)σ·ᾱ·δ·
∑m′
j=1H2(w′j).

2) The correctness of the file decryption:

B =
e(C0, tk0) · e(C4, tk4)−1∏

i∈L(e(Ci,1, tk1) · e(Ci,2, tk2,τ ) · e(Ci,3, tk3,τ ))ωi

=
e(C0, tk0) · e(C4, tk4)−1∏

i∈L(e(vλi1 vµi2 , grx) · e(H0(ρ(i))−µi , grx,τ ))ωi

· e(C0, tk0) · e(C4, tk4)−1∏
i∈L(e(gµi , H0(Aτ )rx,τ v−rx2 ))ωi

=
e(gµ, g′xv

rx
1 · gxH1(t)sx) · e(H1(t)µ, gsx)−1∏

i∈L(e(vλi1 , grx))ωi

=
e(gµ, gα−βidvrx1 )

e(v1, grx)
∑
i∈L λiωi

=
e(gµ, gα−βidvrx1 )

e(v1, grx)µ

= e(gµ, gα−βid),

C

B
=

R · e(g, g)αµ

e(gµ, gα−βid)
= R · e(gµ, gβid),

C ′·e(C
′
4, D1)

e(C ′0, D0)
= R·e(gµ, gβid)· e(H1(t)µ, grt)

e(gµ, gβidH1(t)rt)
= R.

5 Security Analysis

5.1 IND-sCP-CPA Security

Inspired by Qin et al. [22], we prove the proposed scheme
to be IND-sCP-CPA secure. Furthermore, the IND-sCP-
CPA security of the proposed scheme will be reduced to
the q-1 assumption.

Theorem 1. The proposed scheme can be selectively at-
tacked with a negligible advantage by all PPT adversaries
with a challenge matrix of size l∗ × n∗, where l∗, n∗ ≤ q,
assuming that the q-1 assumption holds in G and GT .

Proof. To prove the theorem, we will assume if there ex-
ists a PPT adversary A, which can attack the security
of the proposed scheme with a non-negligible advantage
AdvA under the selective security model, then a PPT sim-
ulator B can be constructed to solve the q-1 assumption
with a non-negligible advantage.

Initialization. A sends the challenging access structure
A∗ = (M∗, ρ∗) and time period t∗ to B, where M∗ is
an l∗ × n∗ matrix with l∗, n∗ ≤ q.

Setup. B has to furnish A the public parameters PP of
the system. B picks α̃ ∈ Zp randomly, and calculates
e(g, g)α = e(ga, ga

q

) · e(g, g)α̃, which implicitly sets
MSK to be α = aq+1 + α̃.

B selects a, b, ũ, h̃, ṽ2 ∈ Zp, computes u0 =

gav1, h0 = gbv−t
∗

1 , and gives PP = (D, g, u, h, u0, h0,
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v1, v2, e(g, g)α) to A:

g = g, u = gũ ·
∏

j̃,k̃∈[l∗,n∗]

(ga
k̃/b2

j̃ )
M∗
j̃,k̃ ,

h = gh̃ ·
∏

j̃,k̃∈[l∗,n∗]

(ga
k̃/b2

j̃ )
−ρ∗

j̃
·M∗

j̃,k̃ ,

v1 = ga, v2 = gũ ·
∏

j̃,k̃∈[l∗,n∗]

(ga
k̃/bj̃ )

M∗
j̃,k̃ .

Phase 1. B chooses an undefined leaf node θ∗, which
stores the target user id∗. For any node x ∈
Path(θ∗), B chooses a random exponent αx ∈ ZP
and sets gx = gα+αx . ThenA would adaptively query
the following oracles.

Create(id, S). A queries key generation oracle on
(id, S), where S = (A1, A2, · · · , Ak). B creates
a list T with elements (id, S, TKid, SKid) and
sends TKid to A as following:

Case 1: If S ∈ A∗, B sets id∗ :=
id, stores id∗ in the node θ∗, which is
pre-assigned, and computes SKid∗,2 =
gβid∗ (the exponent βid∗ is chosen ran-
domly). For any x ∈ Path(θ∗), B ex-
tracts gx = gα+αx and computes g′x =
gα−βid/gx = g−βid∗−αx . Then B chooses
k+ 1 exponents rx, rx,1, rx,2, · · · , rx,k ∈ Zp,
and computes TKid∗ = {x, Tx,0, Tx,1, T ix,2,
T ix,3}x∈Path(θ∗),i∈[k] as follows:

Tx,0 = g′xv
rx
1 , Tx,1 = grx , T ix,2 = grx,i ,

T ix,3 = H0(Ai)
rx,iv−rx2 , for i ∈ [k].

Case 2: If S /∈ A∗, B stores id in a node θ,
which is an undefined, sets SKid,2 = gβid

(the exponent βid is chosen randomly). So
B implicitly sets r = r̃ + ω1a

q + ω2a
q−1 +

· · · + ωna
q+1−n, where r̃ ∈ Zp is a random

number and r is correctly distributed. Then
B selects the suitable terms from the chal-
lenging problem to calculate:

Q0 = gαvr2, Q1 = gr, Qi,2 = gri ,
Qi,3 = H0(Ai)

riv−r2 , for i ∈ [k].

For any x ∈ Path(θ), B extracts gx
from the node x. If x is undefined,
it picks gx ∈ G. B chooses k + 1
exponents rx, rx,1, rx,2, · · · , rx,k ∈ Zp,
and computes TKid = {x, Tx,0, Tx,1, T ix,2,
T ix,3}x∈Path(θ),i∈[k] as follows:

1) For x ∈ Path(θ) ∩ Path(θ∗), B has gx
and g′x, and computes TKid as Case 1.

2) For x /∈ Path(θ) ∩ Path(θ∗), B has gx,
chooses randomly r ∈ Zp, and com-

putes

Tx,0 = g−1
x g−βid ·Q0 · vrx1

=
gα−βid

gx
· vr+rx1 = g′xv

r+rx
1 ,

Tx,1 = Q1 · grx = gr+rx ,

T ix,2 = Qi,2 · grx,i = gri+rx,i ,

T ix,3 = Qi,3 ·H0(Ai)
rx,iv−rx2

= H0(Ai)
ri+rx,iv

−(r+rx)
2 , for i ∈ [k].

Corrupt(id). If B obtains the entry (id, S, TKid,
SKid) of the list T , B sets D = D ∪ (id, S)
and returns SKid to A. Otherwise, B returns ⊥.
(Note thatA is allowed to corrupt (id∗, SKid∗).)

KeyUp(t). If A issues a key update query at a time
period t, B can compute kut as below. For all
x ∈ KUNodes(BT,RL, t), B extracts gx from
the node x. If x is undefined, B picks gx ∈ G at
random and puts it on x.

1) If x /∈ Path(θ∗), B has gx. Then B picks an
exponent sx ∈ Zp at random, and compute
Kx,0 = gx ·H1(t)sx ,Kx,1 = gsx .

2) If x ∈ Path(θ∗), B does not have gx (α
is unknown). Recall that B has αx so can
compute kut as follows. B chooses S /∈ A∗,
compute (Q0, Q1) = (gαvr2, g

r) (r ∈ Zp is
unknown), and sets implicitly sx = r

t−t∗
(Note that t 6= t∗. Otherwise, x /∈ Path(θ∗)
and (id, t) ∈ RL). Thus B can compute

Kx,0 = gαx · gαvr1 · (gr)
a·t+b
t−t∗ = gx ·H1(t)sx ,

Kx,1 = (gr)
1

t−t∗ = gsx .

Finally, B returns kut to A.

DecKG(id, t). If B obtains the corresponding
DKid,t for the entry (id, S, TKid, SKid) of the
list T , B can answer A’s decryption key queries
directly. Otherwise, B returns ⊥.

Revoke(id, t). If A issues a revocation query on
(id, t), then B inserts (id, t) to RL.

Challenge. The adversary submits two messages R0, R1

with the same size, for unknown µ ∈ Zp, B picks at
random bit b ∈ {0, 1}, computes C = Rb·Υ·e(g, g)α·µ,
C0 = gµ, where Υ is the challenging term and gµ is
the relevant term in the q-1 assumption. B implicitly
sets ~y = (µ, µa+ỹ2, µa

2+ỹ3, · · · , µan−1+ỹn)>, where
ỹ2, ỹ3, · · · , ỹn ∈ Zp are randomly chosen. Note that
µ and ~y are correctly distributed, and µ is informa-
tion theoretically hidden from A. Since ~λ = M∗ · ~y,
for i ∈ [l], we can get λi =

∑
τ∈[n]M

∗
i,τµa

τ−1 +∑n
τ=2M

∗
i,τ ỹτ =

∑
τ∈[n]M

∗
i,τµa

τ−1 + λ̃i. So, B cal-
culates

Ci,1 = vλi1 vµi2 , Ci,2 = H0(ρ(i))−µi , Ci,3 = gµi ,
C4 = H1(t∗)µ = (gµ)a·t

∗+b = (C0)a·t
∗+b, for i ∈ [l].
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Finally, B returns the challenging ciphertext CT ∗A =
(C, C0, {Ci,1, Ci,2, Ci,3}i∈[l], C4) to A.

Phase 2. Same as Phase 1 .

Output. A outputs a guess b′ of b. If b′ = b, B out-
puts 0, which declares that the challenging term
Υ = e(g, g)µa

q+1

. Otherwise, B outputs 1. This is
to say that Υ is a random term R of GT . If the chal-
lenging term is a random term of GT , then all the
information about the Rb is lost in the challenging
ciphertext. That is to say AdvA = 0. Therefore, if
A can break the security game with a non-negligible
advantage, B can break the q-1 assumption with a
non-negligible advantage.

5.2 IND-CKA Security

Inspired by Miao et al. [20], we prove the proposed scheme
to be IND-CKA secure.

Theorem 2. The proposed scheme is keyword ciphertext
indistinguishability under chosen-keyword attacks in the
generic bilinear group model, assuming that H2 is a one-
way hash function.

Proof. In the IND-CKA game, the goal of adversary A is
to distinguish vσ+τs

1 gσ·H2(w0) from vσ+τs
1 gσ·H2(w1), that is,

ga·(σ+τs)gσ·H2(w0) from ga·(σ+τs)gσ·H2(w1). For the input
a number f ∈ Zp, A has the same advantage in distin-
guishing gf from ga·(σ+τs)gσ·H2(w0) as it distinguishes gf

from ga·(σ+τs)gσ·H2(w1). In simple terms, we assume that
A can distinguish gf from ga·(σ+τs) in a modified IND-
CKA game between A and C as shown below.

Setup. The challenger C picks a, ᾱ ∈ Z∗p, runs Setup al-
gorithm to generate the public parameters PP =
(g, ga, gᾱ) and the master secret key MSK = ᾱ,
sends PP to the adversary A, and then holds MSK
privately.

Phase 1. A would repeatedly query the following ora-
cles.

KeyGen(PP,MSK, id). C computes SKid,1 =
vᾱ1 = ga·ᾱ and PP = (g, ga, gᾱ), then sends
SKid,1 to A.

Token(PP,W ∗, SKid,1). For PP,W ∗ and SKid,1, C
picks δ ∈ Z∗p at random, outputs a search to-
ken TW∗ = (t1, t2, t3) of the keyword set W ∗,

where t1 = ga·δ ·
∏m′

j=1 g
δ·H2(w′j), t2 = gᾱ·δ,

t3 = (SKid,1)δ = ga·ᾱ·δ, and adds W ∗ to LW .

Challenge. The adversary submits two keyword sets
W1,W2 with the same size, where W1,W2 /∈ LW . C
picks σ, τs ∈ Z∗P , and selects a bit β ∈ {0, 1} at ran-
dom. If β = 1, C returns I = gᾱ·σ, Is,j = ga·(σ+τs),
Is = gτs . Otherwise, output I = gᾱ·σ, Is,j = gf ,
Is = gτs .

Phase 2. Same as Phase 1 , but the keyword sets
W1,W2 cannot be inquired to the Token oracle.

Guess. IfA could construct e(g, g)h
′·a·(σ+τs) for the term

gh
′

returned by the query, then A can distinguish gf

from ga·(σ+τs). However, we still have to prove that
A can get e(g, g)h

′·a·(σ+τs) for gh
′

with a negligible
advantage in the IND-CKA game.

We utilize two injective functions ψ1, ψ2, where G =
{ψ1(X ) | X ∈ Zp}, GT = {ψ2(X ) | X ∈ Zp}, based on
the generic group model, to obtain that the advantage
of distinguishing elements between maps ψ1 and ψ2 be
negligible.

Then, we probe into A’s advantage in constructing
e(g, g)h

′·a·(σ+τs) from gh
′
. Since σ can only be ob-

tained from ᾱ · σ, h′ should contain ᾱ in order to get
e(g, g)h

′·a·(σ+τs). That is, given h′ = h′′ · ᾱ, A will try
to build e(g, g)h

′′·ᾱ·a·(σ+τs). However, ᾱ is the master key
for C, thus A cannot get e(g, g)h

′′·ᾱ·a·(σ+τs) in any way.
Furthermore, A cannot get e(g, g)h

′·a·(σ+τs) from gh
′

in
any way.

At last, we draw the conclusion that A cannot distin-
guish gf from ga·(σ+τs), so A is unlikely to distinguish
ga·(σ+τs)gσ·H2(w0) from ga·(σ+τs)gσ·H2(w1). As a result, A
cannot break IND-CKA games with a non-negligible ad-
vantage.

5.3 Verifiability Security

Inspired by Qin et al. [21], we prove the security of ci-
phertext integrity verification.

Theorem 3. The proposed scheme can verify the in-
tegrity of ciphertext, assuming that two hash functions
H0, H1 are collision-resistant.

Proof. Given that an adversary A break the verifiabil-
ity, we construct a simulator B to attack the collision-
resistance of the hash function H0 or H1.

Setup. B runs the Setup algorithm, then gives PP =
(D, g, u, h, u0, h0, v1, v2, e(g, g)α) to A, and holds the
master key MSK privately.

Phase 1. A would adaptively query the following ora-
cles.

Create(id, S). Same as in Phase 1 in IND-sCP-
CPA security.

Corrupt(id). Same as in Phase 1 in IND-sCP-
CPA security.

Decrypt(id, CT ′). If B obtains the entry (id, S,
TKid, SKid) of the list T , and returns the out-
put of Decrypt(id,DKid,t, CT

′) to A. Other-
wise, B returns ⊥.

Challenge. The adversary submits a message F ∗. The
simulator computes a challenging ciphertext CT ∗ by
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running Encrypt(PP,A∗, R∗, t), where R∗ ∈ F , and
sends CT ∗ to A. Then B sets

Tag∗0 = H0(R∗),K∗SE = H(R∗),

and also gets

C∗SE = EncSE(K∗SE , F
∗), Tag∗ = H1(Tag∗0 ‖ C∗SE).

Finally, B returns the challenging ciphertext CT ∗ =
(CT ∗A∗ , C

∗
SE , V K

∗
F = Tag∗) to A.

Phase 2. Same as Phase 1 .

Guess. The adversary outputs the attributes S∗ that
satisfies A∗, and CT ′. If A can be against the ver-
ifiability, B will recover a file F /∈ {F ∗,⊥} by run-
ning Decrypt algorithm. Observe that the decryption
algorithm outputs ⊥ if H1(Tag0 ‖ CSE) 6= Tag∗,
where Tag0 = H0(R) and R = Decrypt(DKS∗ , CT

′
A).

So, we consider the following two situations:

Type 1. Since B has (Tag∗0 , C
∗
SE), if (Tag0, CSE) 6=

(Tag∗0 , C
∗
SE), B directly gets a collision of the

hash function H1.

Type 2. If (Tag0, CSE) = (Tag∗0 , C
∗
SE), but R 6=

R∗. Note that H0(R) = Tag0 = Tag∗0 =
H0(R∗). So, B breaks the collision-resistance
of H0.

Therefore, we conclude that A cannot verify the cipher-
text integrity, if two hash functions (H0, H1) are not col-
lision resistant. Namely, when H0 or H1 is a collision-
resistant hash function, A cannot break ciphertext in-
tegrity verification games with a non-negligible advan-
tage.

6 Performance Evaluations

The scheme contains many mathematical symbols, in or-
der to improve the readability of the paper. We define
the following notations to denote the operation or value
(as shown in Table 2).

Table 2: Notations in the scheme

Notations Descriptions
E Time cost of an exponential operation
P Time cost of a pairing operation
H Time cost of a hash operation
na Number of all attributes
na,u Number of attributes owned by a user
|G| Bit length of the element in G
|Zp| Bit length of the element in Zp

6.1 Comparisons of Functionality

In Table 3, we compared the proposed scheme with some
existing schemes in terms of access control, revocation,
multiple keyword search, result verification, decryption

outsourcing, and resist key exposure, etc. As shown in
Table 3, these schemes [8, 23, 27, 28] can achieve multi-
keyword search, but cannot resist key exposure. Further-
more, Xu et al.’s scheme [32] can resist key exposure,
Lai et al.’s scheme [13] can verify ciphertext integrity,
and Wang et al.’s scheme [29] can realize the revocation
function, but these schemes cannot achieve multi-keyword
search. The proposed scheme can not only realize the
above functions, but also have high efficiency in compu-
tation cost and storage cost as shown in Table 4 and Ta-
ble 5. In the setup phase, the computational complexity
of the proposed scheme is independent of the attributes,
since the proposed scheme can support large universe. In
addition, since only two hash functions are needed in the
ciphertext integrity verification, the proposed scheme is
more efficient and practical.

6.2 Experimental Results

Furthermore, we give the experimental results of the pro-
posed scheme and the existing schemes [27–29,32]. We im-
plement the above schemes in software based on Pairing-
based Cryptography (PBC) Library with the Type A el-
liptic curve (y2 = x3 +x with 512 bits based filed size and
the group order p is 160 bits). The hardware platform for
execution is 2.90 GHz Intel(R) Core(TM) i5-9400 CPU
with 8GB RAM running 64 bit Windows 10.

Figure 4 shows the computation cost of the Setup al-
gorithm, KeyGen algorithm, Encrypt algorithm, Token
algorithm, Search algorithm, PreDecrypt algorithm, and
Decrypt algorithm. As shown in Sub-figure (a), (d)-(g),
the experimental results show that the computation time
does not increase with the number of attributes. From
Sub-figure (b), (c), the experimental results show that
the time required for calculation changes little with the
increase of attributes. In summary, the proposed scheme
has the advantage of performance as shown in Figure 4.

7 Conclusions

In this paper, we have proposed an attribute-based en-
cryption scheme for Internet of Things, which can real-
ize the functionality of user revocation and local decryp-
tion key exposure resistance, implement multi-keyword
search without reducing the search efficiency, and verify
the integrity of the search results. The proposed scheme
is proven to be selective plaintext security, selective key-
word attack security and data verifiability. Furthermore,
compared with the existing schemes, the experiment re-
sults show that the proposed solution is more suitable for
applying to IoT in view of the diversity of functionalities.
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Table 3: The comparisons of functionality
Access Multiple Result Decryption Resist Key

Schemes Control Revocation Keyword Search Verification Outsourcing Exposure
Cui et al. [8] Tree User Yes No - No
Lai et al. [13] LSSS - No Yes Yes No
Qiu et al. [23] AND-gate - Yes No No No
Sun et al. [27] AND-gate User Yes Yes - No
Wang et al [28] LSSS Attribute Yes Yes Yes No
Wang et al [29] LSSS Attribute No No Yes No
Xu et al. [32] LSSS User No No No Yes

Ours LSSS User Yes Yes Yes Yes

Table 4: The comparisons of computation
Operation Sun et al. [27] Wang et al. [28] Wang et al. [29] Xu et al. [32] Ours

Setup (1 + 3na)E + P (3 + na)E + P 4E + 2P P 3E + P
KeyGen (3 + 2na)E (6 + na,u)E (10 + 10na,u)E (3 + 2na,u)E (4 + na,u)E

Encryption (2 + na,u)E + P (6 + 3na,u)E (7 + 6na,u)E (4 + 3na,u)E (2 + 3na,u)E
Token (1 + 2na,u)E 4E 4E - 3E
Search E + (na + 1)P 4P 4P - 3P

Verification - 3P - - 2H
Decryption by CSP - 2E + 2P 2E + 2P - E + P
Decryption by user - 2E + P 2E + 2P 3P 2P

Table 5: The comparisons of storage
Operation Sun et al. [27] Wang et al. [28] Wang et al. [29] Xu et al. [32] Ours

Setup (2 + 3na)|G| + (1 + 3na)|Zp| 4|G| + 2|Zp| 11|G| + 6|Zp| (5 + na)|G| + 2|Zp| 7|G| + 2|Zp|
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Token (1 + 2na,u)|G| + |Zp| 4|G| 4|G| - 3|G|
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Abstract

The word coping is characterized as a work-state or a
network’s ability to provide essential services inside de-
terministic values. The bulk of networks is unbounded,
so they ignore a formal administrative control and have
a single security policy framework. Survival training can
require such infinite systems to provide essential services
while retaining key features, such as privacy, integrity, and
efficiency, during failure. The network will adapt and ad-
just to changes within the network system with self-aware
management. This paper outlines the solutions and sur-
vival strategies in a network and illustrates how the self-
aware architecture handles IPQoS? This significantly dis-
cusses the problems of a functioning wireless network and
the self-healing methods used in wireless systems.

Keywords: Ad-hoc Routing; Asymmetric Channel; Con-
nectivity and Stability; Low Probability of Detection
(LPD); Satellite; Survivability; Wireless Network

1 Introduction

This paper focuses on the survivability of the network
infrastructure by considering the detailed revision of var-
ious articles on a single platform. In addition, this paper
allows the automation of a key network survivability fea-
tures. The major revised articles includes the theories
from Sundeep Selvaraj [33], James Sterbenz et al. [37]
, Suk Yu Hui et al. [15], and Xianghui Liu et al. [25].
This paper describes boundaries in a survivable network
by modelling of self-healing devices, self-configuration,
self-supply, and self-monitoring facilities in the network
survivability. The relevant descriptions identify the key
characteristics which is accompanied by self-aware man-
agement, a policy based QoS management, and strate-

gies to implement future network resources. An agent
approach allows building a complex, sophisticated sys-
tem using modular components and self-aware system can
manage the processes itself, which defines different levels,
including mediators of access, computer, resource, and
network elements. In addition, a survivable wireless net-
work has different challenges as wireless communication
travels through an unknown channel, unlike the error free
cable distribution. Furthermore, security is essential for
survivable networks. This paper also discusses how pro-
tection and reliability of a network are preserved.

Network systems have gained drastic significance over
the past two decades on different segments of daily life
like health, education, travelling, and so on. All these sec-
tors operates and works on the network systems to fulfil
their scope globally. Since the network came into real-
ity, people stated realizing about the consequences of net-
work failure which reflect the working habits [10, 38, 39].
Hence, the active precautions came to existence in order
to overcome the consequences of critical failure of systems
and networks. These overcomes depend on the accurate
findings of services in the network on time. Automat-
ing these network systems monitoring is critical due to
factors like users demand for quality of service, and ex-
pense involved in hiring professionals. Therefore, human
intervention in network management and process automa-
tion is critical which is often called a control plan and
management plan. When implementing these strategies,
assessing network system operational objectives is very
significant which should be allowed with tracking and al-
teration strategies and techniques [7,22]. In addition, the
network survivability maintenance becomes difficult since
the time of global internet services involved. Since cen-
tral administration is absent, and defense is complicated
in an unbounded network. Although such networks lack
central administration, but the independent services are
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more reliable if goes with the proper techniques [2,3,6,38].

2 Designing

The networking environment can be divided into two cat-
egories of network infrastructure named bounded and un-
bounded in creating a survivable framework. Both system
parts are regulated and entirely controlled by a single ad-
ministrative entity in a bounded system, while the un-
bounded network does not have a centralized control of
the system parts [30]. There, the administrative body im-
plies the authority to carry out certain activities in the
network rather than a delegate that proposes various so-
lutions.

In addition, the framework is said to have an eternal
lifespan in an environment with multiple administrative
domains. Online, for instance, can be seen as a boundless
environment. The Internet is a collection of many device
and network applications. For a public web server, cus-
tomers in many administrative domains can be available
on the Internet. All customers are not regulated fairly by
any central authority [21,28]. A web server can therefore
never rely on a certain client. In this case, the system is
the web server and client. The number of website domains
are multiple administrative domains. Most domains have
legitimate users, and for anonymous interference, different
platforms are used. Such sites cannot be differentiated by
their administrative domain but by customer behaviour
that is specified by a hypertext transport protocol, a re-
lationship between server and user [2, 18,22,27].

Furthermore, the system of web servers and clients is
widely distributed across the globe. Legitimate users and
attackers are both members of the same community, so it
is difficult to isolate those legitimate users from attack-
ers. In other terms, it is quite difficult to attach an area
to these legitimate users in a common administrative pro-
cedure. Therefore, security is an essential element in the
survivable network today.

2.1 Survivable Features of the Network

One of the dominant features of the surviving network
is to ensure its survival and to provide essential services,
even in case of failure, while preserving other essential
properties, such as integrity, secrecy, efficiency and other
essential qualities that play an important role in maintain-
ing a balance of multi-quality attributes, such as perfora-
tion. The ability of a system to provide essential services
while retaining its essential properties continues even if a
major portion of the system is not functional. In fact, the
next important aspect of their existence is to identify es-
sential services and properties within a specific operating
system [5,18,19].

The surviving financial sector maintains integrity, con-
fidentiality and availability, even if an attack/accident
causes a certain node or communication connection, of
key information such as account and loan information and

financial services such as transaction validation and pro-
cessing. It must be able to retrieve this information and
services leaked promptly. The key functionality of the sys-
tem is to adapt to the environment and provide essential
services. The ultimate idea is to carry out the system’s
task without always creating a functional system compo-
nent.

2.2 Management Based on Policy

Policy-based administration (PBM) distinguishes knowl-
edge of resource management and information related to
the state. This enables an operator to develop coverage
objectives and policies that will be followed by potential
network infrastructure. Judgment on the resource alloca-
tion and configuration can therefore be made locally au-
tonomously. The policy based administration of internet
engineering task force (IETF) provides an infrastructure
for the management of IP networks with service guaran-
tees. In this context, the technology introduced operates
IP networks providing guarantees of service [3, 8, 23]. In
addition, this infrastructure also allows for flexible net-
work conduct.

Further, this reacts differently to different network
events based on the defined policy. Such protocols are
but a set of rules governing access to network resources
and regulating them. It allows network managers or ser-
vice providers to control their network behaviour based on
criteria such as user identity or type of application. Prac-
tices at different levels can also be defined. The IETF and
DMTF (distributed management task force) develops an
alternative significant model called the Policy Core In-
formation Model (PCIM) to see the Network as a state
machine using state transition control policies [12,29]. It
can identify and monitor states. This model also defines
priority roles and the order of performance.

2.3 Agencies Approach

Agency approach is one of the promising features of the
survivable network that enables the installation of a com-
plex or sophisticated device with modular components.
Intelligent components are often called agents, which
are considered to be the core of the multi-agent system.
A simple and responsible network process execution
software can be used by an agent. It can also have
some automatic functional knowledge. Smart agents
generally cooperate between user interfaces and smart
processes to perform certain common tasks. Agents are
therefore accountable for the detection, resolution and
infrastructure development as expected. These proper-
ties are independent, but also responsible for adapting
and distributing networks [20, 35]. The agent-based
approach also aims to introduce mobile and responsible
agents to deal with the dynamic nature of the network
system. The key part of this approach is coordination
with other systems and the transfer of research to other
intelligent agents to reduce the network connectivity load.
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2.4 Self-conscious Infrastructure for
Management

The ability to maintain management processes and the as-
sociated network infrastructure without some external as-
sistance can be described as self-aware management. The
self-conscious management structure includes basic ele-
ments such as configuration, optimization, healing, and
protection. In fact, self-confident control architecture is
built using the concepts of PBM and multi-agent appli-
cations [5, 19, 28, 29]. This architecture enables complex
service management efficiency within the context. It is
also consistent with the IST CADENUS project archi-
tecture (creation and deployment of Premium User Ser-
vices), which consists of access mediators, service medi-
ators, and resource mediators. This standard has estab-
lished a service level agreement (SLA) on the basis of
a three-way framework which includes suitable end-user
services [4, 13].

The Access Mediator shall be primarily responsible for
the cooperation among end - users and different service
providers and shall also have awareness of and conduct
end - users, access links and terminal sort in order to
access the service provider. In addition, it offers the user
a larger choice of services at the lowest cost, simplifying
the selection process and informing the user immediately
if a new service is convenient.

All new service offers will be notified by the Service Me-
diator. It is also responsible for maintaining visual access
to the resources through a relevant underlying network
using the relevant resource mediator. There is no direct
contact with the SLA end users by the service mediators.
It covers their composition with other service providers
and the support of their services with network providers.

The resource mediator manages the network perfor-
mance according to demand of service providers. The
Policy Decision Point (PDP) also plays a role in the
policy-based management environment. In addition, the
policy of rules to be applied in the network components
that are met by the service mediators is identified. The
primary role of PDP in this architecture is to send
policies to the network level that cannot be implemented
directly by network elements. Political rules consist
usually of kinds, for, on and on.

2.5 Wireless Networking Should Endure

The environment via which wireless communication trav-
els is unpredictable, unlike error - free transmission. To
mention a few environmental radio frequencies, wireless
communication may be unreliable due to the noise gen-
erated by powerful engines, other wireless devices, mi-
crowaves and air moisture content. Wireless networks are
manually configurable and follow traditional wired mod-
els. This means that it must be programmed to connect

the node or transceptors to a specific node, which is usu-
ally a central base station. The main challenge is to stop
the communication if the node loses contact with its peer.
These nodes have been placed in optimal space to com-
pensate for this drawback. But even this decision could
not guarantee reliability because the environment today
can change [16].

In addition, the most important advances in cellular
self - healing was ad hoc networks. They are autonomous,
self-organizing and instantly reconfigured without human
interference when contact between transceivers fail or
break down. These networks can have links or interfaces
to other networks such as Ethernet or 802.11 [24]. The
key strength of such design is that a base station or cen-
tral control point is not necessary. Growing node is an
endpoint and router for other nodes in the decentralized
network. This naturally increases reliability and scala-
bility of the network. Automated analysis by link, road
exploration and evaluation of network self - healing al-
gorithms remains the most prominent features. By way
of discovery, networks create one or more routes between
the sender and the recipient of the message. Throw away
route failures, trigger renewed discovery and select the
best route for the message through the Evaluation Net-
works.

Moreover, the wireless network of healing itself is typ-
ically pro-active or on-demand, has unique paths and a
dynamic routing framework. Such features affect speed,
delivery, resource and electricity consumption in different
quantities. Continuously updating and reconfiguring pos-
itive research networks [11]. They believe that frequent
link breaks and changes in performance occur and are
structured to continuously explore and strengthen opti-
mum connections. Proactive exploration takes place when
nodes assume that each route is viable and try to find
it. On request however, the discovery only defines routes
that higher-level software requires, allowing the nodes to
save bandwidth and resources and preserve the traffic-free
network.

Further, sometimes the Dynamic Routing is used to
predetermine the end-to-end route and messages are
forwarded to all neighbours and transmitted in accor-
dance with a cost scheme. While this routing system
has the advantage of several complementary routes from
source to end point, it generates much network trade. A
gradient routing of Ad - hoc networks means that wireless
networks provide full dynamic routing [13]. The routing
of GRAd stresses the possibility of redundant routes to
maximize the lowest latencies between originators and
destinations. GRAd deletes message loops by returning a
response to that network traffic when the request reaches
the destination. Maintaining multiple routes increases
memory costs and network traffic, but flexibility and
efficiency in the delivery of messages increase the return.
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3 Evaluation

The survival of the network is an important aspect of re-
liable communication services. Survival consists not only
of robustness against natural failures, accidents or unin-
tended operational errors, but also of failures due to mal-
ice, especially in the context of military networks. Cell
wireless networks provide ubiquitous computing and un-
thread Internet access, but they pose a significant chal-
lenge to survival both because users are cell and com-
munications accessible to everyone [34]. This segment
also discusses the problems, obstacles and research pro-
posals in cellular sustaining networks as a consequence of
our participation in a study program of DARPA’s Mobile
Wireless Information Networks.

3.1 Resilience, Regeneration, Apprecia-
tion, and Reconstruction

Survival focuses on the delivery and maintenance of es-
sential services. Essential services and equipment are the
device features necessary to the accomplishment of mis-
sion objectives. Resistance, recognition and rehabilitation
depend on three key abilities. Resistance is the ability of
a system to repel attacks. Recognition is the ability to
detect attacks, assess damage and compromise and re-
covery characteristics, the ability to provide essential ser-
vices and assets for attacks, to limit damage levels and
to restore full post - attack services. We extend this def-
inition further to require survivable systems to quickly
incorporate lessons from failures, develop and adapt to
emerging threats [4,12]. We call this a refinement of sur-
vival. We may categorize survivable wireless networking
specifications into four categories, including opposition,
identification, recovery and enhancement requirements.

Moreover, the survival criterion can be defined as a
specification technique based on software requirement def-
inition processes. This includes identifying program and
security criteria, permissible and invasive applications,
development needs, operational requirements and evolu-
tion criteria. Essential services and resistance, identifica-
tion and recovery requirements must be established for
entry, exploration and exploitation phases of the assault.
Both methods have driven the research and are proposed
for further study of mobile wireless networks in the fu-
ture [13]. Finally, two distinct aspects of sustainability
span all networking levels. One is access to information
and the second is contact from end-to-end.

The customer would accept obtaining information or
services required to complete the task in the event of fail-
ure or assault in the event of access requirements. For
example, when the network is partitioned, will services or
information be replicated and distributed locally? End-
to-end interactions should not be expected in these cir-
cumstances. In addition, interactive applications and in-
terpersonal communications such as voice calls or dynam-
ically generated information are available in the context of
end-to-end communication requirements. Are current ses-

sions surviving? Does the user should create new sessions
to reach the desired point of contact even with crashes and
attacks? It requires protection of the communication end-
points, and the adversary cannot divide the network in-
definitely. In addition, the opponent cannot permanently
disable access to necessary services, such as routing, au-
thentication, discovery of resources or naming.

3.2 Military and Cellular Network Sur-
vivability

In order to support military operations, use of Wire-
less Networking technologies imposes strict security and
operational obligation on technology such as Transmis-
sion Safety (TRANSEC, COMSEC), Authorization and
Access Controls, Network Infrastructure Safety, Robust-
ness and Performance. Furthermore, the current work
on cell phone network survival focuses mainly on infras-
tructure survival and does not take into account adver-
sarial attacks. They provide insight into the survival
quantification and function of network management tools.
Networks, especially software, are vulnerable during up-
grades [9,17,31]. Therefore, rapid evolution leads to learn-
ing curve problems and over-concentration of traffic or
services in single failure points.

Moreover, deficits of operating and maintaining in-
creasingly complex systems in network management tools
exacerbate this problem. Deployment failures (for exam-
ple, fiber backup circuits) will deactivate fault tolerance
designs. The use of reliable networks ( e.g. SONET-
rings), multi-mode systems, and overlay networks to im-
prove survival requires cell technological improvements [1,
24]. Historically, fixed and wireless providers were vari-
ous administrative bodies, and the reliability of radio links
was poor and low expectations increased. Reliability and
survival issues will become increasingly important in fu-
ture cellular networks.

4 Wireless AD-HOC Network
Safety

4.1 Connectivity Protections

The first big survival goal is to establish and sustain a
network as shown in the Figure 1, where possible. This
allows traditional routing and end-to-end protocols to be
carried out. The goal is to stay steady [26,40,41].

4.2 Foundation Assumptions

There are two separate forms of thought about the area
of all-round wireless networking. One approach (for ex-
ample, Mobile IP) often depends on pre-configured net-
works. The other (ad-hoc networks) solution suggests
that all nodes operate a common ad hoc routing protocol
and that there are no networks. There is a small mix of
heterogeneous wired and wireless networks. The practice
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Figure 1: Survivable connectivity flow structure

of quasi-static naming of nodes and subnetworks on IP
networks is one justification [32,36].

In addition, the exploration and self-configuration of
current networks is not feasible with new technologies.
In any research system, mechanical fullback modes that
enable ad-hoc networking of the nodes of Internet termi-
nals do not exist. Such a multimodal service is essential
for survivable mobile networking, which has an efficient
and smooth transition between basic ad-hoc and infras-
tructure modes [41]. By seamlessly transportation and
application sessions must survive switching between in-
frastructure and ad-hoc modes.

4.3 Auto-configuration Network Layer

Most self-configuration research is about naming and de-
vice creation in heterogeneous networks. They presume
that each network node has both an address and a rout-
ing scheme in advance. This affects overlays at appli-
cation level rather than network bootstrap. Wired net-
work self-configuration is usually limited to a DHCP, Ze-
roconf, or existing unique host identification system such
as IPv6 [14]. Such approaches and strategies involve
unique resources or network identifiers. Surviving nodes
must address the problem of auto-configuring mission-
based naming, routing and signalling in secure network
layer. Safe wireless network automated configuration re-
mains complex because no suitable approaches except for
address-less routing approaches such as diffusion routing
for specific applications and single shared, probabilistic or

gossip-based protocols are established. There is need of
establishing further studies in this scope.

4.4 Private Sensor Network

Many ad-hoc networks that already exist do not require
private nodes. For each node it assumes unique identi-
fiers such as the Ethernet MAC address or IPv6 EUI-64
identification. Common identities present other concerns
about health and confidentiality. Knowing an identifier
of a node does not necessarily reveal the identity of the
user or owner, but may provide hints that pose unaccept-
able risks for topology or traffic analysis. An anonymous
network cannot determistically assign global unique IDs.
The only way to avoid this is to specify an initiator or to
allow random ties. There may be some clustering strate-
gies for certain methodologies, such as amorphic calcu-
lation, anonymous address networks and spare wireless
networks [34].

4.5 Statistical Odds of Detection

The low probability of detection, interception and misuse
of (LPD/LPI/LPE), that is a capability of an enemy to
monitor and manipulate radio energy, is paramount for
most ad - hoc strategic networks. Few techniques can be
used to obscure the radio signature of a node, including
hidden waveforms, space diffusions and lower transmit-
ter capacity. Survival increases as the network becomes
rugged to future opponents. But it makes legal inter-
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actions more difficult; lower transmission power generally
increases the probability of detection of both enemies and
valid nodes [13]. In fact, strategic networks must be able
to deny topology information to opponents.

5 Discussion and Potential Direc-
tion

This section describes two technologies, include centered
drivers for the adaptation and connection of adaptive and
satellite networks with a view to dynamic environments.
This eliminates the need for standardization and deter-
mination of the full range of algorithms, protocols and
hard code in nodes prior to deployment. Only a struc-
ture for the exploration of nodes and protocol agreements
must be established beforehand; radio software is a key
technology.

Despite the standardization and pre-known program,
application and task conditions, mobile wireless networks
are inherently complex and allow for volatile channel con-
ditions. So, network nodes and protocols that learn and
adapt to their environment are required for surviving net-
works. The next step is semantic networking, allowing
potential nodes and networks to know about their envi-
ronment and to take measures to improve sustainability.
In addition, the effects of weakly linked channels and node
mobility can be minimized by satellites and UAVs. Satel-
lites and other airborne nodes offer unique features similar
to ground-based nodes. The high altitude of a satellite al-
lows a very large terrestrial footprint where every ground
node can communicate and communicate optionally to
the satellite.

Furthermore, this benefit, together with the so called
intrinsic transmit power of the satellite, allows the satel-
lite to connect to a large number of earth nodes, providing
a broader spectrum than earth nodes. A satellite occurs
at a predetermined space point at a mobile node. Satel-
lites are geostationary (GEO), whereas small satellites
(MEO) and low-earth satellites (LEO) have computerized
trajectories. UAVs may have predictable pathways (e.g.
shape of tracks). Where satellite footprint represents clus-
ter or cell size, handovers between node and satellite are
more uncommon than between ground-based node and
base station, while gaps in retrieval and registration are
minimised. The altitude that protects the satellite from
overrunning (physical attack) also restricts node mobility.

In particular, survivable networks require more than
conventional reliability and fear to loss. While consider-
able progress has been made on the creation and main-
tenance of connected networks, further research is re-
quired to understand trade-offs towards stealth criteria
(LPI/LPD/LPE). In addition, surviving mobile wireless
networks require that asymmetric, weakly connected and
episodically disconnected links are not defects, but first
class citizens. Agility is also essential and used to improve
survival. We suggest a significant improvement in how
routing algorithms manage communication, encouraging

potential networking in areas where this is not currently
possible.

In addition, research has begun to scratch the surface
because it is not possible or practical to a priori to an-
ticipate the contact environment. It is important that
network nodes and protocols respond to their commu-
nication scenario or tasks. Dynamically flexible proto-
cols, algorithms and parameters using active networking
and software radio technology are key enablers for this
functionality. Aerial nodes like satellites and UAVs also
provide innovative networks in order to alleviate the im-
pacts of isolated and asymmetric connections and mo-
bility. Moreover, the problems of 5G network testing
are identified and defined. Problems as the machine,
telecommunications and services are grouped into three
regions. Some challenges, including multimode terminals,
wireless system discovery, application compatibility and
QoS support, are well explored. Nevertheless, some are
less known. These include selection of systems, stability,
breakdown and life. Research is also required in 5G net-
works to incorporate personal independence, billing and
accounting structures. The discussion in this article not
only demonstrates that much work needs to be done of
terms of transitioning to 5G systems but also illustrates
the need to incorporate current systems so that 5G tech-
nology can be implemented smoothly. 5G networks will
not start quickly without these infrastructures.

6 Conclusions

To sum up, the results from recent studies, including mod-
elling various self-healing devices to assess serviceability,
QoS guarantees for self (configuration, supply, and mon-
itoring facilities), are reviewed in this paper. The theory
of agents described in this paper allows automation a key
element of survivable networks. Notwithstanding efforts
to maintain safety in unlimited networks, the preserva-
tion ethos contributes to tightening security in unlimited
networks. Survivable Network also has interesting areas
for further research.
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Abstract

With the huge increase in the number of network attack
incidents, today’s Cyberspace is facing unprecedented se-
curity threats. In all forms of attacks, Application-layer
distributed denial of service (AL-DDoS) attacks have be-
come one of the severest threats to the security of the
internet. In the paper, we focus on the differences be-
tween AL-DDoS attack behavior and normal access be-
havior, and analyze the internal relationship and attack
homology. Based on the analyses, a detection method
against AL-DDoS attacks is proposed, which uses a re-
lationship graph to reveal the consistency of group be-
haviors of AL-DDoS attacks. We called the relationship
graph the behavior-path, which associates the attack be-
havior with URL access method, protocol type, source file
name, host address and so on. Furthermore, we build up
commutative matrix to construct the behavior-path. At
the same time, we refine the attack behavior characteris-
tics and divide the AL-DDoS attacks into three categories,
which helps to match the behavior path. Finally, with
ensemble learning we implement effectively detection of
attack behavior. The experimental results show that the
novel detection method has highest accuracy of 96.1% to
AL-DDoS attacks.

Keywords: Behavior-path; Cyberspace Security; DDoS;
Flash Crowd; Network Attack

1 Introduction

With the era of the Internet of Things [5], the inter-
connection of all things becomes possible, and today’s
world is more and more dependent on the availability
of Cyberspace. Cyberspace [3], known as the “fifth di-
mensional space”, is just changing the way of traditional
essential life, from work to entertainment, education to
medicine and so on. However, the inherent vulnerabilities

of the web architecture of Cyberspace provide opportu-
nities for various attacks [6]. In all forms of attacks, the
application-layer distributed denial of service (AL-DDoS)
attacks have become one of the severest threats to Cy-
berspace security. The AL-DDoS [13] is different from the
traditional network-layer DDoS. In network layer, DDoS
attackers send lots of redundant packets towards the vic-
tim hosts, whose vulnerabilities exist only on the network
or transport layer. For instance, SYN Flood attackers
keep continually sending useless connection requests with
SYN flags to the server, which exhaust resources of the
server on a massive number of TCP half-connections [28].
In contrast, AL-DDoS perpetrators attack the victims
by masquerading Flash Crowd with numerous benign re-
quests. Flash Crowd refers to the situation in which a very
large number of legitimate users simultaneously access a
popular website. The stealthiness of AL-DDoS makes the
behaviors hardly to be detected, which evade most in-
trusion prevention systems. At the same time, they can
generate enormous amount of traffic toward the victim
and result in substantial loss of service and revenue for
businesses under the attack [8].

One massive AL-DDoS attack [17] happened at ya-
hoo.com on February 7, 2000. Similar attacks also oc-
curred in other websites [22, 26] such as cnn.com, e-
bay.com and Amazon.com. At 7:10 on October 21, 2016
in the United States, hackers manipulated millions of we-
bcams and related DVR, VCRs as ”zombies”, paralyzed
the domain name server (DNS) belonging to Dyn com-
pany via the “Mirai bots” network for DDoS hijacking,
resulting in Twitter, Paypal, Spotifyy, Netflix, Airbn. B,
Github, Reddit and New York Times, which cannot be ac-
cessed, half of the United States into a broken state [5]. A
week later, Singapore Telecom also claims to have suffered
a similar DDoS attack [16]. Hence AL-DDoS attacks are
the most significant security threat that Internet service
providers and users have to face.
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The reason that AL-DDoS attacks become enormous
challenge is as follows. Firstly, AL-DDoS resembles a le-
gitimate network session, which makes them penetrate
through firewall and evade most intrusion prevention sys-
tems. Secondly, there are far more protocols on applica-
tion layer than those on network layer. AL-DDoS perpe-
trators are able to adopt more abundant tactics and intel-
ligent programs to launch attack. Although CAPTHCHA
puzzles [10, 12] are designed for AL-DDoS, such mech-
anism will negatively affect the Quality of Experience
(QoE) to all users. Since users have little patience to do
a CAPTCHA test, a site of CAPTCHA may drive away
legitimate users.

The study in this paper falls in the behavior detection,
as we focus on analysis of the behavior and relationships
of accessing URLs, whether the URLs belong to the same
host address, whether are with the same resource name, or
use the same access method,etc. To represent the abun-
dant semantics of relationships, we first introduces rep-
resentation graph of accessing URL to depict the entity
(nodes or URLs) and relationship as the vertex and edge
of a graph. Then we use behavior-path to reveal the con-
sistency of group behaviors of AL-DDoS attacks. At the
same time, we build up commutative matrix to model the
behavior-path. In short, we make the following major
contributions in this paper:

1) Novel URL relationship representation. Instead of
using network traffic only, we further analyze the re-
lationships among URLs. Through focusing on the
consistency of AL-DDoS attacks,i.e. to access the
same URL or to use the same access method,etc. we
distinguish the malicious behaviors from the benigns
in terms of the internal relations of these ordered
behaviors, especially the behavioral differences from
Flash Crowd.

2) Novel behavior-path and commutative matrix for
URL relationship. In order to represent the inherent
relation and coordination among entities, we adopt
a graph structure to model the access behavior be-
tween node and URL or between URLs, which can be
used to abstract a behavior track, named behavior-
path, from hosts-URLs to the vertex-edge of a graph,
so as to discover the group behavior of joint perpe-
trators. Further the representation of multiple in-
tegrated behavior-paths reconstruct a commutative
matrix for URL relationship.

3) Ensemble learning for AL-DDoS attacks. Given a
network structure with different kinds of entities and
relationships, we can enumerate many link path form
one node to another node with different connection.
However, not all of the behavior-path are useful and
representation for the group feature of AL-DDoS at-
tack. Thus, an optimized way with a supervised
learning, which integrate the behavior-path and com-
mutative matrix, is proposed. We adopt an ensemble

learning algorithm to classify the behaviors and de-
fine weights.

The content of this paper is organized as follows: In
Section 2, we discuss previous works on AL-DDoS detec-
tion. In Section 3, we give details of our methods, which
consist of feature extraction, relationship analysis and al-
gorithms description, ensemble learning. In Section 4, we
present and discuss the obtained experimental results. In
Section 5, we conclude the paper.

2 Related Work

Today’s security situation of Cyberspace is experiencing
an accelerating evolution, which is far more dangerous
than it was ten or even five years ago [2]. DDoS attacks
have become one of the most serious threats to today’s
network of business, industry and other field. The de-
tection technology is an important method against at-
tacks and intrusions before any damage and loss. Re-
searchers at home and abroad have gotten many signif-
icant achievements on network safety and defense, but
attack technology is also evolving, such as polymorphism,
rookit and obfuscation. Detection and antidetection, at-
tack and counter attack, intrusion and antiintrusion have
become a fierce competition from the traditional network-
layer DDoS to the current AL-DDoS. In the application
layer, Web DDoS perpetrators launch attacks through a
flood of legitimate HTTP requests and attempt to let the
server down, which do not saturate the bandwidth of the
victim server through inbound traffic, but through out-
bound traffic [28]. According to a survey [19], Web server
is the primary target of AL-DDoS attack. So far many
studies have focus on Web DDoS attack detection. They
can be categorized into two classes [23]:

1) Detection based on characteristic of traffic flow,
namely in terms of the statistics characteristics of
network traffic [18,25,27,29].

2) Detection based on user behavior, namely the differ-
ent access behavior between DDoS perpetrators and
normal users [1, 9, 14,20,21].

For the first category, Wei Zhou and others [29] put for-
ward a method to detect AL-DDoS attack in backbones
traffic, which constructs a set of models. Through test-
ing the entropy of attacks and Flash Crowd, these models
can be used to recognize the AL-DDoS attack. However,
this method needs plenty of calculation and many sensors.
Yuet al. [24] uses the Sibson distance to measure the sim-
ilarity between the flows and realize the distinction be-
tween the DDoS attack flow and the Flash Crowd flow.
Zhang [27] proposed a detect method according to the en-
tropy of request pages, which is simpler, less calculation,
and is suitable for realtime detection, but it cannot rec-
ognize random request attack. Wanget al. [18] proposed
a HTTP Flood attack detection based on large deviation
statistical model. The method mainly uses the imbalance
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of server page popularity, but there are two problems: one
is some normal users do not satisfy popular page rules,
and the other is that it may lead to misjudgment. This
is because the actual webpages are changing dynamically,
and these changes inevitably affect prior probability dis-
tribution. Yuet al. [25] proposed a method that utilized
correlation coefficient between suspicious flows to detect
AL-DDoS attack. However, detection modules of this
method need to deploy in every router, but most sites
do not have the ability to deploy these devices.

For the second category, Xie Yiet al. [21] utilize a hid-
den semi-Markov model to present the users behavior. It
takes DDoS attack as a kind of abnormal user access and
use hidden semi-Markov model to describe users accessing
behavior. But there are some problems, such as large cal-
culation, complicated process and updating model. In the
paper [20], a detection algorithm based on fuzzy compre-
hensive evaluation is proposed, which exploits user access
behavior as a signal for AL-DDoS attack detection. The
paper [9] introduced wavelets to identify anomalies in net-
work traffic. But wavelet analysis is too complex and can-
not be used for online processing. Oikonomouet al. [11]
built a normal behavior model to distinguish between at-
tackers and normal visitors. Chen [7] proposes a detection
algorithm of AL-DDoS attack based on information en-
tropy. According to the information entropy of URL ac-
cess rate, the algorithm can detect DDoS attack, but not
distinguish between DDoS attacks and Flash Crowd. Ra-
mamoorthiet al. [14] proposed a detection method using
improved SVM, which also distinguishes users according
to the differences between user behaviors, but there are
also some problems. Firstly, normal user behavior pro-
file is hard to obtain. Secondly, its detection model also
cannot be updated in realtime. Junget al. [4] deeply ana-
lyzed the difference between the AL-DDoS and the Flash
Crowd. When Flash Crowd occurs, a large number of ad-
dress cluster recurs, while a large number of new address
cluster will appear with AL-DDoS attacks. The distribu-
tion of access addresses of Flash Crowd is uneven, while
the distribution of access addresses is more uniform when
DDoS attacks.

In this paper, we focus on the behavior process and
internal relationship of URL access with machine learn-
ing, especially analysis difference factors, such as host ad-
dress, access method, and resource name. Furthermore,
we mine the abundant semantics of relationships by mod-
elling behavior-path to reveal the consistency of group be-
haviors of AL-DDoS attacks, and then effectively detect
AL-DDoS attack.

3 Methodology

3.1 Feature Extraction

Feature extraction is the most influential stage in DDoS
attack detection, and it could directly affect the detec-
tion accuracy. If a set of robust features can be found
to represent behaviors of URL access in this stage, the

performance can be significantly improved. In terms of
access behaviors, the AL-DDoS attacks are divided into
three categories [28], including the fixed URL attack, the
random URL attack and traversal URL attack. The URL
access mode for DDoS attack is as the following Table 1.

Table 1: URL access mode for DDoS attack

URL access mode Description

fixed URL
Repeatedly request
the same URL page

random URL
Repeatedly request
random URL pages
(from the same service source)

traversal URL
Repeatedly and Periodically
request a set of URL pages
(from the same service source)

In order to represent the internal relationships of ac-
cess behaviors, we extract six types of relationship of URL
access, including access relationship between user (IP ad-
dress) and URL, protocol relationship of the same ac-
cess protocol type between URLs, host relationship of the
same access host address between URLs, name relation-
ship of the same access source file name between URLs,
method relationship of the same access method between
URLs, intensity relationship of the access intensity from
user to URL. The all relationships are as the following
Table 2.

Table 2: Internal relations of access behaviors

Relationship Description

Access (A)
The source IP node access
a URL page

Protocol (P)
The access protocol type
between two URLs

Host (H)
The access host address
between two URLs

Name (N)
The access source file name
between two URLs

Method (M)
The access function method
between two URLs

Intensity (I) The URL access intensity

Furthermore, in order to characterize and quantify the
internal relationship among the above mentioned Web ac-
cess behaviors, we establish a matrix-based mathematical
representation. The description of each matrix is as the
following Table 3.

3.2 Algorithm Description

Given the analysis of rich relationship types of URL for
AL-DDoS, it is important to model them in a proper way
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Table 3: Description of each matrix

Matrix Element Description

I ikj

If the access intensity
that the kth node access the
jth URL page exceeded a
threshold, ikj =1,
else ikj =0.

A aij

If the ith node access
the jth URL page, aij = 1,
else aij =0.

P pij

If there is same access
protocol type between the ith
URL and the jth, pij =1,
else pij =0.

H hij

If there is same access
host address between the ith
URL and the jth, hij =1,
else hij =0

.

N nij

If there is same access
source file name between the
ith URL and the jth,
nij =1, else nij =0.

M mij

There is same access method
between the ith URL and the
jth. If POST method, mij =1,
else GET method, mij =0.

so that different relations can be better and easier han-
dled. When we adopt machine learning algorithms, it is
also better to distinguish different types of relationships.
Thus, in this section, we introduce how to represent the
Web access by establishing a relationship graph (including
URL and the relationships among them).

The URL and the relationship between different URLs
are defined as a graph, such as G = (V, E). V denotes the
entity set of URLs and E denotes the relationship type
set between URLs. The number of V is expressed as |V |,
|V | > 1,and the same to |E|, |E| > 1. G is a graph with
entities as V and edges as E.

In AL-DDoS detection, there are two types of enti-
ties. The first type is IP address of users that access
the URL, and the second is URL. In the graph G, the
entity is the note of G. There are six types of relations
as the edges of E, for example, user (IP address) access-
ing URL, the same access protocol type between URLs,
the same access host address to URL, the same access
source file name between URLs, the same access method
between URLs, the same access method between URLs,
and the access intensity from user to URL. The differ-
ent source nodes and different relations of URLs drives us
to use a machine-readable representation to diversify the
characteristics among behaviours of web access. In order
to descript the behaviours, we construct a relation track,
called “behavior-path”, which represent the process from

one source node to accessed URLs. When more than one
nodes have the same types of relations, there is a group
behavior that represent a group characteristic.

Definition 1. A behavior-path is a track defined on graph
of application-layer access G = (V, E), and is denoted in
the form as follows:

node1
relation1−→ URL1

relation2−→ URL2. . .
relationi−→ nodej

For example, if there were two nodes which carry out
the AL-DDoS attack with the type of traversal URL, the
scanning range changed from URL1 to URL2 within a
period of time. The relationship is the same access host
address between URL1 and URL2. A typical behavior-
path with the group behavior including two nodes is as
follows:

node1
access−→ URL1

samehost−→ URL2
access−1

−→ node2

where ‘access’ represents the relationship that node1 ac-
cessed URL1. The ‘same host’ represents that there is
the same access host-address between URL1 and URL2.
The ‘access−1’ represents the relationship that URL2 is
accessed by node2.

Definition 2. Given a graph of network G = (V, E),
a commutative matrix Mp for a behavior-path (V1 −→
V2 −→ . . . Vn) is defined as follows:

Mp = GV1V2
GV2V3

GVn−1Vn

Where GViVj is the adjacency commuting matrix from en-
tity Vi to entity Vj. Mp(i, j) that is the of element matrix
Mp represents the number of track between entity Vi and
entity Vj.

The sophisticated behaviors track of AL-DDoS can be
defined by Mp based on behavior-path. Here we set the
Mp matrixas symmetric, which means that there is a
same measure between two entities not only considering
the URLs, but also considering the relationship between
URLs. So the behavior-path is symmetric. In order to
explain the matrix representation, the three categories of
AL-DDoS are analyzed.

1) Fixed URL attack of AL-DDoS. A fixed URL at-
tacker concentrates intensive fire on one or a few of
URLs. For example, the attacker node1 chooses the
URL1 as the target and node2 has launched a coor-
dinated attack on URL2. URL1 and URL2 have the
same relationship such as the same access method
and so on. The node1 and node1 may be only pup-
pets controlled by the same botnet, who have the
same behavior and attack together. The behavior-
path is as follows:

node1
I−→ URL1

H↔ URL2
IT←− nodej

We used the matrix I to filter the node that access
URL with intensity (access intensity or attack inten-
sity) beyond a threshold. Also we adopt the matrix H



International Journal of Network Security, Vol.23, No.2, PP.229-237, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).05) 233

to descript the relation between the victimized URLs
who come from the same host. Thus, we can repre-
sent the coordinated behavior as IHIT . The matrix
is descripted in the Table 3.

Given an example of 5*5 matrix I1. I1 is expressed
as follows:

I =

IP1

IP2

IP3

IP4

IP5


U1 U2 U3 U4 U5

1 1 1 0 0
0 0 1 1 0
0 0 0 0 1
0 0 0 0 0
0 1 0 0 0


The sign Uj stands for an URL and IPi stands for
an IP address. If the node of IPi access the URL of
Uj , the matrix element aij is 1, and else that is 0.
H1 is also an example of 5*5 matrix that represents
the relation between the victimized URLs who come
from the same host.

H1 =

U1

U2

U3

U4

U5


H1 H2 H3 H4 H5

1 0 0 0 0
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 1 0 1 0

 (1)

In Equation (1), aij = 1 shows that the URL (Ui)
belongs the host (Hj). Otherwise, a1,1 shows that
the URL (Ui) don’t belong the host (Hi ).

I1 ·H1 =

IP1

IP2

IP3

IP4

IP5


H1 H2 H3 H4 H5

2 1 0 0 0
0 1 1 0 0
0 0 0 1 0
0 0 0 0 0
1 0 0 0 0

 (2)

Equation (2) shows that the IPi access the Host Hi.
For example, a1,1 = 2 stands for the access intensity
(2) from IP1 to H1.

2) Random URL attack of AL-DDoS

A random URL attack is a low intensity attack, which
imitates the randomness of legitimate users. The
master of botnet usually uses the different puppets,
different protocol (P), different access method (M),
different access source file (N) to disguise as Flash
Crowd, but for attacking the URLs from the same
host address. Thus, the behavior-path can be de-
scripted as follows:

node1
A→ URL1

H→ URL2


P
N
· · ·
M


↔ URL3

HT

←

URL4
AT

← node2

We take the matrix A as the representation of
accessing URL. In the all relation of URLs, the
URLs usually come from the same host. As the
same, consistent attack target, the relation H is in-
evitable. However, the relation P, M, N and so on
are chosen randomly. Hence we can descript the
coordinated behaviors of random URL attacks of
AL-DDoS as AHPHT , AHNHTAT , AHMHTAT ,
even more complex combination AHNPNTHTAT ,
AHNMPMTNTHTAT .

3) Traversal URL attack of AL-DDoS. A traversal URL
attack is also a low intensity attack. The behaviour
is more like Web Crawler. In terms of a sequence,
the attacker periodically access URLs. The behavior-
path can be descripted as follows:

node1
A→


URL1

URL3

· · ·
URLi




H
· · ·
M


→


URL2

URL4

· · ·
URLj

 AT

→ node2

For example, node 1 periodically accesses the tar-
get of the URL set and node2 does the one of an-
other URL set. The two sets have a similar relation-
ship, e.g. coming from a same host address, adopt-
ing same access method and so on. Therefore, we
believe that these two nodes have the same charac-
teristics of group behavior as a traversal URL attack
of AL-DDoS. Hence we can descript the coordinated
behaviors of the traversal URL attacks of AL-DDoS
as AHAT ,AMAT , APAT , ANAT .

3.3 Ensemble Learning

Given the behavior-path Pk, k = 1, 2, · · · ,K. We can
compute the commuting matrix MPk

, which is taken as
an individual learner or weak learner.

M =

K∑
k

αkMPk

where the weights αk > 0. To learn the
weight of each behavior-path, a labelled dataset D =
{(x1, y1), (x2, y2), ..., (xN , yN )} is assumed, where xi ={
x
(1)
i , x

(2)
i , ..., x

(K)
i

}
. Then we use ensemble learning al-

gorithm for AL-DDoS attacks is as the following Algo-
rithm 1.

The schematic diagram of ensemble learning for AL-
DDoS detection is shown in Figure 1.

4 Experimental Result and Anal-
ysis

The experimental hardware and software environment are
shown in Table 4.
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Figure 1: Schematic diagram of ensemble learning for AL-DDoS detection

Algorithm 1 Algorithm procedure

1: Begin
2: input: training dataset
D = {(x1, y1), (x2, y2), ..., (xN , yN )}

3: D1 = (ω11, ..., ω1i, ..., ω1N ), ω1i =
1

N
, i = 1, 2, ..., N

4: for m=1,2,...,M,k=1,2,...,K do

5: if e
(k)
m =

∑N
i=1 ωm,iI(M

(k)
m 6= yi) < 0.5 then

6: M
(x)
m = M

(x)
m

7: else

8: M
(x)
m = M

(x)
m

9: end if
10: end for
11: ωm+1,i =

ωmi

Zm
exp

{
− yi
K

∑K
k=1 α

(k)
m M

(k)
m (x)

}
,

i=1,2,...N
12: f(x)=

∑M
m=1

1
Km

∑K
k=1 α

(k)
m M

(k)
m (x)

13: End

Table 4: Hardware and software environment

Hardware Software
CPU:Intel(R)Core(TM)
i7-8550U@1.80GHz

OS:Windows 10 professional
System type: x64

RAM:8G IDE:PyCharm 2018.3.5 x64
Memory type:
DDR4 2400MHz

Language:Python 2.7,
Matlab 2016a

Our experimental dataset come from the HTTP
dataset CSIC 2010 [15]. The HTTP dataset CSIC 2010
contains thousands of web requests automatically gener-
ated. It can be used for the testing of web attack pro-
tection systems. It was developed at the “Information
Security Institute” of CSIC (Spanish Research National
Council). The dataset is generated automatically and
contains 36,000 normal requests and more than 25,000

anomalous requests [7]. We evaluate the AL-DDoS detec-
tion performance of different methods using the measures
shown in Table 5.

Table 5: Performance indices of AL-DDoS attack

Indices Description

TP
of URL access correctly classified
as attack

TN
of URL access correctly classified
as normal

FP
of URL access mistakenly classified
as attack

FN
of URL access mistakenly classified
as normal

Precision TP/(TP + FP)
Recall TP/(TP + FN)
Accuracy (ACY) (TP + TN)/(TP + TN + FP + FN)

Based on the HTTP dataset CSIC 2010, we use MAT-
LAB software to integrate data and simulate the ac-
cess of the Web server. In the experiment, the scenario
is constructed by the interaction process from 3000 IP
source addresses to 600 URLs access addresses. There
are 300 IP nodes of the fixed URL attack, 600 IP nodes
of the random URL attack, 600 IP nodes of the traverse
URL attack and 1500 legitimate nodes in simulation ex-
periment, whose proportion of all nodes respectively is
10%,20%,20% and 50%. There are 500 of legitimate nodes
(1500) on Flash Crowd, whose proportion of all URLs
is 16.7%, Half of the data is used for training, and the
other half is for testing. The experimental results are
shown in Table 6.

Based on the relationship graph of URL access,
we design a series of mixed matrices, such as IHIT ,
AHPHTAT , AHNHTAT , AHAT , AMAT , APAT ,
ANAT and AHMHTAT . IHIT , which establishes the
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Figure 2: Accuracy of different methods for the different URL modes

Table 6: Detection performance evaluation

Method
URL
mode

ACY TP TN FP FN

IHIT fixed 89.8% 123 461 39 27
AHPHTAT random 93.8% 281 469 31 19
AHNHTAT random 93.3% 274 462 38 26
AHAT traversal 93.6% 265 484 16 35
AMAT traversal 93.9% 278 483 17 32
APAT traversal 93.8% 271 479 21 29
ANAT traversal 94.9% 289 470 30 11
AHMHTAT random 96.1% 292 477 23 8

relation between access intensity and host address, is used
to distinguish the fixed URL attacks. AHPHTAT , which
establishes the relation among URL address, host address,
protocol type, is used to distinguish the random URL at-
tacks. AHNHTAT , which establishes the relation among
URL address, host address, source file name, is used to
distinguish the random URL attacks. AHAT , which es-
tablishes the relation between URL address and host ad-
dress, is used to distinguish the traversal URL attacks.
AMAT , which establishes the relation between URL ad-
dress and access method, is used to distinguish the traver-
sal URL attacks. APAT , which establishes the relation
between URL address and protocol type, is used to dis-
tinguish the traversal URL attacks. ANAT , which estab-
lishes the relation between URL address and source file
name, is used to distinguish the traversal URL attacks.
AHMHTAT , which establishes the relation among URL
address, host address, access method, is used to distin-
guish the random URL attacks. The experimental results
in Table 6 show that the accuracy of AL-DDoS attack
detection is from 89.9% to 96.1%. The novel detection
method can accurately distinguish there kind of AL-DDoS
including the fixed URL attacks, the random URL at-

tacks, the traversal URL attacks.

Figure 2 shows the accuracy of different methods for
the different URL modes.

5 Conclusion and Future Work

With the popularity of the network and the explosive
growth of network traffic, the burst traffic caused by
hotspot events and centralized access often leads into the
Web service congestion and even paralysis. Burst traffic
is usually called “Flash Crowd”. Flash Crowd and DDOS
attacks are essentially different. In all Cyberspace at-
tacks, AL-DDoS attacks have become one of the most dif-
ficult to defend, and the stealthiness of AL-DDoS attacks
make the behaviors hardly to be detected. In this paper,
we further analyze the relationships among URLs. By fo-
cusing on the consistency of AL-DDoS attacks,i.e. to ac-
cess the same URL or to use the same access method,etc.,
we model the behavior-path and commutative matrix,
which can obtain the differences between the normal be-
haviors and the attacks. Then we adopt an ensemble
learning method to integrate the matrix and construct
model. Furthermore, we propose the mixed matrices that
mining internal relationship of URL access and extract
AL-DDoS attack feature. For example, the mixed ma-
trix of IHIT can establish the relation between access
intensity and host address, and then is used to distin-
guish the fixed URL attacks. The experimental results
show that the novel detection method perform well on the
test dataset and achieve the highest accuracy of 96.1%.
In the future work, as we have discussed, there is cur-
rently a lack of big data analysis and experiments on ap-
plication layer network attacks, for example, hundreds of
thousands of zombie machines. Focusing more closely on
the application-layer, in future we plan to further detect
attacks on a larger network scale and more nodes. With
improving experimental conditions and environment, in
subsequent studies we will analyze the complexity of the
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defense technique under increasing the number of simu-
lation nodes. As future work, we also plan to extend the
detection capabilities of the framework, namely by sup-
porting detection with other machine learning algorithms,
which can be used as an improvement of the attack de-
tection.
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Abstract

The traditional certificateless aggregation signcryption
scheme (CLASC) scheme has low computational efficiency
and time-consuming. Therefore, this paper proposes a
novel CLASC with non-bilinear pairings under the cloud
computing environment. Based on the discrete logarithm
problem, it is proved that the new scheme satisfies the
confidentiality and unforgerability under the random ora-
cle model. In the verification phase of the aggregation sig-
nature, the third party’s secret information is not needed,
so the new scheme meets the public verifiability. Com-
pared with the state-of-the-art signcryption schemes, it
reveals that the new scheme can achieve higher security
at a lower computing rate under cloud computing.

Keywords: Certificateless Aggregation Signcryption;
Cloud Computing; Non-bilinear Pairings; Random Ora-
cle Model

1 Introduction

At present, more and more countries have invested in the
research on the cloud computing and achieved fruitful re-
sults. The cloud computing has been widely used in food
safety, public safety, health monitoring, intelligent trans-
portation, security, environmental protection and many
other industries [6, 8, 9, 15]. The network scale has also
been expanding from a laboratory to a building to a com-
munity, and different systems have been integrated. With
the expansion of network scale, the problems of cloud
computing system are exposed. The application indus-
tries of the cloud computing, such as food safety and
intrusion detection, require the cloud computing to be
able to provide fast and accurate response to emergencies,
users and managers, so as to achieve accurate communi-
cation between people and Things [7, 12, 18]. Meanwhile,
it also needs to ensure that the network infrastructure
has an economic deployment. This requires the system
to operate in an efficient, reliable and secure mode, so
cryptography is used to design secure and efficient algo-

rithms and protocols, which is the focus of cloud comput-
ing research. The core technology to ensure information
security is modern cryptography, which can ensure the
confidentiality, integrity, availability and non-repudiation
of information in the network environment. Where, confi-
dentiality can be achieved by encryption, and authentica-
tion can be achieved by digital signature [21]. If you need
to achieve confidentiality and authentication, the tradi-
tional public key cryptography is to use ”sign first and
then encrypt”, but this method is inefficient. In 1997,
Zheng et al. proposed the concept of signcryption and
gave a specific scheme [20]. In 2002, Baek et al. de-
fined the security model of signcryption scheme for the
first time [2]. In practical application, when there are a
large number of signers, recipients need to verify multiple
ciphertexts at the same time. In order to enhance the ef-
ficiency of ciphertext validation, Selvi et al. [13] proposed
the concept of aggregation signature making full use of the
advantages of aggregation signature. In 2003, AlRiyami et
al. [4] first proposed the certificateless aggregation sign-
cryption (CLASC) system, which not only avoided the
problem of public key certificate management and ver-
ification, but also solved the key escrow problem. In
2008, Barbosa et al. [1] proposed a certificate-free sign-off
scheme for the first time and presented its corresponding
security model. Subsequently, references [16, 17, 19] pro-
posed the certificateless aggregation signcryption scheme.

2 Preliminaries

The equation of the elliptic curve is defined as y2 = x3 +
ax+ b (a, b ∈ Fp) on Fp( Fp represents a finite field with
p elements, p > 3 is prime). The discriminant is 4a3 +
27b2 6= 0 mod p. A set of all solutions on the elliptic
curve and an infinite pointO is represented by E(Fp), that
is, E(Fp) = {(x, y)|x, y ∈ Fp}, and satisfies the equation
y2 = x3 + ax+ b ∪O. The number of points on E(Fp) is
represented by q, which becomes the order of the elliptic
curve.
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• Discrete logarithm problem (DLP). Let G be an addi-
tive cyclic group with order q, and P is the generator
of G. For b ∈ Z∗q , finding an integer makes b = aP
be difficult.

• Computational Diffie-Hellmanproblem (CDHP). For
unknown a, b ∈ Z∗q , computing abP is difficult.

3 The Proposed Security Model

The security model for certificateless signcryption
schemes is introduced by Barbosa and Farshim (2008).
In this section, we propose a security model for certifi-
cateless aggregate signcryption schemes. The ciphertext
indistinguishability and the existential unforgeability se-
curity models are used to capture the confidentiality and
authenticity requirements, respectively. As for the ad-
versarial model, we follow the common approach in the
certificateless setting, which considers two types of adver-
saries. A Type I adversary AI who does not have access
to the master secret key but can replace the public key of
any entity with another value and a Type II Adversary
AII who has access to the master secret key but is unable
to perform public key replacement. We now define the
required security games to capture.

The confidentiality property is defined based on the
concept of indistinguishability of encryptions under adap-
tively chosen ciphertext attacks (IND-CCA2). We define
the following two games against Type I and Type II ad-
versaries.

Game I. The game is performed by a challenger C and
a Type I adversary AI .

1) Initialization. C runs the Setup algorithm to gener-
ate a master secret key msk and the public system
parameters params. C keeps msk secret and gives
params to AI . Note that AI does not know msk.

2) Phase 1. A polynomially bounded number of the
following queries is performed by AI . The queries can
be made adaptively so that answers to the previous
queries might affect subsequent ones.

a. RequestPublicKey. When AI supplies an iden-
tity IDu and requests u’s public key, C responds
with the public key Pu for the identity.

b. ExtractPartialPrivateKey. When AI supplies
an identity IDu and requests u’s partial private
key, C responds with the partial private key Du

for the identity.

c. ReplacePublicKey. When AI supplies an iden-
tity IDu and a new valid public key value P ′u;
C replaces the current public key value with the
value P ′u.

d. ExtractSecretV alue. When AI requests the se-
cret value of an identity IDu, the challenger re-
turns the secret value xu of u. The public key
of u should not have been replaced by AI .

e. Signcrypt. When AI submits a sender with an
identity IDS , a receiver with an identity IDR,
a message M and some state information ∆ to
the challenger, C responds by running the Sign-
crypt algorithm on the message M , the state in-
formation ∆, the sender’s private key (DS , xS)
and the receiver’s public key PR.

f. AggregateUnsigncrypt. When AI submits an
aggregate ciphertext c, some state information
∆, senders with identities IDi

n
i=1 and a receiver

with the identity IDR, C checks the validity of
c and if it is a valid ciphertext, then C returns
the result of running the AggregateUnsigncrypt
algorithm on the ciphertext c, the state infor-
mation ∆, the receiver’s private key (DR, xR)
and the senders’ public keys Pi

n
i=1.

3) Challenge. When Phase 1 ends, the adversary out-
puts n + 1 distinct identities ID∗i

n
i=1, ID∗R, some

state information ∆∗ and two sets of n messages
M∗0 = m∗0i

n
i=1, M∗1 = m∗1i

n
i=1. Now, a bit µ is ran-

domly chosen by C who then produces c∗ as the ag-
gregate signcryption of messages M∗µ using the state
information ∆∗, the private keys corresponding to
ID∗i

n
i=1 and the public key and the identity of u∗R.

The challenger returns c∗ to the adversary.

4) Phase 2. The adversary can continue to probe the
challenger as in Phase 1.

5) Response. The adversary returns a bit µ′.

We say that the adversary wins the game if µ′ = µ,
subject to the following conditions:

1) AI never queries the partial private key for ID∗R.

2) AI cannot make an AggregateUnsigncrypt query on
c∗ under ID∗R and ID′i

n
i=1 where at least for one i,

ID∗i = ID′i. The only exception is when the public
key P ∗i of all of the senders ID∗j with ID∗j = ID′j or
that of the receiver P ∗R used to signcrypt M∗µ have
been replaced after the challenge was issued.

The advantage of AI is defined as follows:

AdvIND−CLASC−CCA2
AI

= |2Pr[µ′ − µ]− 1|.

where Pr[µ′ − µ] denotes the probability that µ′ = µ.

Game II. The game is performed by a challenger C and
a Type II adversary AII .

1) Initialization. C first generates (params,msk) and
outputs them to AII .

2) Phase 1. AII may adaptively make a polynomially
bounded number of queries as in Game I. The only
constraint is that AII cannot replace any public keys.
Note that since AII knows the master secret key, it
can compute the partial private key of any identity.
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Figure 1: WSN architecture

3) Challenge. When Phase 1 ends, the adversary out-
puts n + 1 distinct identities ID∗i

n
i=1, ID∗R, some

state information ∆∗ and two sets of n messages
M∗0 = m∗0i

n
i=1, M∗1 = m∗1i

n
i=1. Now, a bit µ is ran-

domly chosen by C who then produces c∗ as the ag-
gregate signcryption of messages M∗µ using the state
information ∆∗, the private keys corresponding to
ID∗i

n
i=1 and the public key and the identity of u∗R.

The challenger returns c∗ to the adversary.

4) Phase 2. The adversary can continue to probe the
challenger as in Phase 1.

5) Response. The adversary returns a bit µ′.

We say that the adversary wins the game if µ = µ′,and
the following constraints are fulfilled:

1) AII never queries the secret value for the challenge
identity ID∗R.

2) In Phase 2, AII cannot make an AggregateUnsign-
crypt query for the challenge ciphertext c∗ under
ID∗R, where at least for one i, ID∗i = ID′i.

As in Game I, the advantage of AII is defined as fol-
lows:

AdvIND−CLASC−CCA2
AII

= |2Pr[µ = µ′]− 1|.

4 Proposed Certificateless Aggre-
gation Signcryption Scheme

This paper proposes a novel Certificateless aggregation
signcryption Scheme (CLASC) under cloud computing.
A complete cloud computing system is composed of sen-
sory node (SNi, 1 ≤ i ≤ n), gateway node (GN), cloud
platform server (CPS) and application terminal (AT ), as
shown in Figure 1.

The function of the SN is to transmit the collected
data hop by hop along other sensing nodes and send it
to the gateway node. The gateway node automatically
saves the data and periodically transfers the automati-
cally collected data to the Internet cloud platform server
within a certain time interval. The cloud platform server
sends the data to the application terminal for decryption
and analysis. The cloud platform server is honest and

reliable, responsible for system management and mainte-
nance, including SN , GN and AT registration, private
key distribution, etc. The cloud platform server commu-
nicates wirelessly with GN , GN and SN , and GN and
GN . The implementation process is as follows:

1) System initialization. The algorithm is executed by
GN . Enter the security parameter k and select a
large prime number q > 2k. Let G be a cyclic
group of elliptic curves. And P is the generator of
G. GN selects four collash-resistant hash functions:
H1 : 0, 1∗ × G × G → Z∗q , H2 : G × G → Z∗q ,
H3, H4 : G × G × G × G → Z∗q . GN randomly
selects the master key s ∈ Z∗q and preserves it se-
cretly. GN computes the master key Ppub = sP .
CPS publishes system public parameter params =
{q, P,G, Ppub, H1, H2, H3}.

2) Key generation. This step is performed by SNi. SNi
randomly selects secret value xi ∈ Z∗q and saves it,
then computes Xi = xiP . The (IDi, Xi) is sent to
CPS. Where xi is the private key and Xi is the
public key.

3) Part private key generation. This step is performed
by the CPS. CPS randomly selects the secret
value ri ∈ Z∗q and calculates Ri = riP , hi1 =
H1(IDi, Ri, Xi), Di = ri + shi1. And it sends
(Ri, Di) to each sensing node SNi through the se-
curity channel. Where Ri is the user’s partial public
key and Di is the user’s partial private key. So, the
private key of SNi is SKi = (Di, xi), and the pub-
lic key is PKi = (Ri, Xi). Similarly, the private key
of the application terminal AT is SKB = (DB , xB),
and the public key is PKB = (RB , XB).

4) Individual signcryption. The algorithm is imple-
mented by SNi. The steps for encrypting the mes-
sage mi sent by SNi to AT are as follows.

a. SNi randomly selects ki, ti ∈ Z∗q .

b. Computing Ki = kiP , Ti = tiP .

c. Computing Qi1 = kiXB , Qi2 = ti(RB +
PpubH1(IDB , RB , XB)).

d. Computing hi2 = H2(Qi1, Qi2).

e. Encrypting Ci = hi2 ⊕ (mi||IDi).

f. Computing hi3 = H3(Ci, Qi1, Qi2,Ki), hi4 =
H4(Ci, Qi1, Qi2, Ti).

g. Signature. Si = ki + ti + hi3Di + hi4xi.

The signcryption of the key mi sent by SNi to AT is
σi = (Ci,Ki, Ti, Si).

5) Aggregation signcryption. The algorithm is executed
by the gateway node CN . It receives signcryptioner’
information σi = (Ci,Ki, Ti, Si), the aggregator CN
calculates S =

∑n
i=1 Si. Then the aggregation sign-

cryption is σ = ({Ki, Ti, Ci}ni=1, S
′), and it is sent to

AT .
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6) De-signcrypt. This step is performed by the appli-
cation terminal AT . The steps to decrypt the sign-
cryption σi = (Ci,Ki, Ti, Si) sent by AT to SNi are
as follows:

a. Computing Qi1 = kixB , Qi2 = Ti(rB +
sH1(IDB , RB , XB)) = TiDB .

b. Computing hi2 = H2(Qi1, Qi2).

c. Decrypting (mi||IDi) = hi2 ⊕ Ci.

d. Computing hi3 = H3(Ci, Qi1, Qi2,Ki), hi4 =
H4(Ci, Qi1, Qi2, Ti).

It verifies that whether the signature is correct SiP =
Ki +Ti +hi3(Ri +PpubH1(Di, Ri, Xi)) +hi4Xi. If it
is correct, it proves that the aggregation signcryption
is valid, and outputs (mi||IDi). Otherwise, output
false.

7) Aggregation de-signcrypt. This step is performed by
the application side AT . The decryption steps of
signcryption σ = ({Ki, Ti, Ci}ni=1, S

′) sent by AT to
SNi are as follows:

a. Computing Qi1 = kixB , Qi2 = Ti(rB +
sH1(IDB , RB , XB)) = TiDB .

b. Computing hi2 = H2(Qi1, Qi2).

c. Decrypting (mi||IDi) = hi2 ⊕ Ci.

d. Computing hi3 = H3(Ci, Qi1, Qi2,Ki), hi4 =
H4(Ci, Qi1, Qi2, Ti).

It verifies that whether the signature is cor-
rect SP =

∑n
i=1Ki +

∑n
i=1 Ti +

∑n
i=1 hi3(Ri +

PpubH1(Di, Ri, Xi)) +
∑n
i=1 hi4Xi. If it is correct,

it proves that the aggregation signcryption is valid,
and outputs (mi||IDi). Otherwise, output false.

5 Analysis of Proposed Scheme

5.1 Correctness of Proposed Scheme

Theorem 1. The receiver can verify the correctness of
the signcryption and aggregation signature, and can get
the correct decrypted plaintext m1.

Proof.

1) AT can verify the correctness of signcryption σi =
(Ci,Ki, Ti, Si).

SiP = [ki + ti + hi3Di + hi4xi]P

= [ki + ti + hi3Di + hi4xi]P

= Ki + Ti + hi3(Ri + PpubH1(IDi, Ri, Xi))

+ hi4Xi

2) AT can verify the correctness of aggregation sign-
cryption σ = ({Ki, Ti, Ci}ni=1, S).

SP =

n∑
i=1

[ki + ti + hi3Di + hi4xi]P

=

n∑
i=1

[Ki + Ti + hi3Di + hi4(Ri + PpubH1(IDi, Ri, Xi))]

=

n∑
i=1

Ki +

n∑
i=1

Ti +

n∑
i=1

[hi3(Ri + PpubH1(IDi, Ri, Xi))]

+

n∑
i=1

hi4Di

3) AT can obtain the correct decrypted plaintext mi.

hi2 = H2(Qi1, Qi2)

= H2(kiXB , ti(XB +RB + PpubH1(IDB , RB , XB)))

= H2(kixBP, tiP (xB + rB + sH1(IDB , RB , XB)))

= H2(kiXB , Ti(xB + rB + sH1(IDB , RB , XB)))

= H2(KixB , TiDB)

= h′i2

Since SNi encrypts the plaintext by calculating Ci =
hi2 ⊕ (mi||IDi). AT decrypts ciphertext by calculating
mi||IDi = h′i2 ⊕ Ci, and hi2 = h′i2, CPS can finally get
the correct plaintext.

5.2 Unforgeability of Proposed Scheme

Theorem 2. In the case of random prediction model and
DLP situation, the proposed CLASC scheme in this paper
is unforgeability under adaptive selective message attack.

Lemma 1. Under the random prediction model, if there
is a probability polynomial time attacker AI wins the game
with a non-negligible probability, then there is algorithm
C1 that can solve the DLP (where AI can execute at most
qHi

(i = 1, 2, 3, 4) times of Hi query, qSK times of private
key query, qPSK times of partial private key query, qPK
times of public key query and qSC times of signcryption
query. The user number of aggregation signcryption is n).

Proof. Supposing algorithm C1 is a DLP solver with input
tuple (P, bP ), where b ∈ Z∗q is unknown. The goal is to
compute b with AI as the challenger of the subroutine.
C1 maintains the following six lists L1, L2, L3, L4, LID
and LSC to record query data for predictor H1, H2, H3,
H4, user creation and signcryption, respectively. The list
is initialized with empty.

• System initialization stage. C1 sets Ppub = bP (here
b is the default system key and secret to AI , se-
lects and sends the system parameter params =
{q, P,G, Ppub, H1, H2, H3} to the adversary AI .

• Query phase.
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1) H1 query. C1 maintains list L1 = {IDi, Ri,
Xi, hi1}. When AI inputs (IDi, Ri, Xi), C1 re-
sponds to this challenge in the following ways.
If the query for this (IDi, Ri, Xi) already exists
in the list L1, then it returns the correspond-
ing hi1 to AI . Otherwise, C1 randomly selects
hi1 ∈ Z∗q , adds {IDi, Ri, Xi, hi1} to listing L1

and returns to AI .

2) H2 query. C1 maintains list L2 = {Qi1, Qi2,
hi2}. When AI inputs (Qi1, Qi2), C1 responds
to this challenge in the following ways. If the
query for (Qi1, Qi2) already exists in the list
L2, then it returns the corresponding hi2 to AI .
Otherwise, C1 randomly selects hi2 ∈ Z∗q , adds
{Qi1, Qi2, hi2} to listing L2 and returns hi2 to
AI .

3) H3 query. C1 maintains list L3 = {Ci, Qi1, Qi2,
Ki, hi3}. When AI inputs {Ci, Qi1, Qi2,Ki}, C1

responds to this challenge in the following ways.
If the query for {Ci, Qi1, Qi2,Ki} already exists
in the list L3, then it returns the corresponding
hi3 to AI . Otherwise, C1 randomly selects hi3 ∈
Z∗q , adds {Ci, Qi1, Qi2,Ki, hi3} to listing L3 and
returns hi3 to AI .

4) H4 query. C1 maintains list L4 = {Ci, Qi1, Qi2,
Ti, hi4}. When AI inputs {Ci, Qi1, Qi2, Ti}, C1

responds to this challenge in the following ways.
If the query for {Ci, Qi1, Qi2, Ti} already exists
in the list L4, then it returns the corresponding
hi4 to AI . Otherwise, C1 randomly selects hi4 ∈
Z∗q , adds {Ci, Qi1, Qi2, Ti, hi4} to listing L4 and
returns hi4 to AI .

5) User creation query. C1 maintains initialization
list LIDi

= {IDi, hi1, Di, ri, Ri, xi, Xi}. It sub-
mits user IDi, if {IDi, hi1, Di, ri, Ri, xi, Xi} al-
ready exists in LIDi , then it will be ignored.
Otherwise, C1 executes the H1 query and ob-
tains the hi1. If IDi = IDj , C1 randomly
selects rj , xj ∈ Z∗q , calculates Rj = rjP and
Xj = xjP , inserts {IDj , hj1,⊥, rj , Rj , xj , Xj}
into LID. Otherwise, C1 randomly selects
Di, xi ∈ Z∗q , computes Ri = DiP − hi1Ppub and
Xi = xiP , inserts {IDj , hj1,⊥, rj , Rj , xj , Xj}
into LID.

6) Partial private key query. AI submits the user
IDi. C1 makes the following response: if IDi =
IDj , C terminates the game; Otherwise, C1 re-
turns Di to AI .

7) Private key query. AI submits user identity
IDi. C1 returns the corresponding xi to AI .

8) Public key query. AI submits IDi, C1 returns
public key (Ri, Xi) corresponding to IDi as re-
sponse.

9) Public key substitution query. AI adopts a new
public key (X ′i, R

′
i) to replace the original public

key (Xi, Ri) of the signcryption IDi.

10) Signcryption query. C1 maintains initializa-
tion list LSC = {mi, IDi, IDB , Ki, Ti, hi2,
hi3, hi4, Si, ci}. AI submits un-signcryption
information mi, sender identity IDi and re-
ceiver identity IDB . If IDi = IDj , C1

randomly selects Si, hi3, hi4, ki ∈ Z∗q , cal-
culates Ki = kiP , Ti = SiP − hi3xj −
hi4Dj −Ki and hi2 = H2(KixB , Ti(xB + rB +
sH1(IDB , RB , XB))). It queries list L3 and L4,
if L3 exists in (Ci, Qi1, Qi2,Ki, h

′
i3) or L4 ex-

ists in (Ci, Qi1, Qi2,Ki, h
′
i4), and hi3 6= h′i3 ∨

hi4 6= h′i4, C1 re-selects (Si, hi3, hi4, ki). Oth-
erwise, C1 computes Ci = hi2 ⊕ (mi||IDi)
and returns ciphertext σi = (Ci,Ki, Ti, Si).
If IDi 6= IDj , C1 is calculated accord-
ing to the signcryption algorithm. Hi query
and key query are performed as required,
and then the signcryption message σi =
(Ci,Ki, Ti, Si) is returned. Finally, C1 in-
serts {mi, IDi, IDB ,Ki, Ti, hi2, hi3, hi4, Si, ci},
(Ci, Qi1, Qi2,Ki, hi3) and (Ci, Qi1, Qi2, Ti, hi4)
into the LSC , L3 and L4, respectively.

• Forgery phase. After the query phase, AI sub-
mits the challenge user identity (IDj , IDB), the
challenge message mj and its signcryption cipher-
text (Cj ,Kj , Tj , Sj). C1 calculates the hi2 =
H2(KixB , Ti(xB + rB + sH1(IDB , RB , XB))) to de-
crypt the message mj = hi2 ⊕ Cj . Accord-
ing to the forking lemma [5], C1 uses predic-
tor replay attack technique that can obtain two
legal signatures (mj , IDj , IDB ,Kj , Tj , hj3, hj4, Sj)
and (mj , IDj , IDB ,Kj , Tj , h

′
j3, hj4, S

′
j), where Si 6=

S′j , hj3 6= h′j3 and it satisfies:

Sj = kj + tj + hj3Dj + hj4xi.

S′j = kj + tj + h′j3Dj + hj4xi.

Therefore, C1 calculates:

S′j − Sj = (h′j3 − hj3)Dj .

b =
S′j − Sj − (h′j3 − hj3)rj

(h′j3 − hj3)H1(IDj , Rj , Xj)
.

The results are as the response to DLP. Therefore, C1

successfully obtains an example of DLP problem. The
advantage of successfully solving DLP problems is:

ε′ = ε
1

qPSK + n
(1− 1

qPSK + n
)qPSK+n−1.

So Theorem 2 and Lemma 1 are correct.

Lemma 2. Under the random prediction model, if there
is a probability polynomial time AII attacker wins the
game with a non-negligible probability, then there is al-
gorithm C2 that can solve the DLP (where AII can exe-
cute at most qHi

(i = 1, 2, 3, 4) times of Hi query, qSK
times of private key query, qPSK times of partial private
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key query, qPK times of public key query and qSC times
of signcryption query. The user number of aggregation
signcryption is n).

Proof. Supposing algorithm C2 is a DLP solver with input
tuple (P, bP ), where b ∈ Z∗q is unknown. The goal is to
compute b with AI as the challenger of the subroutine.
C1 maintains the following six lists L1, L2, L3, L4, LID
and LSC to record query data for predictor H1, H2, H3,
H4, user creation and signcryption, respectively. The list
is initialized with empty.

• System initialization stage. Supposing Ppub =
sP , s ∈ Z∗q . The system parameter params =
{q, P,G, Ppub, H1, H2, H3}, C2 sends (q, P,G, Ppub, s)
to AII .

• Query phase. AII performs the following polynomial
bounded query.

1) H1, H2, H3, H4 queries are same as Theorem 1.

2) User creation query. C2 maintains initializa-
tion list LIDi

= {IDi, hi1, Di, ri, Ri, xi, Xi}. It
submits user IDi, if {IDi, hi1, Di, ri, Ri, xi, Xi}
already exists in LIDi , then it will be ig-
nored. Otherwise, C2 executes the H1 query
and obtains the hi1. If IDi = IDj ,
let Xj = bP , it calculates Rj = rjP
and Dj = rj + sH1(IDj , Rj , Xj), inserts
{IDj , hj1,⊥, rj , Rj , xj , Xj} into LID. Other-
wise, C2 randomly selects Di, xi ∈ Z∗q , com-
putes Ri = riP and Xi = xiP , inserts
{IDj , hj1,⊥, rj , Rj , xj , Xj} into LIDi

.

3) Partial private key query. AII submits the user
IDi. C2 makes the following response: if IDi =
IDj , C2 terminates the game; Otherwise, C2

returns corresponding Di to AII .

4) Private key query. AII submits user identity
IDi. C2 makes the following response: if IDi =
IDj , C2 terminates the game; Otherwise, C1

returns xi to AI .

5) Public key query. AII submits IDi, C1 returns
public key (Ri, Xi) corresponding to IDi as re-
sponse.

6) Public key substitution query. AII submits IDi

and X ′i, if IDi = IDj , C2 terminates the game;
Otherwise, AII adopts X ′i to replace the original
public key Xi of the signcryption IDi.

7) Signcryption query. C2 maintains initializa-
tion list LSC = {mi, IDi, IDB , Ki, Ti,
hi2, hi3, hi4, Si, ci}. AII submits un-
signcryption information mi, sender identity
IDi and receiver identity IDB . If IDi =
IDj , C1 randomly selects Si, hi3, ti ∈ Z∗q ,
calculates Ti = tiP , Ki = SiP − hi3(xi +
Dj) − Ti and hi2 = H2(KixB , Ti(xB + rB +
sH1(IDB , RB , XB))). It queries list L3 and L4,
if L3 exists in (Ci, Qi1, Qi2,Ki, h

′
i3) or L4 exists

in (Ci, Qi1, Qi2,Ki, h
′
i4), and hi3 6= h′i3 ∨ hi4 6=

h′i4, C2 re-selects (Si, hi3, hi4, ti). Otherwise, C2

computes Ci = hi2 ⊕ (mi||IDi) and returns ci-
phertext σi = (Ci,Ki, Ti, Si). If IDi 6= IDj , C1

is calculated according to the signcryption algo-
rithm. Hi query and key query are performed
as required, and then the signcryption message
σi = (Ci,Ki, Ti, Si) is returned. Finally, C2 in-
serts {mi, IDi, IDB ,Ki, Ti, hi2, hi3, hi4, Si, ci},
(Ci, Qi1, Qi2,Ki, hi3) and (Ci, Qi1, Qi2, Ti, hi4)
into the LSC , L3 and L4, respectively.

• Forgery phase. After the query phase, AII sub-
mits the challenge user identity (IDj , IDB), the
challenge message mj and its signcryption cipher-
text (Cj ,Kj , Tj , Sj). C2 calculates the hi2 =
H2(KixB , Ti(xB + rB + sH1(IDB , RB , XB))) to de-
crypt the message mj = hi2 ⊕ Cj . Accord-
ing to the forking lemma [5], C2 uses predic-
tor replay attack technique that can obtain two
legal signatures (mj , IDj , IDB ,Kj , Tj , hj3, hj4, Sj)
and (mj , IDj , IDB ,Kj , Tj , h

′
j3, hj4, S

′
j), where Si 6=

S′j , hj3 6= h′j3 and it satisfies:

Sj = kj + tj + hj3Dj + hj4xi

S′j = kj + tj + hj3Dj + h′j4xi

Therefore, C2 calculates:

S′j − Sj = (h′j4 − hj4)xj

b =
S′j − Sj

(h′j4 − hj4)

The results are as the response to DLP. Therefore, C2

successfully obtains an example of DLP problem. The
advantage of successfully solving DLP problems is:

ε′ = ε
1

qPSK + n
(1− 1

qPSK + n
)qPSK+n−1

So Lemma 2 is correct.

5.3 Confidentiality of Proposed Scheme

Theorem 3. Under the random prediction model, based
on CDHP, the proposed CLASC scheme in this paper is
indistinct under the adaptive selective ciphertext attack,
that is, IND-CLASC-CCA2 is security.

Lemma 3. Under the random prediction model, if there
is a probability polynomial time adversary AI (AII) wins
the game with non-negligible probability, then there is an
instance of CDPH where the challenger can solve with
non-negligible probability.

The proof method of Lemma 3 is similar to the confi-
dentiality proof in document [5]. Due to the limited space,
we will not give the process.
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Table 1: Comparison of computation and security performance of aggregation signcryption

Scheme PF-CLRSC PAS ESAS ASS Proposed
signcryption np+ne np+2ns ne+4ns 3ne+np+ns (2n+1)s
De-signcrypt (2n+3)p+(n+1)s 3p+np (2+n)p+ns np+ns (5n+1)s
Total operation ne+(3n+3)p+(n+1)s (2n+3)p+2ns ne+5ns+(n+2)p 2np+3ne+2ns (7n+2)s
Cost consumption 72.06n+60.85 41.68n+60.03 35.36n+40.02 75.28n 5.81n+1.66
Security Provable Provable Provable Provable Provable

Security Security Security Security Security
Public verifiability YES NO NO NO YES

5.4 Public Verifiability of Proposed
Scheme

In this scheme, any third party can verify the following
equation when there is a dispute between the signcryption
sender and the signcryption receiver about the authentic-
ity of the aggregation signcryption text.

SP =

n∑
i=1

Ki +

n∑
i=1

Ti +

n∑
i=1

hi3W +

n∑
i=1

hi4Xi

W = Ri + PpubH1(IDi, Ri, Xi).

Because the verification of this equation does not re-
quire the participation of the receiver, and does not re-
quire any secret information of the signcryptioner, so the
scheme is publicly verifiable.

5.5 Performance Analysis and Discussion

In order to compare the computational efficiency of the
proposed scheme, it is assumed that there are n users
participating in the scheme. In here, three operations are
considered: the exponential operation (e), the multiplica-
tion operation on group G(s), and the bilinear pair oper-
ation (p). Compared with the three operations, the effect
of hashing and XOR operation on the overall efficiency is
negligible.

In the proposed scheme, in the signcryption phase, n
signcryptioners calculate Qi1 = kiXB , Qi2 = ti(RB +
PpubH1(IDB , RB , XB)) that requires 2n+ 1 point multi-
plication operations. The value of PpubH1(IDB , RB , XB)
is fixed, it only needs to be calculated once. In the de-
signcrypt phase, computing SP , Qi1 = KixB , Qi2 =
TiDB needs 5n+ 1 point multiplication operations.

As can be seen from Table 1, when the same number
of messages are executed with aggregation signcryption,
the operation efficiency of this scheme is greatly improved
compared with the schemes in references [3, 10, 11, 14].
Compared with the scheme with relatively high operation
efficiency, the operation efficiency is improved by nearly 6
times. From the perspective of the security performance
of the scheme, only reference [14] and proposed scheme
satisfy the public verifiability. Considering the operation
efficiency and security of the scheme, this scheme is better
than the above four schemes.

The following is an example of two-column Table 1.

6 Conclusion

Aggregation signcryption has many features such as en-
cryption, signature and batch processing, it is of great
application value in the cloud computing environment.
In order to improve the computational efficiency of certifi-
cateless aggregation signcryption, an non-bilinear pairless
aggregation signcryption scheme is proposed based on the
random prediction model. Compared with the existing
schemes, this scheme has a faster computing speed and
is more suitable for application in the Internet of Things.
In the future, we will research deep learning methods to
improve the certificateless aggregation signcryption.
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Abstract

Security threats posed by free apps with advertising have
become a significant concern recently. An app developer
must put at least one Software Development Kit (SDK),
called ad library (ad lib), into his or her host program and
compile the host program and ad-lib(s) into an executable
Android Package (APK) file. Therefore, the ad-lib(s) be-
come part of the APK and have all permissions granted
to the app. This study proposes a method of evaluat-
ing apps’ security focusing on two types of threats: (1)
permission misuse of ad-libs in an app and (2) the risk
of linked URLs when an app is executing. For the first
concern, this study observes the SecurityException and
checkPermission mechanisms used by ad-libs to attempt
permission misuse. For the second concern, this study
conducts both static and dynamic analyses to identify all
possible linked URLs of an app and evaluates their risks
through third-party utilities. The two issues addressed in
this paper are beyond the reach of traditional anti-virus
software, which normally inspects the codes and is nor-
mally unable to determine threats posed by embedded
ad-lib(s) and linked URLs, because embedded ad-lib(s)
may steal personal information using the host app’s per-
missions, and the danger of linked URLs does not lie in
the app itself. The proposed system thus complements
traditional anti-virus software to ensure free-app users’
security and privacy.

Keywords: Ad Lib; CheckPermission; Permission Misuse;
URL (Uniform Resource Locator); SecurityException

1 Introduction

An ad library (ad lib) is a Software Development Kit
(SDK) that allows app developers to get advertisement
income from their apps. However, ad libs also pose po-
tential security risks that traditional anti-virus software is
not designed to detect. Moreover, linked URLs may pose
a security threat when an app is executed. Kaspersky
Lab [7] detected 905,174 malicious installation packages

and recognized 113,640,221 unique URLs as malicious in
Q1 2019. In addition, the number of advertising apps
(adware) doubled compared to Q4 2018. In recent years,
many noticeable security incidents have been related to
ad libs and their connected URLs.

A malware named RottenSys, disguised as an app of
System Wi-Fi service, appeared in 2018 and was esti-
mated to have infected 5 million brand new smartphones
through a supply chain attack [13]. In addition to display-
ing uninvited ads, CheckPoint researchers found that Rot-
tenSys was designed to download and install some compo-
nents from its C&C server, which means the attackers can
easily fully control the infected devices. Another family of
malware, called Tekya, was disclosed in 2020 and gener-
ated fake clicks on ads and banners delivered by some well-
known ad libs, like Google’s AdMob [10]. According to
the report, more than 56 apps with malware were down-
load and installed on almost 1.7 million devices before
CheckPoint found out about them. Kaspersky Lab iden-
tified an Android malware called Loapi [11]. Users’ mo-
bile phones would be infected if they accidentally clicked
on a banner ad while browsing websites, which triggered
the download of a counterfeit anti-virus app or adult app.
Loapi asks the user for administrator privileges, and if
the request is declined, the prompt continues to display
on the screen until the user gets fed up and clicks the
confirm button. Once the privileges are obtained, due to
its modular design, Loapi can download and install new
components via remote server commands.

From the above-mentioned incidents, this study there-
fore addresses the threats of permission misuse of ad libs
and linked URLs by an app. In order to gain ad revenues,
the developer includes one or more ad libs in the host
program and compiles them into an executable APK file,
which means that all of the app’s declared permissions
are now shared by the ad libs. For example, if an ad lib
claims to use only permissions p1 and p2 in the document
of its official website, and the host app claims to use per-
missions p3, p4 and p5, then once combined and compiled
into an app, the ad lib can use all the permissions from p1
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to p5. Permission misuse occurs if the ad lib attempts to
use permissions p3, p4, and p5. App developers usually
include multiple ad libs in their apps to increase ad rev-
enue, which compounds the security risk. Gao et al. [9]
designed a system called PmDroid, which uses graphical
interfaces to show the severity of permission misuse of ad
libs in an app. They found that a large amount of personal
information is sent to sites like personal clouds instead of
advertising servers. In their experiment, which observed
the use of the READ-PHONE-STATE permission, mobile
phone status information was sent to advertising servers
89 times, to some cloud servers 29 times, and to unidenti-
fied servers 68 times. Wei et al. [24] noted that even some
apps that are identified by anti-virus software as normal
are likely to link to malicious websites during their oper-
ations. The authors combined a static method (decom-
piling and checking program code) with a dynamic one
(operating an app for two hours in an emulator and ob-
serving its behavior). They collected 13,500 normal apps,
and 1,260 known malicious apps and found they linked to
254,022 and 19,510 URLs during operations, respectively.
According to the inspection of Web-Of-Trust (WOT) [25]
and VirusTotal [23], in the experiment for normal apps,
8.8% of apps linked to malicious sites, 15% linked to bad
websites, 73% linked to low-reputation websites, and a
total of 74% linked to sites unsuitable for children. In-
terestingly, although the results of the experiment with
known malicious apps were expected to be worse, it was
found that the distribution of linked URLs was similar to
that of normal apps.

This study therefore addresses two types of security
issues about apps: (1) permission misuse of ad libs in
an app, and (2) the security threat posed by app-linked
URLs. For the first issue, this study adopts SecurityEx-
ception and/or checkPermission mechanisms to analyze
permission misused by ad libs and builds a blacklist as
a reference for the proposed system. For the second is-
sue, this study applies static analysis through decompiled
APKs and dynamic analysis using an emulator to find
all linked URLs. The linked URLs are then assessed by
impartial third-party utilities, WOT [25] and VirusTo-
tal [23], in a real-time manner. The two problems ad-
dressed in this paper are beyond the reach of traditional
anti-virus software, because ad libs use permissions de-
clared by the host app to steal private information, and
any linked URLs are not part of the app itself.

The remainder of this paper is organized as follows.
Section 2 reviews the related literature. Section 3 de-
scribes the research method applied. Section 4 presents
the experiment results obtained. Section 5 offers conclu-
sions.

2 Literature Review

According to Ruiz et al. [16], the recent notable increase
of free apps has caused the top 40 ad networks to respond
to less than 18% of ad requests from applications. This

has forced free app developers to turn to less well-known
ad networks and to include more ad libs in their apps in
order to raise their advertising revenue. Stevens et al. [20]
evaluated 13 ad libs from different ad networks and found
several security issues, like using permissions irrelevant to
advertising to send SMSs, read Calendars, or make phone
calls. In addition, seven of the thirteen ad libs analyzed
in this study contained JavaScript interface, meaning that
those modules could execute external JavaScript.

Diamantaris et al. [8] mentioned that users do not have
enough knowledge to distinguish whether a permission
request is from the host app or possibly dangerous ad
libs. The authors examined over 5,000 popular apps and
found 65% of permission requests are not from the host
apps, but from ad libs. A system named Reaper was pro-
posed to trace and tell if permission requests are issued
by the functionality of host apps or the embedded ad libs.
Lee and Ryu [14] suggested that although app develop-
ers are informed about permissions required by the ad
libs, they may not be aware of the rich functionalities of
the permissions declared for the ad libs, which mean they
pose serious security threats. Lee and Ryu showed some
ad libs can exploit powerful APIs to conduct well-known
malicious behaviors. An open-source tool, ADLIB, was
presented to detect APIs that are accessible from any ad-
vertisements.

Athanasopoulos et al. [5] suggested that more than half
of the apps on Google Play contain ad libs that link to
third-party advertisers, leading to possible privacy leak-
age. Therefore, the NaClDroid architecture was proposed
in order to separate the code of ad libs from that of the
host app without sharing permissions. Zhu et al. [28] de-
veloped a system called AdCapsule, which included two
functions: a permission sandbox and a file sandbox. This
system aimed to constrain the permission and file use of
ad libs to within a permissible range. AdCapsule did not
need to change the framework of the Android system or
to root the mobile phone, and the cost of running AdCap-
sule was very low. He et al. [12] explored how to select ad
networks from the perspective of app developers to maxi-
mize their advertising profits and recommended including
no more than six ad libs in an app.

Ruiz et al. [17] discussed the problems caused by ad-lib
updating. According to their experiment, more than 90%
of apps are free, and so the only income for these app
developers is advertising, thereby making it important to
ensure that the ad libs generate expected profits. Any
ad lib that fails to obtain expected profits should be re-
placed or supplemented with other ad libs. They collected
13,983 versions of 5,937 apps and found that nearly 50%
of those apps had changed their ad libs within 12 months
in the form of addition, removal, or update. Su et al. [22]
used HTTP data mining through network traffic, based
on three aspects: quantitative, timing and semantic. The
authors claimed an accuracy rate of 95% for the traffic
of malicious ad libs. Shuba and Markopoulou [19] pro-
posed a system called AntWall to prevent ad libs from
leaking users’ personal information. AntWall can be exe-
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cuted in the background without rooting the mobile phone
and utilizes low energy consumption and network traffic.
However, AntWall relies on the manual input of the name
of an ad network to operate effectively. Yan et al. [27]
designed a new Android model called RTDroid that ba-
sically modifies some internal Android components to re-
place the original Android Dalvik virtual machine (VM)
with a real-time VM, ensuring that the execution of any
app and its ad libs are more predictable.

Liu et al. [15] discussed analytics libraries, which are
used to trace ad presence and clicks and are more likely
to leak users’ personal information than ad libs. The
authors implemented a framework called Alde to check
if users’ in-app actions were collected through analytics
libraries. According to their experiments involving 300
apps, some apps did indeed leak users’ privacy to analytics
libraries without notifying users. Shao et al. [18] focused
on whether the websites linked in the ad libs threatened
the security of mobile phones. They designed a static
analysis tool that is able to find the embedded ad libs
in an app and a dynamic analysis tool with three func-
tions: identifying linking websites, detecting malware and
fraud, and determining the source of an attack. Their ex-
periment analyzed 242 ad libs from 600,000 apps, which
were linked to a total of 1.5 million URLs. Some at-
tacks originated through website connection, including
malicious anti-virus software fraud, free iPad fraud, and
Trojan horse attacks that used messages to distribute ad-
vertisements. Su et al. [21] noted that most ad libs have
communication patterns when communicating with their
ad servers. The pattern, although probably not unique,
can help identify or group ad libs contained in an app.

3 Research Method

The proposed system herein has two functions: (1) anal-
ysis of permission misused by ad libs, and (2) risk assess-
ment of URLs linked with apps. The proposed system is
introduced as follows.

3.1 Analysis of Permission Misused by
Ad Libs

Android’s safety mechanism is to allow the use of its func-
tionalities by declaring corresponding permissions in An-
droid Manifest.xml. If a functionality is used without
proper declaration, then errors cause the app’s execution
to end. Therefore, it is necessary to add an exception
mechanism to the code of ad libs that attempt permission
misuses, given that ad libs do not know which permissions
are declared by the host app. In order to avoid execution
errors, there are two ways for ad libs to deal with per-
mission misuse. The first way is to use SecurityException
in the java.lang package name to catch exceptions; i.e.,
the ad lib’s code is wrapped with try-catch. When errors
occur to an undeclared permission access, a new Securi-
tyException() occurs for exception handling. The second

way is to use ContextWrapper.checkPermission() in the
android.content package name to confirm whether there
is a specific permission declaration.

This study uses the Android emulator to analyze per-
mission misuses of ad libs. This method inserts an ad
lib into an empty project, MyAPP, which does not de-
clare any other permission than those required by the ad
lib. After execution, the Android SDK is monitored, and
the permissions requested by the ad lib from the Android
system is the output. If the ad lib only declares permis-
sion A and permission B, but permission C is requested,
then permission C is determined to be a misuse. The
proposed method then adds permission C to the Android-
Manifest.XML for declaration and continues to find other
misuses until no new ones can be found. The algorithm
is given formally as follows.

Algorithm: Determine permission misused by an ad
lib.

1) Create an empty project using Android Studio with-
out any declaration of permissions. Insert a test ad
lib into the project and add all permissions needed
by the ad lib to the AndroidManifest.XML.

2) Set breakpoints for monitoring SecurityException()
and ContextWrapper.checkPermission().

3) Execute the project in debug mode and trigger ad
events to make sure the code of the ad lib can be
executed.

4) Scan the monitored messages and retrieve attempts
to access permissions.

5) Compare the permission access attempts obtained
from Step 4 with the permissions declared in the
AndroidManifest.XML to obtain permission misuses.
If any new one exists, then add the declaration of
the misused permission to the AndroidManifest.XML
and go to Step 3; otherwise, no more permission mis-
uses can be found, and thus terminate the procedure.

The idea behind this algorithm is basically that the
misused permissions are obtained through the difference
between the attempts to access permissions and the ad-
vertiser’s declaration. In order to find all permission mis-
uses, the first found one should be added to AndroidMan-
ifest.xml, and then Step 3 starts to find the next one until
no more can be found. For example, the ad lib may misuse
the READ CONTACTS and SEND SMS permissions in
order. The proposed procedure will first find the attempt
to access READ CONTACTS. After adding the permis-
sion to the AndroidManifest.xml, the process returns to
Step 3, and it will be able to find the attempt to access
the SEND SMS permission. All permission misuses can
be found in this way. Applying the method to investigate
different ad libs, a list of ad libs with declared and un-
declared permission accesses can be obtained. The list is
used in the proposed system to determine if a test APK
contained ad libs committing permission misuse.



International Journal of Network Security, Vol.23, No.2, PP.246-254, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).07) 249

(a) (b) (c)

Figure 1: Obtaining URLs statically and dynamically. (a) Part of the decompiled program codes, (b) Part of the
decompiled program codes when searching URLs from .smali after decompilation, (c) Part of the code to get URLs
in real time.

3.2 Risk Assessment of URLs Linked
with the App

This function consists of four phases. The first phase
reads URLs statically after decompiling the APK. The
second phase gathers linked URLs in the emulator. The
third phase merges all URLs and sends them to Web-
Of-Trust (WOT) [25] and VirusTotal [23] for inspection.
The fourth phase receives responses from the two websites
and provides security information about the test APK to
users.

In the first phase, the user selects an APK and sends
it to the proposed server for static analysis. In the server
end, the uploaded APK is decompiled and parsed to get
all URLs. Figure 1(a) shows the codes to decompile an
APK using Apktool [3], in which decoderSetting(true,
true) means to decompile source code and resources. Fig-
ure 1(b) is the code to parse the .smali files after decompi-
lation in order to get URLs statically. In the second stage,
the test APK is run in an emulator in order to record all
the URLs with which it is linked. This study applies NOX
emulator [6] and Monkeyrunner [1] to simulate user clicks.
The URLs are then captured using Pcap4j [26]. Figure
1(c) is the code to get URLs in real time.

The third stage collects all obtained URLs, removes
duplicates, and sends them to WOT [25] and VirusTo-
tal [23], two trusted third-party security websites, for risk
assessments. The json files sent back from the two web-
sites are then parsed, sorted, and presented to the mobile
phone user. This study uses the WOT Public API to
send HTTP GET REQUEST, as shown in Figure 2(a),
and determines a score for the test APK based on the re-
turned results. Similarly, this study sends HTTP POST
REQUEST via the VirusTotal Academic API, as shown
in Figure 2(b), and determines a score for the test APK
based on the returned results.

4 Experiment Results

The whole process of this study appears in Figure 3. The
user selects a test APK on the smartphone and checks
either one or both functions described in Section 3. The
APK is then sent to the proposed server. After the anal-
yses, the results are returned to the user. In the server,
the APK file is decompiled in order to analyze permis-
sion misuse and/or linked URL risk. The former searches
Package Name to identify the ad libs embedded in the
APK and then compares the results with the list of ad
lib with permission misuses obtained in Section 3.1. The
latter includes a static search for URLs and a dynamic
search for URLs from the traffic in the emulator. All col-
lected URLs are sent to WOT [25] and VirusTotal [23]
for risk analysis. Finally, the server integrates the results
and sends them back to the user, as shown in Figure 3.

4.1 Results of Permission Misuse Analy-
sis

This study tests 26 ad libs on the AppBrain website [4],
presenting the results in Table 1. According to the list
of ad libs obtained by the algorithm in Section 3.1, the
declared permissions by the ad libs are marked as “O”,
and the undeclared but requested permissions in run time
are marked as “X”. Most of the ad libs have undeclared
but requested permissions MODIFY AUDIO SETTINGS
and BLUETOOTH. Ad libs P and R in Table 1 at-
tempted by requesting ACCESS FINE LOCATION/ AC-
CESS COARSE LOCATION and READ CONTACTS,
respectively. In addition, ad libs A and U appear to have
requested excessively dangerous permissions, although
they did not commit permission misuse. The permissions
in red in Table 1 are dangerous, according to the official
Android website [2].

Figure 4 shows an example. After choosing an APK
and sending it to the server, the results returned to the
smartphone are shown in Figure 4(a). Here, the APK
contains 9 ad libs, and all of the attempts to access per-
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(a) (b)

Figure 2: Program segments of communication between the proposed system and WOT and VirusTotal as well. (a)
Program segment of WOT API call, (b) Program segment of VirusTotal API call.

Figure 3: Flowchart of an APK analysis: Permission misuse and linked URL risk

(a) (b) (c)

Figure 4: Example: An APK with nine ad libs and their permission access attempts. (a) All ad libs and declared
permissions, (b) Permission misuses in red, (c) Permission access of an ad lib.
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Table 1: List of ad libs with permission misuses

mission are shown. Some permission misuses are shown
in Figure 4(b) in red. Clicking the Detail button shows
all permission access attempts from every ad lib, as seen
in Figure 4(c). Permissions in yellow in Figure 4 are con-
sidered dangerous according to the official Android web-
site [2].

4.2 Results of Linked URL Risk Assess-
ment

This process includes static and dynamic analyses. The
static analysis decompiles the test APK and then parses
the smali file of the classes.dex file to obtain the requested
URLs by using regular expression. Dynamic analysis ana-
lyzes the linked URLs during execution in an emulator by
inspecting the network traffic caused by the APK. Finally,
all of the URLs obtained from static and dynamic anal-
ysis were sent to WOT [25] and VirusTotal [23] for risk
analysis. The sites each returned a string in json format,
as shown in Figure 5.

The server then computes the scores from the returned
json files and presents them to the mobile phone user, as
shown in Figures 6(a) and 6(b) for VirusTotal and WOT,
respectively. URLs with a score of less than 70 are con-
sidered dangerous and are also shown in the lower parts
of Figures 6(a) and 6(b). In this example, no URL re-
ceived a score of less than 70 from WOT (see Figure
6(a)), but several URLs received scores of less than 70
from VirusTotal (see Figure 6(b)). Clicking the icon on

the screens from either VirusTotal or WOT, in the middle
of the figures, shows detailed information from the third-
party risk analyses, as shown in Figure 6(c) and Figure
6(d) for VirusTotal and WOT, respectively.

From the first row of Figures 6(c) and 6(d),
it is obvious that VirusTotal focused on check-
ing malware/phishing/malicious/suspicious URLs, while
WOT focused on evaluating URLs’ trust/child-safety
scores. In Figure 6(c), almost all URLs are clean,
as each of them gets 1.0 (i.e., a score of 100),
with the exception of the URL in the second row
(https://api.appsflyer.com/install data/v3/), which got
0.984375 (i.e., a score of 98.4375). Therefore, the aver-
age score is 99, as shown in Figure 6(a), with no URL
scoring less than 70. Although the URLs have no mal-
ware or are not phishing/malicious/suspicious, it is still
necessary to use WOT to evaluate their trust scores (rep-
utation) and child-safety scores (whether the contents are
suitable for children). In Figure 6(d), every URL’s trust
score and child-safety score are given. While the average
trust score and child-safety scores are 73 and 70, respec-
tively, as shown in Figure 6(b), those URLs with scores
less than 70 (i.e., unsafe ones) can also be found at the
lower part of Figure 6(b).

5 Conclusion

This study’s findings present from the experiments con-
ducted that most permission misuses involve MOD-
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(a) (b)

Figure 5: Json files returned from WOT and VirusTotal. (a) WOT, (b) VirusTotal .

(a) (b) (c) (d)

Figure 6: Risk assessments of linked URLs of an app from VirusTotal and WOT. (a) Summary report from VirusTotal,
(b) Summary report from WOT, (c) Detailed information from VirusTotal, (d) Detailed information from WOT.
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IFY AUDIO SETTINGS and BLUETOOTH permis-
sions, which are fortunately not dangerous according to
the official Android website. Some ad libs did not commit
permission misuse, but did declare excessive permissions
beyond the needs of advertising. In addition, the linked
URLs of an app were obtained through static and dy-
namic analyses. Through the evaluation of these URLs
by impartial third-party websites, a quantitative security
score is presented to mobile phone users. In other words,
the system proposed in this paper informs users clearly
whether the ad libs in an app access permissions beyond
their declarations, and of the risk of URLs linked in that
app. This work helps users achieve further awareness of
the security level of an app before installation, in contrast
to traditional anti-virus tools.
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Abstract

A novel color image encryption using bit-level permu-
tation and extended zigzag transform is presented in this
paper. Firstly, the comprehensive zigzag transform is uti-
lized to scramble the bit matrix generated by the original
plaintext image. Both the pixel value and the position
of the pixel are changed simultaneously. Secondly, the
chaotic sequences that have been pre-processed and can
reduce the chaotic properties’ degradation are used for en-
crypting the color image, and the encryption security is
enhanced. Besides, the chaotic system’s initial values are
associated with the plaintext image to resist plaintext at-
tack effectively. Experimentation is done on the classical
Lena image, and the experiment results demonstrate the
superior security and effectiveness of the proposed image
encryption method.

Keywords:Bit-Level Permutation; Chaotic System; Color
Image Encryption; Extended Zigzag Transform

1 Introduction

Image is an important source of information for human
beings to understand the world. Digital image is the most
widely used form for image storage, thus it is widely used
in economy, military, industry and so on. In some special
areas, such as military, legal and medical, digital image
has high confidentiality requirements [3,4,6,9,24]. There-
fore, image encryption has high research significance. Es-
pecially in recent years, with the rapid development of
computer hardware conditions, how to achieve efficient
and fast image encryption methods has become a new
research hot spot.

As a pseudo-random sequence generation method,
chaotic sequence has been widely used in image encryp-
tion due to its determinacy, sensitivity to initial values
and long-term unpredictability. Fridrich brought forward
the chaotic image encryption scheme in 1998. Since then,

there were abundant study on it all over the world. For
example, Mao introduced a novel fast image encryption
scheme based on 3D chaotic baker maps [11]. A new hy-
perchaotic map named stochastic 2D-SHAM was used by
Hayder Natiq to enhance the security of encrypted im-
age [12]. Ghebleh used piecewise nonlinear chaotic se-
quence and least squares approximation to encrypt im-
age [5]. By combining Henon map and Sine map, a
novel 2D chaotic map called 2D-HSM was proposed and
applied in digital image encryption by Wu [17]. Sodeif
Ahadpour gave a chaos-based image encryption scheme
based on chaotic coupled map lattices [1]. A novel color
image encryption scheme using fractional-order hyper-
chaotic system was designed by Li [8]. Yin proposed an
effective image encryption algorithm which has good sen-
sitivity to initial value and anti-attack ability based on
modified elliptic curve cryptography combining with ho-
momorphic encryption for medical image encryption [22].

Many image encryption algorithms are based on pixel
level. While in recent years, bit-based image encryp-
tion method has attracted the attention of researchers
because that it can change both the pixel value and the
position of the pixel simultaneously. Till now, a variate
of bit-based image encryption algorithms have been pro-
posed [16,20,23,25,26] by the researchers. Besides, some
existing image encryptions can’t resist the plaintext at-
tack. Many researchers seeks to generate the secret keys
based on the plainimage to resist plaintext attacks [7,10].

Based on above discussions, a novel color image encryp-
tion method is proposed in this paper utilizing extended
zigzag transform, bit-level permutation and chaotic sys-
tem. The main advantages of the proposed algorithm are:

1) The Chaotic sequences adopted for encryption in
this paper are plaintext-related and are resistant to
chosen-plaintext attacks;

2) The R, G and B components of the color image are
well confused by the bit-level permutation;
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3) The chaotic sequences used for image encryption
have been pre-processed, which will reduce the degra-
dation of chaotic sequences and enhance the encryp-
tion quality.

The rest of the paper is organized as follows. In Sec-
tion 2, we give a brief review of some fundamental knowl-
edge. Section 3 introduces the proposed image encryption
scheme. Section 4 presents the experimental results and
the security of the algorithm. Finally, we conclude this
paper in Section 5.

2 Fundamental Knowledge

2.1 Extended Zigzag Transform

Zigzag transform is a scanning method for matrix. In
image encryption, zigzag can be used to change the posi-
tion of the pixel value to achieve the purpose of confus-
ing the pixels [19]. However, zigzag transform is gener-
ally only applicable to square matrices, and it can’t be
applied to matrices with unequal numbers of rows and
columns. To solve this problem, an extended zigzag scan
transform algorithm is proposed in [21]. The scanning
method adopted by the extended zigzag transform is as
Figure 1.

Figure 1: Extended zigzag transform

2.2 The Chaotic System

In 2019, the authors investigated the chaotic behav-
iors in a 3D autonomous analytic chaotic system with
two quadratic terms and a nonlinear sine term, which is
expressed by [14]:

ẋ1 = x2x1 + a sin(x3) + d

ẋ2 = x2
1 − fx2

ẋ3 = −cx1

(1)

where x1, x2, x3 are three state variables, and a, c, d, f are
control parameters of the Chaotic System (1). When the
control parameters are a = −1.5, c = 7, d = 2, f = 1, Sys-
tem (1) exhibits very complicated dynamics phenomenon.
The three-dimensional view of the chaotic strange attrac-
tor and some dynamical behavior in different planes for
System (1) are shown in Figure 2.

It can be seen from Figure 2 that System (1) has
strong chaotic behavior. Because chaotic system has
many strong points, such as random, unpredictability and

Figure 2: Typical dynamical behaviors of the 3D au-
tonomous analytic chaotic system

initial state sensitivity, so that it is suitable for image en-
cryption. Thus, System (1) is used to generate three ran-
dom sequences for image encryption based on the fourth
order Runge-Kutta method in this paper.

3 The Encryption Method

The specific steps of the encryption algorithm can be
described as follows:

Step 1: Suppose the size of the color plaintext image P0

is H × W × 3, where H and W represent the height
and width of the image respectively. Denote the color
components of red, green and blue of P0 as PR, PG

and PB , respectively.

Step 2: Integrate the three matrixes PR, PG and PB to-
gether to form a 3H × W gray image P1.

Step 3: Transform each pixel value of P1 into an 8-bit
binary value, then we can get a binary image P2 with
size 3H × 8W .

Step 4: Use extended zigzag transformation to scramble
the binary matrix P3 then we can get a new binary
matrix P4.

Step 5: Convert the permutated bit matrix P4 back to
2D pixel matrix and further convert it to a color im-
age matrix denoted as P5 using the inverse transfor-
mation of Step 3 and Step 2.

Step 6: Choose the system control parameters a, c, d, f
of Chaotic System (1).

Step 7: Calculate the initial values x0, y0, z0 of Chaotic
System (1) by the following equations:

x0 =
∑

ij PRij

H×W + 0.01

y0 =
∑

ij PGij

H×W + 0.01

z0 =
∑

ij PBij

H×W + 0.01
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Step 8: Iterate the Chaotic System (1) for K + 1000
times with the initial values x0, y0, z0, remove the
former 1000 values to avoid the transition effect
of chaotic mapping and three chaotic sequences
Xs, Ys, Zs of length K can be gotten, where K =
H ×W .

Step 9: Calculate three encryption sequences SR, SG, SB

with Xs, Ys, Zs by
SR = [ |Xs+Ys−Zs|

3 ]× 1010 mod 256

SG = [ |Ys+Zs−Xs|
3 ]× 1010 mod 256

SB = [ |Zs+Xs−Ys|
3 ]× 1010 mod 256

Step 10: Denote the color components of red, green and
blue of P5 as P

′

R, P
′

G and P
′

B , respectively. Encrypt

the three components P
′

R, P
′

G, P
′

B for each pixel to
obtain their corresponding cipher values CR, CG, CB

as 
CR = P

′

R ⊕ SR

CG = P
′

G ⊕ SG

CB = P
′

B ⊕ SB

Note that SR, SG, SB are used as key streams instead
of Xs, Ys, Zs in this step which can reduce the chaos
degradation of chaotic properties caused by precision
effects [13] and increase the randomness of the key
streams.

Step 11: Combine these three image matrices CR, CG,
CB to get the ciphered color image C.

The decryption process is the inverse process of encryp-
tion and is omitted here for the sake of simplicity.

4 Test and Analysis of the Pro-
posed Scheme

We use MATLAB 2017 as an experimental platform
for experiments. Three classic color images i.e. Lena,
Mandrill and peppers (216 × 216 × 3) are used for test-
ing. The system parameters of the system are a =
−1.5, c = 7, d = 2, f = 1. The plaintext images and
their corresponding encrypted image and recovered im-
ages are shown in Figure 3.

4.1 Key Space Analysis

Key space refers to the range of the size of the en-
cryption key. According to Kerckhoffs criterion, a good
encryption algorithm should have sufficient key space to
resist violent attacks. In the proposed algorithm, the se-
cret keys are K = x0, y0, z0, a, c, d, f . If the precision of
the system parameters and initial values reaches 1015, the
total number of different keys in K is 10105. Therefore the
key space is large enough and has better security.

(a) (b) (c)

Figure 3: (a) Left column: Plaintext images; (b) Middle
column: Ciphertext images; (c) Right column: Recovered
images

4.2 Histogram Analysis

The histogram of digital image reflects the distribution
of image pixel value. Attackers can use histogram to at-
tack encrypted images. Figure 4 gives the histogram of R,
G, B components of three plaintext images and their re-
spective ciphertext images. As can be seen from Figure 4,
the distributions of the pixel values of the plaintext im-
ages are very uneven, while the distributions of the pixel
values of ciphertext images are very uniform, thus the dis-
tribution characteristics of the pixel values has been well
concealed. As a result, the ciphertext images are resistant
to statistical analysis.

4.3 Correlation Analysis

In digital image, there is a high correlation between
each pixel and its adjacent pixels. After using an ideal
image encryption algorithm to encrypt the image, there
should be no correlation between the adjacent pixels of
the cipher image. Therefore, the correlation coefficient
of adjacent pixels can be used as an important index to
evaluate the quality of an image encryption system. The
formula for calculating the correlation of adjacent pixels
is as follows [15]:

rxy =

∑N
i=1((xi − E(x))(yi − E(y)))√

(
∑N

i=1(xi − E(x))2)(
∑N

i=1(yi − E(y))2)

E(x) =

N∑
i=1

xi

E(y) =

N∑
i=1

yi

where xi and yi are gray-level values of the selected adja-
cent pixels, and N is the number of sample pixels.
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Table 1: The results of correlation analysis

Plaintext Image Ciphertex Image
R G B R G B

H 0.9375 0.9188 0.8705 -0.0160 0.0349 0.0334
Lena V 0.9486 0.9360 0.8961 -0.0173 0.0088 0.0212

D 0.9164 0.9002 0.8589 -0.0182 0.0187 -0.0259
H 0.9487 0.9211 0.9533 0.0128 0.0022 0.0087

Mandrill V 0.9435 0.9129 0.9515 -0.0040 0.0251 0.0073
D 0.9055 0.8545 0.9152 0.0002 -0.0122 0.0237
H 0.9246 0.9631 0.9248 -0.0076 -0.0210 0.0083

Peppers V 0.9279 0.9672 0.9314 0.0125 0.0115 -0.0151
D 0.8751 0.9376 0.8780 0.0149 -0.0063 0.0144

Figure 4: The histogram of the plaintext images and ci-
phertext images: (a) Plaintext image Lena; (b) Cipher-
text image Lena; (c) Plaintext image Mandrill; (d) Ci-
phertext image Mandrill; (e) Plaintext image Peppers;
(f) Ciphertext image Peppers

In order to evaluate the correlation of adjacent pixels
in encrypted image, 5000 pixels and its adjacent pixels in
horizontal, vertical and diagonal directions are randomly
selected in plaintext image and corresponding ciphertext
image respectively, and the correlation coefficients in hor-
izontal, vertical and diagonal directions of each image are
calculated. Table 1 gives the correlation coefficients of
plaintext images and encrypted images in three directions.
In addition, the distributions of rxy of Lena are also plot-
ted in Figures 5 and 6.

From Table 1 and Figures 5 and 6, we could find that
the correlations of adjacent pixels in the plaintext images
in three directions are very strong, while the correlation
coefficients of the cipher images tend to zero, which indi-
cates that the proposed algorithm can break the correla-
tion between adjacent pixels.

Figure 5: Correlation distributions of plaintext image of
Lena in each direction

Figure 6: Correlation distributions of ciphertext image of
Lena in each direction



International Journal of Network Security, Vol.23, No.2, PP.255-260, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).08) 259

4.4 Information Entropy Analysis

The information entropy can be used to measure the
randomness and unpredictability of of an image [2]. In
general, the more uniform distribution of gray-scale im-
age, the greater the entropy is. For the gray image, the
formula for calculating the information entropy is:

H(m) = −
255∑
i=0

P (mi) log2 P (mi)

where mi is the i th gray level for the digital image and
P (mi) represents the probability of mi.

For a color image, we calculate the information entropy
of R, G and B components respectively. Table 2 lists
the results of three ciphertext images. The information
entropy of ciphertext images are all very close to the ideal
value 8. The results show that the gray value distribution
of the encrypted image is very uniform, which also show
that the proposed algorithm has a good ability to resist
entropy attack.

Table 2: The results of entropy analysis

Entropy
Images R G B
Lena 7.9974 7.9965 7.9968

Mandrill 7.9970 7.9972 7.9973
Peppers 7.9972 7.9972 7.9974

4.5 Analysis of Differential Attack Resis-
tance

Differential attack attacks the cryptographic algorithm
by comparing and analyzing the changes of image before
and after encryption. If an encryption algorithm relies
on the plaintext information, it will have better ability
to resist differential attack. There are two mainly used
differential attack metrics: The number of pixels change
rate (NPCR) and the unified averaged changed intensity
(UACI) [18]. Suppose there are two plaintext images
and there is only one-pixel difference between them. The
NPCR and UACI values can be calculated by

NPCR =

∑
ij Dij

W ×H
× 100%

UACI =
1

W ×H

∑
ij (C1(i, j)− C2(i, j))

255
× 100%

where C1(i, j) and C2(i, j) are the encrypted images for
the plaintext images and Dij is defined by

Dij =

{
0 if C1(i, j) = C2(i, j)
1 if C1(i, j) 6= C2(i, j)

The ideal values of NPCR and UACI are 1 and 0.334.
The results of NPCR and UACI tests for different color

images in three channels are shown in Table 3 and Table 4
respectively. These results show that our encryption al-
gorithm has good performance in resisting differential at-
tack.

Table 3: The results of NPCR test for different color im-
ages in three channels

NPCR
Images R G B
Lena 99.61% 99.63% 99.60%

Mandrill 99.61% 99.59% 99.60%
Peppers 99.62% 99.60% 99.62%

Table 4: The results of UACI test for different color im-
ages in three channels

UACI
Images R G B
Lena 33.38% 33.48% 33.47%

Mandrill 33.50% 33.56% 33.43%
Peppers 33.53% 33.46% 33.48%

5 Conclusions

In this paper, an encryption algorithm based on bit-
level permutation and extended zigzag transform is pro-
posed. The proposed method can make the information
of R, G and B components be fully fused and solve the
problem of degradation of chaotic sequences used for im-
age encryption. In addition, the presented method has
high sensitivity to plaintext image, which makes the en-
crypted image be more secure. Experiments is tested on
the classical Lena image and the results of encryption are
evaluated using the histogram, correlation analysis, en-
tropy, Number of Pixel Change Rate (NPCR) and Unified
Average Change Intensity (UACI). The experimental re-
sults show the security and effectiveness of the presented
algorithm.
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Abstract

Energy Internet is becoming the development direction of
energy system. In the future, Energy Internet will access
a large number of intelligent terminals. Therefore, access-
ing to Energy Internet services through effective identity
authentication is attracting the attention of many users.
However, centralized identity authentication will bring
great pressure to Energy Internet. In addition, some au-
thentication schemes have serious security problems, such
as privacy leakage. To solve these problems, we propose
an Energy Internet identity authentication scheme based
on blockchain and cryptographic accumulator. In the pro-
posed scheme, we first design the system model of Energy
Internet, and then a blockchain is formed by the cryp-
tographic accumulator. Energy Routers and terminals
can rely on blockchain to complete authentication. Our
security analysis demonstrates that privacy and authen-
tication are both achieved in the scheme. Experimental
results illustrate that this scheme effectively improves au-
thentication efficiency.

Keywords: Blockchain; Cryptographic Accumulator; En-
ergy Internet; Energy Router; Identity Authentication

1 Introduction

The traditional power grid is an aggregation network. It
is centered on large power plants and it combines power
transmission and distribution to provide electricity to
users. As the connection point of the user and the power
grid, Smart Meter can complete the user’s identity au-
thentication and record the power consumption data. In
general, Smart Meter only authenticates and communi-
cates with Electric Power Company, and there is almost
no communication need between different Smart Meters.
Therefore, the authentication scheme for the traditional
power grid is a centralized authentication scheme repre-
sented by PKI.

However, the centralized authentication scheme is diffi-
cult to apply to the future Energy Internet [9]. Compared

with the traditional power grid, Energy Internet is a dis-
tributed network [18]. In Energy Internet, users are not
only energy consumers, but also producers, they have a
comprehensive energy utilization system. By connecting
to form a regional microgrid, it can realize not only the
power transmission and distribution but also energy ex-
change with the centralized power grid. In addition, users
are free to trade energy, energy inflows and outflows will
be very frequent. There have a large number of authenti-
cation and communication needs in Energy Internet. At
the same time, the existing authentication schemes exist
many security problems [17, 19]. It is difficult to pro-
tect data privacy, confidentiality and authenticity. To
use the services in Energy Internet more securely and ef-
ficiently, this paper proposes an identity authentication
scheme based on blockchain and cryptographic accumu-
lator.

Blockchain is a technology developed independently
of Bitcoin [16]. It has many features such as decen-
tralization, distribution, and high security. There is a
strong consistency between blockchain and Energy Inter-
net. A cryptographic accumulator is an one-way member-
ship function. It can answer the question about whether
someone is a member of a collection without disclosing
individual member in the collection [2, 4, 6, 12, 14]. The
main contributions of this paper are as follows:

1) First, we built a system model of Energy Internet.
Based on this model, an authentication scheme is
proposed. To our best knowledge, we are the first
to study Energy Internet with its identity authenti-
cation scheme, which will bring reference significance
to the construction and deployment of Energy Inter-
net.

2) Second, we realize the authentication under the
premise of protecting users’ privacy, where we utilize
the cryptographic accumulator to achieve the con-
struction of blockchain.

3) Third, we provide a comprehensive security analysis
to show that the proposed scheme achieves the de-
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sired security property. In addition, we conducted
experiments on the proposed scheme. The experi-
mental results show that our scheme can achieve ef-
ficient authentication requirements.

The remainder of this article is organized as follows: Re-
lated work is reviewed in Section 2. In Section 3, we
introduce system model. Definition and preliminaries is
included in Section 4. Section 5 presents our proposed
scheme. We give performance and security analysis in
Section 6. Finally, we conclude this paper.

2 Related Work

This section discusses existing authentication schemes.

Literature [8] proposed an access authentication
scheme for Energy Internet. In this paper, the authentica-
tion request of terminals is handled by an authentication
group which consist of a certain number of slave nodes
selected by the master node. The authentication group
uses PBFT consensus mechanism which is implemented
with the Shamir threshold secret sharing mechanism to
achieve a consensus with each other.

Literature [13] proposed a distributed authentication
mechanism called Bubbles of Trust which is based on
blockchain. By setting up a secure virtual area, devices
can be securely authenticated to each other while main-
taining data integrity and security. However, this scheme
is less scalable and less flexible.

Literature [1] proposed a distributed public key infras-
tructure system based on Ethereum, controlled by the
smart contract. It is meant to solve the problem that the
centralized and opaque public key infrastructure is easy
to be attacked by rogue certificates. The system is highly
transparent and provides fine-grained attribute manage-
ment of the web of trust.

Literature [10] proposed a distributed authentication
scheme called Certcoin which is based on NameCoin.
Certcoin is a PKI system that can replace CA and PGP
Webs of Trust and provide effective key checking. How-
ever, this scheme runs the risk of privacy leaks.

Literature [3] proposed a privacy-aware blockchain au-
thentication model: PB-PKI. It uses online and offline
keys to protect user identity and reduce the risk of pri-
vacy leakage. The blockchain-based PKI can be built to
provide varying levels of privacy-awareness.

At present, most of the authentication schemes are dif-
ficult to apply to the Energy Internet, there are few au-
thentication schemes specifically proposed to the Energy
Internet. At the same time, they are difficult to protect
the security of users.

Figure 1: System mode

3 System Model and System Se-
curity Requirements

3.1 System Model

In this section, we design the system model of Energy In-
ternet. As shown in Figure 1, it includes Wide Area En-
ergy Internet (Wide EI), Regional Energy Internet (Re-
gional EI), Energy Router (ER), Energy Chain (EC), and
Users.

• Wide EI : The Wide EI refers to Energy Internet
which covers a large region. It can transmit clean
energy from remote region to cities over a long dis-
tance, thus enabling the wide utilization of renewable
energy.

• Regional EI : The Regional EI is a comprehensive re-
gion energy system that provides energy such as cold,
heat, and electricity to users in the region [20]. The
region here can refer to the administrative regions in
the country or city, such as townships, towns, vil-
lages, streets, etc., and can also refer to industrial
parks, commercial parks, agricultural parks, residen-
tial areas, etc. The Regional EI includes a large num-
ber of users.

• ER: The ER is an infrastructure in Regional EI, who
is responsible for the input, output, conversion, and
storage of different energy. The ER connects Re-
gional EI and Wide EI.

• EC : All ERs together form a blockchain called En-
ergy Chain (EC). The ER will act as a physical node
in the blockchain.

• Users: Users are intelligent terminals in Energy In-
ternet, such as family users, electric vehicle, large
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power plants and so on. They have a common fea-
ture: they are both energy producers and consumers.

3.2 System Security Requirements

First, we explain the authentication scenario in the sys-
tem. For example, there is a user Alice in the region A.
Alice needs some electrical energy, so Alice asks the en-
ergy router ERA in the region A to get the energy she
needs. After confirming her identity, ERA finds that it
can not provide the energy Alice needs. So ERA begins
to turn to the energy router ERB in the neighbor region B
for help. After receiving the request, ERB first confirms
the identity of ERA. Then it checks whether the region
B can provide the required energy. If there is enough
energy, ERB transfers the electrical energy to ERA. If
there is not, ask other regions.

In our system under consideration, the ER is honest
but curious, that is, they don’t change users’ energy us-
age during communication, but they are curious about
the specific electrical information of each user. However,
the adversary in the region is malicious, namely, actively
eavesdrop on communication between different depart-
ments, modify communication information or launch re-
play attacks. Therefore, our security requirements are as
follows:

• Privacy : User’s private information is not revealed
to the adversary. ER should know nothing about the
details of the user’s usage.

• Confidentiality : The user’s energy usage and bills
should be protected against any adversary. Even if
an adversary eavesdrops on data transmission links,
no useful information can be extracted from them.

• Authenticity : The user and ER should be protected
from spoofing attacks. An adversary could not falsify
the identity of the ER and the user.

4 Definition and Preliminaries

This section reviews the principle and property of cryp-
tographic accumulator.

The notations in Table 1 are used throughout this pa-
per.

4.1 One-Way Accumulators

In 1993, Benaloh and de Mare [5] first proposed one-way
accumulators. It is a one-way hash function that satisfies
quasi-commutativeness.

Definition 1 (One-way Hash Funtions).

1) For any integer λ and any hk ∈ Hλ, hk(·, ·) is com-
putable in time polynomial in λ.

Table 1: Notations and definitions

Notation Definition
EI Energy Internet

Wide EI Wide Area Energy Internet
Regional EI Regional Energy Internet

ER Energy Router
EC Energy Chain
RA Registration Authority
1λ security parameter
N accumulation threshold
aux auxiliary information
w witness
z accumulated value
ID identity information
PU public key
PR private key
h hash value
k security parameter k ← Gen(1λ, N)

2) For any probabilistic, polynomial-time algorithm A:

Pr[hk
R← Hλ;x

R← Xk;y
R← Yk; (x′, y′)← A

(1λ, x, y) :y′ 6= y∧
hk(x, y) = hk(x′, y′)] < negl(λ)

where the probability is taken over the random choice
of hk, x, y and the random coins of A.

Definition 2 (Quasi-commutativeness).
A function f : X × Y → Xis said to be quasi-

commutative if:

(∀x ∈ X)(∀y1, y2 ∈ Y )[f(f(x, y1), y2) = f(f(x, y2), y1)].

4.2 Dynamic Accumulators

In 2002, Camenisch and Anna Lysyanskaya [7] proposed
dynamic accumulator. A dynamic accumulator scheme is
a 7-tuple of polynomial time algorithms(Gen, Eval, Wit,
Ver, Add, Del, Upd), where:

• Gen: The key generation algorithm, is a probabilistic
algorithm used to set up the parameters of the accu-
mulator. Gen takes as input a security parameter 1λ

and an accumulation threshold N(an upper bound on
the total number of values that can be securely ac-
cumulated) and returns an accumulator key k from
an appropriate key space Kλ,N . When using an ac-
cumulator for a collection of more than N elements,
security is not guaranteed.

• Eval : The evaluation algorithm, is a probabilistic al-
gorithm used to accumulate a set L

.
= {y1, ..., yN ′}

of N ′ � N elements from an efficiently-samplable
domain Yk, where k is some accumulator key from
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Kλ,N . Eval receives as input(k, y1, ..., yN ′) and re-
turns an accumulated value (or accumulator) z ∈ Zk
and some auxiliary information aux, which will be
used by other algorithms. Notice that Eval on the
same input(k, y1, ..., yN ′) must return the same ac-
cumulated value, however the auxiliary information
aux can differ.

• Wit : The witness extraction algorithm, is a proba-
bilistic algorithm that takes as input an accumulator
key k ∈ Kλ,N ,a value yi ∈ YK and the auxiliary
information aux previously output (along with the
accumulator z) by Eval (k, y1, ..., yN ′). If yi is con-
firmed in L, a witness ωi ∈ Wk is output to prove
that yi is accumulated into z, otherwise return spe-
cial symbol ⊥.

• Ver : The verification algorithm, is a deterministic
algorithm for verifying the identity by witness. Ver
input (k, yi, wi, z), prove that whether yi is accumu-
lated into z according to witness wi, output yes or
no.

• Add : The element addition algorithm, is a (usually
deterministic) algorithm that given an accumulator
key k, a value z ∈ Zk obtained as the accumulation
of some set L of less than N elements of Yk, and
another element y′ ∈ Yk, returns a new accumulator
z’ corresponding to the set L ∪ {y′}, along with a
witness ω′ ∈Wk for y’ and some update information
auxAdd which will be used by the Upd algorithm.

• Del : The element deletion algorithm, is a (usually
deterministic) algorithm that given an accumulator
key k, a value z ∈ Zk obtained as the accumulation of
some set L of elements of Yk, and an element y′ ∈ L,
returns a new accumulator z’ corresponding to the set
L\{y′}, along with some update information auxDel
which will be used by the Upd algorithm.

• Upd : The witness update algorithm, is a determin-
istic algorithm used to update the witness ω ∈ Wk

for an element y ∈ Yk previously accumulated within
an accumulator z ∈ Zk, after the addition(or dele-
tion) of an element y′ ∈ Yk \ {y} in (or from) z. Upd
takes as input(k, y, w, op, auxop)(where op is either
Add or Del), and returns an updated witness ω′ that
”proves” the presence of y within the updated accu-
mulator z’.

5 Proposed Scheme

In this section, we introduce our identity authentication
scheme. To describe this scheme, we divide the process
into three parts: system initialization, ER authentication
and user authentication.

Figure 2: The registration of user

5.1 System Initialization

System initialization includes the generation and distri-
bution of keys and the identity registration of ER and
users.

5.1.1 Keys Generation and Distribution

In our scheme, ER calculates its own key according to the
main key, and the user’s key is generated by himself.

Firstly, RA generates a pair of key MPU and MPR,
where MPU is the main public key, MPR is the main pri-
vate key, and then RA sends MPU and MPR to the ER;
Secondly, ER uses a random number γ and (MPU,MPR)
to generate its own public key PUER = f(MPU, γ) and
private key PRER = f(MPR, γ), where the f is the func-
tion that the master key to generate the subkey. Finally,
ER uploads the public key PUER to the RA.

The user generates its own public and private key pairs.
In the same way, it will send public key PUuser to the RA.

5.1.2 User Registration

When users join the EI, they should apply for registration
with ER in their region. The registration process is shown
in Figure 2.

After receiving the registration information, RA
will check the authenticity of the user’s identity,
and then sends PUER to the user. The user cal-
culates his own secret value according to Sec =
PRuser(hash(PUuser, PUER)), which represents his af-
filiation with the region. At the same time, the user
sends its public key PUuser to RA, and then RA sends
(Sec, PUuser) of this user to the ER. ER uses merkle tree
to calculate the hash value MerkleRoot of all users’ Sec
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Figure 3: Merkle root

Figure 4: Block design

of this region. The accumulation process is shown in Fig-
ure 3.

5.2 ER Authentication

This part describes the process of building the EC and
how ERs rely on the EC to complete authentication.

Compared with the normal blockchain, we add Member
List to the genesis block header, and add the Current
Accumulated Value to the transaction of the block body.
The Member List includes ID, PUER, and MerkleRoot
of all ERs. The structure of the genesis block is shown in
Figure 4.

5.2.1 Create

The initial build steps of the EC are as follows:

Step 1. When the EC is initially created, the security pa-
rameter k ← Gen(1λ, N) is first to be created.

Step 2. The Member List is added to gen-
esis block header, which includes
(ID, PUER,MerkleRoot). The Member List

here refers to the information of the ERs partic-
ipating in the construction of EC. PUER refers
to the public key of ER.

Step 3. The accumulated value Zinit is obtained by
(Zinit, aux) = Eval(k, y1, y2, ..., yn), where yi =
hash(ID,MerkleRoot).

Step 4. Broadcast Zinit to network, other nodes verify
that the accumulated value is correct. If Zinit is
correct, the block is recognized. If Zinit is not
correct, discard the block.

Step 5. All nodes calculate the witnesses wi ←
Wit(k, yi, aux) of their own.

5.2.2 Node Join

When there is a new ER add to the EC, the steps are as
follows:

Step 1. The node’s (ID, PUER,MerkleRoot) will be
added to Member List first.

Step 2. Calculate new witnesses (Znew, w, auxAdd) =
Add(k, Zold, hash(ID,MerkleRoot)).

Step 3. Broadcast Znew to network, other nodes verify
that the accumulated value is correct. If Znew is
correct, the block is recognized. Then, the node’s
(ID, PUER,MerkleRoot, aux,w) will be written
in new block. If Znew is not correct, discard the
block.

Step 4. Other nodes update their witnesses w′i ←
Upd(k, hash(ID,MerkleRoot), wi, auxAdd).

5.2.3 Node Delete

When a node is deleted from the EC, the steps are as
follows:

Step 1. Verify that this node is in the EC by calculate
V er(k, hash(ID,MerkleRoot), w, z) = 1.

Step 2. If the verification is successful, the node
will be removed and the accumulated
value is recalculated by (Znew, auxDel) ←
Del(k, Zold, hash(ID,MerkleRoot)). Then the
new accumulated value will be add to the new
block. If the verification fails, it will terminate.

Step 3. All nodes verify that the Znew is correct. If the
accumulated value is updated correctly, the wit-
ness of each node will be updated. Otherwise, it
will terminate.
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Figure 5: ER authentication

5.2.4 Authentication

Take ERA and ERB for example, we explain their au-
thentication process as shown in Figure 5. The premise
is that they are already members of the EC. We refer to
the literature [15] to complete simple authentication.

Firstly, ERA sends (ID,MerkleRoot, w) to ERB . Sec-
ondly, ERB query the genesis block to verify that the
information of ERA is correct. Finally, ERB calculates
V er(k, hash(ID,MerkleRoot), w, z) = 0 or 1 to confirm
the identity of ERA.

5.2.5 Mining and Consensus

In our scheme, EC is a consortium blockchain, and the
ER, as a node in the chain, has high reliability. There-
fore, we use reputation value to select the miner node and
record the ledger, which was proposed in our previous
work [11].

Each ER has its initial reputation value C0. After ER
trades with the user, the user needs to evaluate this trans-
action, and the result will be used for the calculation of
the reputation value. If the user approves this transac-
tion, the returned evaluation result Capproval is a positive
value. The user encrypts the evaluation result with its
private key and adds the system timestamp T , and then
sends the PRuser(Capproval, T ) to ER. ER broadcasts ci-
phertext to the network. If the user does not approve
this transaction, the returned evaluation result Cblam is
a negative value. The user encrypts the evaluation result
with its private key and adds the system timestamp T ,
and then sends PRuser(Cblam, T ) to ER. ER broadcasts
ciphertext to the network. The user encrypts the evalu-
ation result with his private key so that the ER can not
forge the evaluation result. System timestamp can pre-
vent outdated evaluation result from replacing the cur-
rent.

Suppose the cycle is 10 minutes, the mining and billing
authority is obtained by the ER who has the highest rep-
utation value in this cycle. When a cycle arrives, the ER
decrypts all the evaluation results and calculates the total
evaluation result D according to the following formula.

D =
1

n
(k · Capproval + (n− k) · Cblam), k ∈ {0, 1, ..., n},

where n is the number of transactions. k is the number
of times that the evaluation result is Capproval.

In order to reduce the impact of previous behavior on
the current reputation value, we introduce a decreasing
function that reduces the weight of the previous reputa-
tion value with the change of time, then we get the final
reputation value. Assuming that the reputation value of
the ER at the ith cycle is Ci, the reputation value of the
tth cycle can be calculated by the formula.

Ct =

t−1∑
i=0

Cie
(−t−i) +D.

ER broadcasts its current reputation value in the EC
and verifies the reputation value of the ER who claims to
have the highest reputation value. After the verification is
passed, the ER with the highest reputation value obtains
the current accounting authority to complete the cycle. If
the reputation value of the ER is found to be forged, the
accounting right of the node will be cancelled.

5.3 User Authentication

In order to ensure that the data sent by the user is safe
and confidential, we complete the authentication in the
following ways.

The user sends PUER(Sec, PUuser) to the ER of his re-
gion. The ER decrypts the sent information using its own
private key PRER, and then gets the Sec and PUuser. Fi-
nally, the ER compares the (Sec, PUuser) with the stored
(Sec, PUuser). If successful, the authentication is com-
pleted.

6 Performance and Security Anal-
ysis

6.1 Security Analysis

In this section, we analyze the security of the proposed
scheme. According to the security requirements proposed
in Section 3, we discuss whether the proposed scheme
meets the requirements.

• Privacy : In the scheme, the RA produces the main
public key MPU and the main private key MPR,
each ER of the EI calculates its own public and pri-
vate key based on (MPU,MPR). In this way, the
private key is known only to himself, which can avoid
the problem of key exposure. From the user’s point
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of view, the user completes the registration at the
RA, and the ER can only obtain the user’s Sec and
PUuser. Using Sec and PUuser to complete the iden-
tity authentication without knowing the user’s true
identity, so it cannot specifically associate the user’s
personal information. This can protect the privacy
of users very well.

• Confidentiality : The data of users are sent to the ER
after being encrypted by the ER’s public key PUER.
The ER’s private key PRER is generated according
to main private key MPR, which is known to himself.
The user’s data have been transmitted in ciphertext
formats, and the attacker can not get any information
about the data.

• Authenticity : We build the system through the
blockchain, which can ensure that the authenticity
and traceability of data. At the same time, our
scheme can avoid forgery very well. Take the Sybil
Attack as an example, Sybil Attack is a common se-
curity problem in consortium blockchain. In some
consensus plugins represented by PBFT, the number
of nodes directly affects the consensus result. A ma-
licious node will destroy the blockchain network by
disguising itself as multiple good nodes. Our scheme
uses reputation value to reach consensus in the EC.
The node which has the highest reputation value will
obtain mining and recording rights. The reputation
value is not only calculated by the user’s evaluation
of transactions but also add a timestamp. So, it can-
not be forged. The malicious node cannot implement
a Sybil Attack on our scheme.

The advantages and disadvantages of our scheme and
other schemes are shown in Table 2, where ”yes” means
that it has the advantage or it can resist the attack, ”no”
means that it does not have this advantage or it cannot
resist the attack, ”/” means that it does not exist this
attack.

6.2 Performance Analysis

In order to evaluate the proposed identity authentica-
tion scheme with energy privacy preservation, we con-
duct the simulations on a 64 bit computer with Intel(R)
Core(TM)i7-7700HQ 2.80GHz CPU and 8G RAM, using
Python.

We use blockchain instead of CA in traditional PKI
authentication scheme. The cryptographic accumulator
used in this paper is the RSA accumulator. We built
about 5000 pairs of 512-bit public-private key pair data
sets to test the authentication efficiency of two schemes.
We first tested the performance of the RSA accumulator,
mainly the speed of accumulation and witness generation.
It can be seen in Figure 6 and Figure 7. The result shows
that cryptographic accumulator has good performance,
not only accumulation speed but also witness generation

Figure 6: Accumulation speed

Figure 7: Witness generation speed

speed. The EC can be built quickly without spending too
much time.

Then we test the authentication efficiency of the cryp-
tographic accumulator. In the blockchain, the traditional
authentication scheme needs to traverse all the blocks to
complete the authentication. In our scheme, the iden-
tity authentication is independent of the length of the
blockchain. It only needs to calculate whether the accu-
mulated value Z is equal.

As can be seen from the Figure 8, in the traditional
scheme, with the number of block increases, the authen-
tication time increases and the efficiency becomes lower.
In our scheme, the time increases slowly. The reason is
that time is only spent in running the verification algo-
rithm. Therefore, compared to the traditional scheme,
our scheme is more efficient.
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Table 2: Notations and definitions

Malicious Spoofing Man in
Schemes User Attack The Middle Distributed Lightweight

PKI No / No No Yes
Chen et al. [8] Yes No No Yes Yes

Hammi et al. [13] Yes Yes Yes Yes No
Fromknecht et al. [10] No Yes Yes Yes Yes

Proposed Scheme Yes Yes Yes Yes Yes

Figure 8: Verification time

7 Conclusion

In this paper, we have proposed an identity authenti-
cation scheme of Energy Internet Based on Blockchain.
First, we give a system model of the Energy Internet,
and then a secure identity authentication scheme is pro-
posed. ERs build a blockchain with cryptographic accu-
mulator to accomplish efficient authentication. Moreover,
user’s authentication depends on the ER in its region.
In addition, the security analysis shows that our scheme
achieves privacy and confidentiality, as well as authen-
ticity. The experimental results show that the authen-
tication efficiency is indeed better than traditional PKI
authentication scheme. For our future work, we intend to
explore the better way to combine blockchain and Energy
Internet to improve our current scheme.
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Abstract

Cloud storage usually adopt client-based deduplication,
which can achieve considerable savings in both storage
and bandwidth. However, an attacker can carry out a
steal-file-content (SFC) attack, exposing data privacy. In
this paper, a simple yet effective scheme, called double
bytes transport protocol (DBTP), is proposed. In this
scheme, the client-side requests deduplication checks of
the double chunks simultaneously, and the server-side re-
ceives the deduplication request and response with a rea-
sonable value. The result demonstrates that DBTP can
significantly mitigate the side channel’s risk while main-
taining the high bandwidth efficiency of deduplication.

Keywords: Cloud Storage; Data Privacy; Deduplication
Check; Side Channel

1 Introduction

As a convenient and popular service model, cloud storage
services enable users to store and access various resources
in the cloud on demand. Major cloud storage providers
offer multiple file types of storage. According to a re-
port of an International Data Corporation (IDC), the to-
tal amount of digital data in global data centers is explod-
ing rapidly [16]. According to the latest information, the
volume of global digital data created and replicated is up
to 33 Zettabytes in 2017, while with the advent of the era
of big data, it will exceed 175 Zettabytes in 2025. IDC
analysis also shows that 49% of the data will be stored
in a public cloud environment and close to 75% data has
a copy. This similar phenomenon also exists in the re-
search report of Microsoft Research Institute [10]. Based
on the above surveys, a large amount of redundant data
will storage in the cloud. If the cloud storage services
cannot process these redundant data, it will cause waste
of cloud storage space and increase network bandwidth
when users upload files to cloud storage.

Nowadays, there are two main ways to implement the

deduplication check. They are service-side deduplication
check and client-side deduplication check respectively. In
the former, the users must upload the data to the server-
side first, then server-side deletes the redundant data
again. This approach can reduce storage overhead, but
cannot save bandwidth. In the latter, client-side divide
the file into multiple chunks and send chunks hash sig-
natures to cloud and check for the existence or inexis-
tence status of chunks. It can not only delete redundant
data but also save bandwidth. Therefore, the commercial
cloud storage services mostly adopt the cross-user client-
side deduplication check to maintain a specified number
of copies of files [13]. It can achieve the maximize the
utilization of storage space.

Although cross-user client-side deduplication check can
bring the above benefits, it will also lead to the threat of
side channel [4]. According to the traditional deduplica-
tion check, if fingerprint matching of a chunk does not
exist, it means that there is no such chunk on the server-
side. The server-side will feed back to the client-side and
request to upload the file chunk. If fingerprint matching
is successful, the file chunk does not need to be uploaded.
Based on the above observation, the client-side needs to
receive the exact feedback from the server-side and de-
cides whether to upload file chunk. However, the users
can always obtain the determined existence or inexistence
information of the chunk by observing the data traffic
transmitted between the client-side and the server-side.
Thus, existence or inexistence response from server-side
products the threat of data privacy leakage. and creates
a side channel [4]. This privacy leakage can lead to the
following potential attacks.

Identifying files: In order to identify the existence or
the inexistence status of a specific file, an attacker per-
forms a deduplication check by using well-designed file
template.Violent file cracking can be seen as the most
straightforward privacy leak.

Stealing the file content: Normally, an attacker can
check whether a particular file is stored in a cloud stor-
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age. However, what is more serious is that the attacker
might apply this attack to multiple versions of the same
file and obtain the secret information of files by brute
force. As shown in Figure 1, the file T is the target file to
be attacked. The attacker has obtained other information
about file T except x. In order to steal the secret content
of x, the attacker try to use a way of brute force. It uses n
files with all possible values of x (x1, x2, ..., xn) to probe
deduplication respectively. If only file Fn does not upload
the file chunk, the attacker will be very sure that the se-
cret information is xn. Because the server-side identifies
the existence of the unique chunk xn, the content of x is
stolen by the attacker. If the number of possible versions
of the target file is moderate [5], the success rate of this
attack is very high.

Covert Channel: As long as the two parties reach a
consensus, a covert channel can bypass the censorship and
communicate with each other [12, 22]. It means that file
existence status can be used as the medium of communi-
cation.

Figure 1: The attack in chunk-level deduplication

The obvious drawback of the traditional deduplication
check is that the attacker can continuously use templates
of file chunks to violently verify the sensitive information
of the file which are stored in server-side, but attacker
usually blocks the upload of file chunks. Because the tem-
plates of these file chunks can be used repeatedly, thus this
is one of the key factors that leakage of user data privacy.
However, the server-side does not take effective measures
to against this threat.

In order to address these challenges, we propose dou-
ble byte transport protocol (DBTP), a simple yet effective
strategy to ensures a balance between privacy security and
deduplication check benefit. It achieves the two-side pri-
vacy (existence privacy and inexistence privacy). Since
deduplication check of single chunk make the user clearly
knowing whether the chunk exists on the cloud, the strat-
egy uses auxiliary chunk to perform the deduplication
check on double chunks at once and return the reason-
able value. This means that there exist enough room to
confuse the attacker’s judgment when client-side performs
deduplication check. In particular, in order to solve side
channel, there is set a list D for recording dirty chunks (file
chunks that need to be uploaded but not uploaded under
normal deduplication check). Chunk list H for recording
chunks that no longer needs to be checked. It helps save
bandwidth and storage overhead. As can be seen from Ta-
ble 1, compared to existing solutions, the DBTP protocol

has its own advantages, such as no redundant parameter
configuration, no additional hardware, two-side privacy
protection and storage space savings.

Table 1: Comparisons between DBTP and other schemes

NoArgument NoHardware Privacy Save
RT No Yes No No
ZEUS Yes Yes No Yes
ZEUS+ No Yes Yes No
RARE Yes Yes Yes No
Mozy No Yes No No
Shin Yes No Yes Yes
Heen Yes No Yes Yes
DBTP Yes Yes Yes Yes

The scheme achieves the two-side privacy and main-
tains the deduplication rate of the original deduplication
check. Specifically, if a double chunks combination is
confirmed not in the cloud by deduplication check, the
client-side will only upload one of the chunks first. The
remaining chunk will be combined with the other chunk
that is selected from the remaining list chunks. It is dif-
ferent from RARE [5] which implements privacy security
with excessive redundant chunks upload. Other similar
programs, just like ZEUS [15] can’t satisfy the inexis-
tence privacy and RT [4] only offer the inexistence pri-
vacy. ZEUS+ [15] is based on ZEUS and RT to enhance
the privacy security, but the setting of the random thresh-
old parameter severely reduces the deduplication rate.

We conducted a detailed security analysis about the
return values of the server-side in the DBTP scheme. It
demonstrates that DBTP can effectively resist side chan-
nel attack.In addition, this method only involves the inter-
actions between the client-side and server-side and does
not need the extra hardware [23]. It is only minimally
modified on the original deduplication check technology.

The DBTP implementation does not require additional
parameter configuration. Most solutions [4,12] are to en-
sure privacy security through random threshold parame-
ters. ZEUS+ [15] adopt a random threshold chosen uni-
formly in a range [2, d] to maintain an inexistence privacy.

2 Background and Related Work

2.1 Deduplication in Cloud Storages

Data deduplication is an effective technique to eliminate
the redundant data which results in storage saving di-
rectly [8, 20]. For example, as shown in Figure 2, the
client-side of user Aaron first uploads the file fm, then
the file fm will be divided into A, B, C, D, E, and F
chunks by the dicing algorithm. When the hash values of
these chunks are matched, it is found that these chunks
are not in the cloud.Therefore, they are all uploaded to
the server-side. Later, another client-side of user Beck
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wants upload file fn to own cloud folder. After dedupli-
cation check, he or she founds that chunks E, F, and C
already exist in the cloud. Thus, the user Beck only needs
to upload H, I and J, which are three chunks that did not
exist in the cloud. The result is that server-side saves
storage and respective bandwidth. It is foreseeable that
as the size of users increases, the amount of redundant
data is bound to increase more. At that time, the bene-
fits of deduplication check must be considerable. Xia et
al. [18] present a P-Dedupe system. It uses pipeline and
parallelization techniques to accelerate the deduplication
process. In our work, we focus on cross-user client-side
data deduplication. In addition, different chunk segmen-
tation algorithms can use different slice sizes for files. For
example, Dropbox [3] performs the deduplication check
and the file is partitioned to some chunks with a deter-
mined value of 4MB size.

Figure 2: An example of deduplication check

The most mainstream scheme of deduplication check is
the cross-user client-side data deduplication. Cross-user
means that deduplication check is executed in the stor-
agespace shared by all users. Compared with deduplica-
tion check under single-user, redundant data deletion rate
based on cross-user has increased a lot. Client-side means
that the deletion of redundant data is performed on the
client. The process is that the client-side sends the hash
value of the chunks to the server-side. According to the
hash matching results of the server-side, the client-side
determines whether the chunks are to be uploaded to the
server-side. It is illustrated in Figure 3, where the client-
side sends direction request and server-side gives direction
response. It is used to tell user whether the chunk need
to be uploaded to the cloud.

2.2 Related Work for the Side Channel

Especially, after performing hash matching of file
chunk,the cloud needs to deterministically return the exis-
tence status.The problem of side channel which is appear-
ing in the traditional deduplication check. It is defined by
Harnik et al. [4]. In order to address the problem of side

Figure 3: Deterministic response of data deduplication

channel,they recommend using a random threshold solu-
tion (RT). The server-side assigns a threshold tx which is
belongs to [2, d]. Thus, it is only known by the server-
side. When a file chunk cx is uploaded and the number
of existing copies is greater or equal to tx, the system will
perform client-side deduplication. The problem of this
scheme is the uncontrollability of the d value. If the d
is too large, the number of copies will be too much. If
the d is too small, it will lead to lower security. Thus, the
choice of this parameter is difficult. However, this random
threshold solution also has privacy issues. If the number
of chunk copies recorded in the cloud exceeds the speci-
fied threshold tx, the deduplication check will expose the
privacy of file existence. Compared to the global thresh-
old solution of Harnik, Lee and Choi [11] adopted a ran-
dom threshold ti at each uploaded chunk. It is claimed
to show stronger privacy than Harnik et al.’s solution.
Armknecht et al. [1] recently proved that deduplication
thresholds uniformly sampled from [1, B] achieve the op-
timal defense for the natural privacy measure. In particu-
lar, Wang et al. [9] designed the deduplication thresholds
based on a gametheoretic approach. Unfortunately, all of
the above proposals are based on the RT category, thus
have the same weaknesses.

The idea of Mozy [21] is that only small-size files con-
tain sensitive information, but large-size files such as mu-
sic and movie are not sensitive. Based on such assump-
tions, the scheme designs a threshold x for the file size.
If the size of the file is smaller than x, it is treated as
the small file, otherwise it is regarded as the large file.
Therefore, when the size of the file is larger than x, the
deduplication check will be performed, otherwise it will
not. Obviously, this lack of theoretical support, because
there is no necessary connection between the size of the
file and the importance of sensitive information.

Many previous studies focus on deduplication for pe-
riodical backup streams [7, 12]. Spatial or temporal lo-
cality has been exploited in [17]. Yu et al. [19] propose
ZEUS which can achieve weak existence privacy but can-
not achieve inexistence privacy. In order to implement
two-side privacy, Yu et al. further propose ZEUS+. It is
to combine the use of ZEUS and RT.
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In addition to above solutions, there exist some re-
searchers recommend using the extra hardware between
the client-side and server-side to enhance the privacy of
data security. S. Li et al. [2] propose a secure and efficient
client-side encryption deduplication scheme (CSED). This
solution introduces a private key server to generate MLE
keys to resist brute force attacks. Shin and Kim [12] pro-
pose a deduplication protocol. It implements differential
privacy check based on an independent server bridging
between the client-side and server-side. Similar methods
is that Heen et al. [22] considered to set trusted gateway
bridges between the users and cloud. Based on the above
methods of using additional hardware, the deterministic
relationship that between client-side requests and server-
side responses can be broken.

3 Design and Implementation

As the methods mentioned above, there exist defects in
the processing of channel problems. In this section, the
DBTP algorithm is presented. It is used to solve the
channel problem and keep the benefits of deduplication
check. To ease reading, we summarize major notations,
they are used to construct the DBTP in Table 2.

Table 2: List of notations used in the DBTP

Symbols Description
fx The file that will to be uploaded
cn The chunks in which the file fx is divided
ϕ Chunk size
H chunks that no longer need to be checked
K K is a collection of all file chunks
tag assists in deduplication checking
h(x) Hash function

3.1 The Simple Introduction of DBTP

The biggest problem with the traditional deduplication
protocol is that deduplication check with only one chunk
at a time. The server-side explicitly returns the state
of a chunk’s existence. Thus, the attacker can judge
whether the chunk has been transmitted by observing
network traffic. In DBTP, the basic idea is to use the
flag chunk(tag) for auxiliary transmission under different
transmission conditions. When the user runs the local
client program, the client-side will generate a flag chunk
according to the agreement with the cloud. According to
the agreement, the cloud defaults the flag chunk already
exists. The combination method of double chunks is only
[xi, xi+1] or [xi, tag]. The deduplication check on the
other double chunk combination is based on the specific
implementation details of the DBTP algorithm.

3.2 Scheme Design in Detail

The cloud returns 0 to client indicate that the chunk does
not exist in the cloud. If cloud returns 1 means the op-
posite. As you know from the Figure 4, ti denotes the
number of chunks that the cloud requires client-side to
upload. The t1 represents both chunks c1 and c2 are not
in the cloud storage, the t2 represents c1 is not but c2 is
in the cloud storage, and so on.

Figure 4: The process of the scheme

When the uploaded file is split, there are only two
types of combinations. One is the combination of ordi-
nary chunks like [x1, x2], neither x1 nor x2 is a tag. The
other is the combination of ordinary and tag chunks like
[xi, tag]. Deduplication check for a hash list of two chunks
at the same time. Obviously, the number of chunks re-
quired to be uploaded can only be selected in 0, 1, and 2.
First, except for t4, the others cannot equal 0. Otherwise,
the chunk will be missing. Thus, DBTP needs to meet t1
6= 0, t2 6= 0, and t3 6= 0. Specifically, if the attacker is
interested in chunk c2, he or she can upload two chunks of
[c1, n] first. Thus, c1 must exist in the cloud. Then, the
attacker can upload [c1, c2]. Obviously, if t3 6= t4 and the
state value of c1 both are 1, the existence state of c2 can
be easily determined. In this sense, t3 = t4 needs to be
satisfied. Similarly, it can be obtained that t2 = t4 must
also be satisfied.

It is easy to draw the following conclusions that t2
= t3 = t4 and the values must be selected from 1 and
2. Thus, the value of [t1, t2, t3, t4] can be [1,1,1,1],
[2,1,1,1], [1,2,2,2] and [2,2,2,2]. Nonetheless, if the result
returned by the serverside is [2, 2, 2, 2], it can offer the
strongest privacy, but deduplication will be ineffective.
However, [2,1,1,1] clearly exposed the privacy of inexis-
tence which c1 and c2 do not exist in the cloud. Therefore,
we can only choose from [1,1,1,1] and [1,2,2,2]. Obviously,
[1,2,2,2] is not conducive to bandwidth savings. Based on
the above analysis, the most suitable values of t are [1, 1,
1, 1]. It means that result will be returned to client-side
in Table 3.
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Table 3: Design for DBTP

t [ci,cj ] the chunk is uploaded by client-side
t1 = 1 [0,0] ci or cj
t2 = 1 [0,1] ci
t3 = 1 [1,0] cj
t4 = 1 [1,1] ci or cj

3.3 DBTP Algorithm Description

The algorithm shows the details of DBTP. First,in or-
der to prevent the illegal behavior of malicious attackers,
the system needs to verify the user’s identity information.
In the registration stage, the user needs to submit some
personal information to the server. After receiving the in-
formation, the server will issue a smart card to the client,
which contains some security parameters for later authen-
tication [2,18,19]. After the registration phase, users can
access the server in the authentication phase. Only users
with valid smart cards and corresponding passwords can
be successfully verified by the server. In that case, users
without permission will not be able to access the system
for malicious attacks. Besides this, we can also adopt an
efficient certificateless conditional privacy preserving au-
thentication scheme [2, 14] or a privacy preserving public
auditing scheme [6]. Chunk list H store chunks that have
been uploaded. K is a collection of all file chunks. When
the user attempts to upload a file fx to the cloud. First of
all, the file fx will be divided into chunks by size ϕ. The
number of file chunks may be odd or only the last a chunk
is left to be checked. Thus, it need use the tag chunk to
assist the deduplication check (line 02-03). It should be
emphasized that check of tag will return 1 by default.

Specifically, the client-side selects two different chunks,
h(ci) and h(cj), to carries out deduplication check (line
05-09). If i is equals to j means that only the last chunk
needs to be checked, so it will be matched to the tag
chunk for deduplication check (line 05-07). For the two
kind of combinations above, client-side performs dedupli-
cation check and cloud sends the values of chunk status
according to Figure 4 (lines 10-21). Depending on Ta-
ble 2, client-side receives values of JSON format from
cloud and decides which chunk will be uploaded (lines
22-37). Importantly,client-side save the chunk that is up-
loaded and exist in the cloud already to the H list. When
two chunks are combined next time, the chunks in the H
list will be ignored. It will speeds up the deduplication
check.

4 Performance Evaluation

4.1 Experiment Settings

Based on Linux system, we have built a preliminary pro-
gramming and testing environment. The scheme is tested
on centos-release-6-8 on Intel(R) Xeon(R) CPU E5-26xx

Algorithm 1 DBTP

1: Begin
2: client partitions fx into chunks c1,...,cn.
3: create a chunk tag = cn+1.
4: while i,j ∈ K and i,j /∈ H do
5: random selection of two chunks [ci ,cj ] and i 6= j.
6: if i == j then
7: h(cj) = h(tag).
8: end if
9: client performs deduplication on [h(ci) ,h(cj)].

10: if ci and cj not in cloud then
11: cloud responses [0,0] according to Figure 4.
12: end if
13: if ci not in cloud and cj in cloud then
14: cloud responses [0,1] according to Figure 4.
15: end if
16: if ci in cloud and cj not in cloud then
17: cloud responses [1,0] according to Figure 4.
18: end if
19: if ci in cloud and cj in cloud then
20: cloud responses [1,1] according to Figure 4.
21: end if
22: if client receives [ci ,cj ]=[0,0] then
23: client uploads ci or cj for Table 2.
24: H = H ∪ ci or cj
25: end if
26: if client receives [ci ,cj ]=[0,1] then
27: client uploads ci for Table 2.
28: H = H ∪ ci and cj
29: end if
30: if client receives [ci ,cj ]=[1,0] then
31: client uploads cj for Table 2.
32: H = H ∪ ci and cj
33: end if
34: if client receives [ci ,cj ]=[1,1] then
35: client uploads ci or cj for Table 2.
36: H = H ∪ ci and cj
37: end if
38: end while
39: End

v4. DBTP is implemented by Python 3.7.6 platform and
MySQL database.

4.2 Experiment Results

DBTP can realize two-side privacy to avoid side channel
attack. The privacy experiment uses 10M, 20M and 30M
files as the target test object. The cut size ϕ of each file
is set to 2K, 3K, 4K, 5K respectively. The experimental
results are shown in Figures 5, 6 and 7.
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Figure 5: Target file size(10M)

Figure 6: Target file size(20M)

Figure 7: Target file size(30M)

Deduplication ratio is an important indicator to mea-
sure the efficiency of deduplication check. Results are
shown in Figures 8, 9 and 10. The deduplication ratio
is defined as follows α = A/S = (S-B)/S. The formula is
explained as follows, α indicates the deduplication rate,
and A represents the deleted file size for performing dedu-
plication check operation. The value of A is equal to the
difference between S and B, where S represents the total
size of the file thatwas not subjected to the deduplication

process at the time of uploading, and B represents the
file size that has been uploaded to the cloud. The dedu-
plication rate is not only affected by the deduplication
strategy, but also by chunk size.

Figure 8: Deduplication ratio comparison(2k)

Figure 9: Deduplication ratio comparison(3k)

Figure 10: Deduplication ratio comparison(4k)
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4.3 Result Analysis

In this section, we have completed two experiments. The
former is the experiment of DBTP security privacy for
avoiding side channel attack and the latter is a compar-
ison experiment between DBTP and the original schema
deduplication rate. Based on Figures 5, 6, and 7, we ex-
amine files of sizes 10M, 20M, and 30M, respectively. For
example, the target file T, the attacker does not know
about a small part of the file, but this part is the privacy
part that the attacker is more interested in. Now, we use
a computer B to play an attacker to upload different file
templates. These templates only modify the imaginary
privacy part. The number of probes for each file upload
is shown on the y-axis. Through traffic analysis, whether
it is a target file of size 10M, 20M or 30M, when violent
trials are cracked on them, file blocks are uploaded every
time. Because the attacker cannot observe the transmis-
sion of zero traffic, it is impossible to judge whether the
modified data part matches the target file. Based on the
above analysis, the DBTP protocol protects the privacy
of data.

From the Figures 8, 9 and 10, compared the dedupli-
cation ratios of the two methods. It is obvious that the
original deduplication check has relatively higher dedu-
plication ratio compared to the DBTP method. Because
the original deduplication check finds the maximum op-
portunity to eliminate the redundant chunk. Fortunately,
deduplication check of DBTP guarantees the two-side pri-
vacy of data, but the deduplication ratio is only a little
reduced, and the gap between them is within an accept-
able range. In general, DBTP precisely guarantees a good
balance between deduplication efficiency and data privacy
protection.

5 Conclusions

Although cloud storage service providers have widely
adopted cross-user client-side deduplication check to re-
duce redundant data and communication costs, it leaks
the privacy of the chunk existence or inexistence status,
resulting in more threats like side channel. In this pa-
per, we propose a solution, DBTP, based on tag chunk for
auxiliary transmission. This scheme leaks zero-knowledge
for side channel. In other words, it can prevent the at-
tacker from gaining the existence or inexistence status in-
formation from deduplication check. DBTP implements
a stronger two-side privacy and performance guarantee
based on minimal modification of the ordinary deduplica-
tion mechanism.
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Abstract

With the continuous development of the information age,
people’s demand for information security also increases.
In recent years, some people combine passwords with in-
put Physically unclonable function (PUF) to authenti-
cate unsafe communication more effectively. The PUF
described in this authentication method has a hardware-
based embedding function and has significant physical in-
consistency. In this paper, we will continue to propose
more effective authentication protocols based on the PUF
algorithm. In published articles, authentication involves
only one user and one server. Today, we discuss a text
authentication protocol involving three parties: a three-
party key agreement protocol based on the PUF algo-
rithm. This key agreement protocol has more practical
functions. The two users in the protocol and the server
have different public keys and their private keys. After a
series of calculations and the server’s message transmis-
sion, the information in the two users’ hands has matched
again. Based on continuous experiments, we find that this
key agreement protocol is effective.

Keywords: Key Exchange; Mutual Authentication; Phys-
ically Unclonable Function; Privacy Protection

1 Introduction

In today’s society, many people already love browsing on
various websites. At the same time, with the develop-
ment of the network, information security has been in-
volved in people’s production and life. At present, the
most popular technology is authentication protocol based
on some algorithm. Two password-based PUF authen-
tications have been introduced in literature [1, 6]. First,

a physical unclonable function (PUF) is physically em-
bedded in a hardware of device and always outputs an
unpredictable noise y for an input x depending on unique
hardware characteristics. The PUF [5] also has an un-
clonable property that any attempt to clone or reproduce
makes itself unrecoverable from an original one. Owing
to its unpredictability and unclonability, in recent years,
the PUF has been extensively integrated into devices over
wireless communication environment.

From the most practical point of view, human mem-
ory password is one of the most common authentication
methods in wireless personal communication, because this
kind of password is the most convenient and simple au-
thentication tool in practice. But in many cases, pass-
words in user memory are easily guessed or stolen, and
they are inherently vulnerable to well-known online and
online dictionary attacks [9]. Because this simple and
simple memory password has been attacked and stolen,
two factor authentication (smart card and password) have
been designed [6]. Recently, due to the emergence of new
hardware technologies such as PUF, some scholars have
studied the combination of password and PUF [1] in or-
der to conduct more effective authentication [7] in unsafe
communications, and hope to prevent the loss of password
and personal information in this way. Protecting personal
privacy [3]. They are all based on a same assumption that
the PUF is initially integrated with a fuzzy extractor (FE)
for converting a PUF’s unpredictable output into a stable
output. It first takes a password input password from a
user and outputs an unpredictable secret s through FE.
The secret s later serves as a main authentication factor.

In this way, network adversaries can prevent guessing
attacks on user’s personal passwords. At present, the pub-
lished literature on key agreement by combining password
and PUF involves only a single user and server Two ex-
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isting schemes are based on an IUF, for example: PUF +
PAKE Scheme, PUF + ZKPK Scheme [6].

The key agreement protocol based on PUF, which has
been written into the literature above, has been solved.
However, we still need to think about the next issues.

This paper attempts to design a new protocol, which
can be established in a more practical environment under
the existing PUF algorithm [4]. This protocol breaks the
tradition and is no longer a single key agreement between
users and servers. It is upgraded to a three-party key
agreement protocol based on PUF algorithm [11, 12]. To
this end, we will review the key authentication process
based on PUF algorithm published in the literature. We
will refer to the published literature [5–7]. On the ba-
sis of the elaboration, this paper discusses the definition,
steps, practical uses, advantages and disadvantages of the
three-party key agreement protocol based on PUF, and
improvements.

Generally speaking, the purpose of this paper is as fol-
lows:

1) We design two key agreement protocols based on
PUF algorithm, one is tripartite key agreement pro-
tocol, the other is group key agreement protocol.
This scheme can support mutual authentication and
ensure the security of authentication.

2) The two protocols designed by us can resist off-line
password guessing attacks, and have strong practi-
cality and security.

3) The two key agreement protocols designed by us can
also protect perspicacious.

The arrangement of this paper is as follows: We will out-
line the preparatory knowledge in the second section. In
the third section, three-party and group key agreement
protocols based on PUF algorithm are introduced. Sec-
tion 4 gives the analysis of security and efficiency. Sec-
tion 5 gives a summary of this paper.

2 Related Work

Nowadays, there are two types of authentication proto-
cols for PUF algorithm in published literature [1,2]. One
is PUF+PAKE scheme and the other is PUF+ZKPK
scheme. The basic idea of these two protocols is to con-
vert unpredictable PUF output into a unified random key
that can be used as a key directly on the integrated PUF
by using a fuzzy processor [6]. The most important thing
is that these two authentication protocols are under the
integrated PUF algorithm, and after dealing with noise
through the fuzzy processor, they can always get a clearer
output on the same input.

2.1 PUF and Password Combination

Firstly, we need to review the process of using PUF and
password to generate keys for registration published in the

literature. They all execute the registration protocol in
the secure channel and then run the authentication proto-
col. The registration protocol of PUF+PAKE scheme [6]
is showed in Figure 1.

The Server S randomly selects a random number ci
and sends it to the user U. Next, the user U calculates
di ← H(ci‖|pwd) with his own memory password.User
U use input to calculate PUF and get (si, wi) from the
formula Gen(PUF (di)). The registration protocol of
PUF+ZKPK scheme [6] is showed in Figure 2.

The Server S randomly selection of a random Value c,
and chooses {Gq}. And send them to users U. U eval-
uates PUF for an input H(H(c||pwd, {Gq}) and calcu-
lates s, w from Gen(PUF (H(H(c||ped), {Gq})) User U
computes u(= gsmodq) and sends (u,w) to Server S, its
corresponding list (c, {Gq}, u, w) is maintained in DB.

2.2 Framework of Our Scheme

In Figure 3, we further illustrate the steps of our tripar-
tite key agreement protocol. In this protocol, we de-
fine two user names: U1 and U2, and define the server
as S. U1 and S have an common key k1, U2 and S
have an common key k2. U1 and U2 choose their tem-
porary private key, x1, y1 = gx1 ,x2, y2 = gx2 . Then, U1

computes Ek1
(U1||y1), Ek1

(U1||U2||y2) and U2 computes
Ek2

(U2||y2), Ek2
(U2||U1||y1). U1 and U2 uses S to dis-

tribute and transmit messages. At last, U1 and U2 com-
putes SKu1u2 = yx1

2 , SKu1u2 = yx2
1 . The two formulas

are equal or not.

3 The Improved Two-Party
PAKA Protocol with Privacy
Protection

3.1 Notations

The concrete notations used hereafter are shown in Ta-
ble 1.

3.2 Authenticated Key Agreement Phase

Figure 4 illustrates the user Authenticated phase. When
two users, one The server or three parties conduct key
agreement, two users hold the shared key with the server
respectively k1, k2.These two users and The servers will
complete the authentication process on the secure infor-
mation channel.

Step 1: User U1, U2 and The Server Pass Shared Key
k1, k2 , U1 randomly selection x1 to compute private
key y1 = gx1 , U2 randomly selection x2 to compute
private key y2 = gx2 .

Step 2: After receiving the message k1, k2 from U1, U2,
Two users using Ekm

() encryption method to com-
pute Ek1

(U1||y1),Ek2
(U2||y2). And pass the calcu-

lation result to the server. The server will trans-
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Figure 1: Enrollment phase in PUF + PAKE scheme

Figure 2: Enrollment phase in PUF + ZKPK scheme

Figure 3: Authenticated key exchange phase of tripartite key agreement protocol

Table 1: Notations

Symbol Definition
U1, U2,Un User name

S Server
K1,K2,Kn Shared Key between User and Server
x1,x2,y1,y2 private key
EKm() Use Kmto symmetrically encrypt, m is a nonzero integer
SKU1U2

Session key between U1 and U2

SKGroup Group session key
|| concatenation operation
⊕ exclusive or operation

H () Hash Functions
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mit the results Ek1(U1||U2||y2) and Ek2(U2||U1||y1)
to two users.

Step 3: In the above two steps, the server acts as a
messaging role, Users decrypt and verify hash func-
tions. They calculate the two results separately with
the information they receive. sKu1u2 = yx1

2 , and
sKu1u2

= yx2
1 . Then the two results are equal, the

authentication is completed. If any authenticated
process does not pass, the protocol will be termi-
nated.

3.3 Authentication Phase of Multiparty
Key Agreement Protocol

Based on the tripartite key agreement protocol, we con-
tinue to propose a group key agreement protocol scheme.
The registration process of group key agreement protocol
scheme is similar to that of tripartite key agreement pro-
tocol, which is based on PUF+ZKPK scheme. Figure 2
illustrates the user registration phase. The flow of group
key agreement is illustrated in Figure 5 below.

Step 1: The Server S and User Ui extract Ki using PUF
algorithms. Meanwhile, The Server S shares the key
Ki with U1,U2,U3 . . . . . . ,Un.

Step 2: The server S use shared keys with each user to
compute, Ti = K1 ⊕ K2 ⊕ K3 · · · ⊕ Ki−1 ⊕ Ki+1 +
Timestamp,and MAC = H(U1||U2|| . . . ||Un||K1 ⊕
K2 ⊕ K3 · · · ⊕ Kn||Timestamp). Then, the server
broadcasts MAC and time stamp(Ki keep the same
number with Time stamp) to the user remove Ui.
And send Ti and MAC to Ui separately.

Step 3: Ui needs to compute SKi = Ki⊕Ti (Ki keep the
same number with Ti). The Server needs compute
MACi locally. So next U compare MACi and MAC.
If the two results are equal, the group session key is
that SKGroup = H(SKi||Timestamp).

4 Security and Efficiency Analysis

In this section, we will describe a security model of three-
party key agreement scheme and group key agreement
scheme based on PUF algorithm. And we will prove that
the computation of these two schemes is secure in random
oracle and ideal cryptography models[8-10].

4.1 Provable Security of Tripartite Key
Agreement Protocol

We use the following security model [8] to define the secu-
rity requirements of authentication schemes for tripartite
and group key agreement protocols.

Players. We define a server S and a user U who can
participate in the authentication scheme certification

of the key agreement protocol. Each of them has
different instances. We call them oracles.

Queries. Adversary A can interact with participants and
try to break Key or authentication of a user or server.
For this purpose, we can use multiple queries.

1) Execute(U,S ): This query simulates a passive attack
in which the Adversary A will eavesdrop on the au-
thentication communication process between the user
U and the server S.

2) Reveal(I ): This query simulates the abuse of session
keys between instances I. Queries are available only if
the attacked the instance I actually holds the session
key and releases it.

3) Send(I,m): This query adversary A models the mes-
sage sent to the instance I. Adversary A receives the
response generated when the message m is processed
according to the agreement p. In our scheme, ad-
versary emphA query sending (S, start) initializes
the key exchange algorithm, so adversary A receiving
server should send the stream to the client.

4.2 Security Proof

The following theorem shows that the proposed scheme
can safely distribute session keys under the assumption
that it is reasonable and well-defined and more difficult
to handle [9].

Theorem 1. Let P be the above agreement and
password be a finite dictionary of size N equipped
with a uniform distribution. Let A be an adver-
sary against the AKE security of P within a time
bound t, with less than qs interactions with the par-
ties and qp passive eavesdropping, and asking qh hash-
queries and qe encryption/decryption-queries. Then, we

have Advake
p (A) 6 qs

N + 4qhSucccdhG (t′) +
(qs+qp)

2

q−1 +
(qh+4qs+qp+qe)

2

2`

where t′ 6 t + (qs + qp + 1) · ΓG with` denoting
`1, `2, `3, `4 and ΓG denoting the computational time for
an exponentiation in G.

Proof. Stage: In this proof, for simplicity, we do not con-
sider forward secrecy. We incrementally define se-
quence of games starting at the real game G0 and
G1, G2. For each Gn (n = 0, 1, 2) we define the
following events:

1) Sn occurs if A correctly guesses the bit b involved in
the Test-query.

2) Encryptn occurs if A submits data it has encrypted
by itself using the password.

3) Authn occurs if A submits an authenticator Auth
that is accepted by the server and that has been built
by the adversary itself.
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Figure 4: Authenticated key agreement phase

Figure 5: Authentication phase of multiparty key agreement protocol
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Game. G0 : This is the real agreement in the random
oracle and ideal-cipher models. Several oracles are
thus available to the adversary A: one hash oracles
(H ()) and all the instances U and S (in order to
cover concurrent executions). We have

Advake
p (A) = 2Pr[S0]− 1.

In the game below, we further assume that when the
game aborts or stops with no answer b′ outputted by
adversary A we choose this bit b′ at random, which in
turn defines the actual value of the event SK , More-
over, if the adversary A has not finished playing the
game after qs Send-queries or lasts for more than
time t, we stop the game (and choose a random bit
b′), where qs and t are predetermined upper bounds.

Game. G1 we simulate the hash oracles, H (), and
five additional hash functions H () and the encryp-
tion/decryption oracles and an encryption list.We
also simulate all the instances, as the real players
would, for the Send-queries and for the Execute, Re-
veal and Test-queries. From this simulation, it is
clear that the game is perfectly. Thus, we have

Pr[S1] = Pr[S0].

Game. G2 :In this game, the opponent guesses the ses-
sion key without asking the corresponding Oracle h,
so that it exists separately from the password and
the temporary key, which are protected by the PUF
algorithm. Otherwise, we will use the early game
change method. Thus, we have

|Pr[S1]− Pr[S2]| 6 q2h
2`+1 + qε

2`4+1 +
(qs+qp)

2

2(q−1)

4.3 Further Security Discussion

1) The scheme could resist password guessing attack.

Proof. This attack means that adversary A will try
to guess the password of the legitimate user based
on the transmitted information. Password guessing
attacks can only crack functions with a low-entropy
variable (password), so we need to insert at least one
large random variable that can withstand such at-
tacks. In our protocol, when there is no transmission
information, adversary A can only launch an online
password guessing attack, using the password as the
input value. Even if the opponent gets secret infor-
mation, he does not have any comparative data to
verify whether the password guess is correct without
the help of the server. In other words, an adver-
sary will not be able to construct tables. On the
other hand, the maximum number of permissible in-
valid attempts for online password guessing attacks
is only a few, and the account will be locked by the
registered server [9, 10].

2) The scheme could support mutual authentication.

Proof. The Registration Server S verifies the au-
thenticity of user U ’s request through validating
the condition MACi = MAC during the proposed
phase. To compute MACi = H(U1 . . . Un||SKi ⊕
Timestamp), the attacker must has the password.
Furthermore, MACi includes a large random nub-
mer Timestamp, the adversary cannot replay the old
messages in the protocol. So, mutual authentication
can successfully achieve in our scheme.

3) The scheme could resist replay attack.

Proof. Validation messages include temporary ran-
dom numbers, such as timestamps. More impor-
tantly, all such temporary random numbers are pro-
tected by corresponding information. Only legiti-
mate users with secret keys and passwords can find
these problems.

4) The user-privacy protection can be provided in the
proposed scheme.

Proof. There is no clear text in the authentication mes-
sage sent in our proposed protocol. But authentication
messages include overwritten ciphertext, which can send
any important information to the other party or to a des-
ignated place using the public key of the peer, such as
the identity in the scheme. Another message is to ver-
ify ciphertext using a one-way secure hash function. The
other message is transmitted dynamically through chan-
nels and cannot be cloned. In addition, there is no dupli-
cate message section in continuous communication. This
shows that our scheme implements the attributes of user
privacy.

4.4 Efficiency Analysis

Table 2 shows some basic calculation processes of the
three-party key agreement protocol and the group key
agreement protocol based on the PUF algorithm written
in this paper. In addition, compared with the two-key
agreement protocol based on the PUF algorithm, this
new protocol is more powerful and more computation-
ally intensive. It is safer and more reliable in the safe
transmission of information. Among them, Ours1: three-
party key agreement protocol based on PUF algorithm,
Ours2: PUF algorithm based group key agreement pro-
tocol. Yes/No: Support/Not support , Thash: Time for
executing the hash function.

5 Conclusion

This paper presents a tripartite and group key agreement
protocol based on PUF algorithm. It extends on the ba-
sis of two-party key agreement protocol. This protocol
not only inherits the advantages of the two-party key
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Table 2: Comparisons between our proposed scheme and the related literatures

PUF+PAKE [7] PUF+ZKPK [7] Ours1 Ours2
Shared secret key No No Yes Yes

Communication round 3round 2round 2round 1Broadcast
Vulnerable to replay attack No No Yes Yes

Formal security proof No No Yes Yes
Privacy protection No No Yes Yes

Authentication Mutual Mutual Mutual Mutual

agreement protocol, but also innovates. In addition to
being able to authenticate between users and servers, the
two-party key agreement protocol can also resist guess-
ing attacks. This new protocol has the characteristics of
resisting off-line password attack, supporting mutual au-
thentication and providing privacy protection for users.
The protocol also has strong security and enforce-ability,
and enriches the types of key agreement protocols.
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Abstract

For two future possible improvements of AES-128: en-
hanced subkey diffusion property or increased encryp-
tion rounds, this paper evaluates the security bound of
R-Round AES-128 (R > 10) and 10-Round AES-IND-
128 (AES-128 with independent of key schedule) against
biclique attack. For attacking R-round AES-128(R > 10),
with the increase of several rounds R, the time complexity
increases gradually, but it never reaches 2127.86, reduced
by about 10% compared with brute force. For attack-
ing 10-Round AES-IND-128, a 1-round biclique is firstly
constructed, and then the attack is proposed. The time
complexity is no more than 2127.42, reduced by about 33%
compared with brute force.

Keywords: AES; Biclique; Block Cipher; Cryptanalysis

1 Introduction

Block ciphers are the central tool in the design of pro-
tocols for symmetric encryption [16]. Since Rijndael [4]
is the winner of Advanced Encryption Standard (AES)
in 2000, it has become one of the most widely used Block
Ciphers. AES supports 128-bit block size with three dif-
ferent key lengths of 128, 192 and 256 bits, which are
denoted as AES-128, AES-192 and AES-256 respectively.

Due to the popularity of AES, cryptology researchers
have increased their focus on its security, such as square
attack [5, 10], collision attack [12],impossible differential
attack [14, 15], meet-in-the-middle attack [6–9], biclique
attack [3], integral attacks [18],polytopic attacks [19], sub-
space trail cryptanalysis [11], structural-differential at-
tacks [13], yoyo tricks [17],Grassi’s Attack [1] and so on.

There are many cryptanalytic results on AES-128.
In 1997, the 6-round AES-128 was broken with the square
attack by the designer of AES [5]. Since 2000, 7-round
AES-128 has been broken successively by a series of at-
tacks as follows. The square attack in [10] requires a data
complexity of 2127.997 and a time complexity of 2120. The
collision attack in [12]costs a data complexity of 232 and

a time complexity of 2128.The impossible differential at-
tacks were proposed in [14,15] and the fastest needs a time
complexity of 2117.2. The meet-in-the-middle attack was
proposed in [7–9] and the fastest needs a time complexity
of 299. In 2011, 10 rounds were successfully broken with a
data complexity 288 and a time complexity of 2126.18 when
the biclique attack [3] is applied to AES-128. In 2014, the
biclique attack [2] was once again improved with a data
complexity of 264 and a time complexity of 2126.12.

The biclique attack [3] can be divided into two steps:
biclique exploration from the independent related key dif-
ferentials, and then key recovery. In the key recovery
phase of the attack, the recomputation technique is usu-
ally adopted to reduce the time complexity. There are
two parts separate components of recomputation: State
recomputation and subkey recomputation. In [3], subkey
recomputation is not considered because it is negligible
compared to state recomputation. This paper considers
both the two parts of recomputation: State recomputa-
tion and subkey recomputation, this is because the sub-
key recomputation cannot be ignored for R-Round AES-
128(R > 10) and 10-Round AES-IND-128 anymore.

The principle of a biclique attack is to test all the keys
to discover which is the correct key based on the biclique
structure. Therefore, the complexity of the biclique at-
tack on the full rounds of any block cipher will never ex-
ceed the complexity of the exhaustive key search. If the
encryption rounds are increased for AES-128, or if the
diffusion of the key schedule is enhanced, how will the
complexity of the biclique attack change?

In this paper,we study the biclique attack for R-Round
AES-128(R > 10) and 10-Round AES-IND-128, where
AES-IND-128 denotes AES-128 independent of the key
schedule.

1) For attacking R-round AES-128 (R > 10),with the
increasing number of rounds R, the time complexity
increases gradually, yet it will never reach 2127.86. In
the attack,both state and subkey recomputation are
consided.Prior to performing the attack, properties
of the recomputation of R-round subkeys are discov-
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ered.

2) For attacking 10-round AES-IND-128,the time com-
plexity is 2127.42. AES-IND-128 includes the prop-
erty: the diffusion property is enhanced so that any
subkey byte in any round affects all the subkey bytes
in the other rounds in term of the difference. When
the diffusion of key schedule is enhanced or the num-
ber of encryption rounds is increased, biclique attacks
remain effective to AES-128.

The remainder of this paper is organized as follows. The
AES block cipher is described in Section 2 and the biclique
attack is introduced in Section 3. In Sections 4 and 5, we
apply the biclique attacks to R-round AES-128 and 10-
round AES-IND-128, respectively. Finally in Section 6,
the conclusions are drawn from the results.

2 Description of AES-128

AES-128 [4] encrypts or decrypts data blocks of 128 bits
by using keys of 128-bits. The number of rounds is 10,
denoted as successively. A 128-bit plaintext and the
interme-diate state are treated as byte matrices of size.
The round transformation of AES consists of the four ba-
sic transformations:

SubBytes (SB): Applying the same 8-bit to 8-bit invert-
ible S-box 16 times in parallel on each byte of the
state.

ShiftRows(SR): Cyclically shifting each row (the i’th row
is shifted by i bytes to the left).

MixColumns (MC): Multiplication of each column by a
4× 4 matrix over the field GF (28).

AddRoundKey (ARK): XORing the state and a subkey.

The MC operation is omitted in the last round, and an
additional ARK operation using a Whitening SubKey
(WSK) is performed before the first round.

The Key Schedule(KS) of AES-128 takes the 128-bit
user key and transforms it into 11 subkeys of 128-bits
each.The subkey array is denoted by W0,W1, · · · ,W43,
where each word of consists of 32 bits. K =
(W0,W1,W2,W3) is the user supplied keys. Kr =
(W4(r+1),W4(r+1)+1,W4(r+1)+2,W4(r+1)+3)(r = 0, · · · , 9)
is updated according to the following rule:
If

i ≡ 0 mod 4

then

Wi ≡Wi−4 ⊕ SB(RotByte(Wi−1))⊕Rcon(i/4)

else

Wi ≡Wi−4 ⊕Wi−1.

Kr denotes the r-round subkey. K−1 = K as a WSK.
RotByte(·) denotes the rotation of the word by one byte.

In this paper, #2r and #(2r + 1) are addressed as
the states before SB and the state after MC in round r,
respectively.

Property 1. For r-round AES-128, the ratio of one Sub-
Bytes operation to the full AES is σ = 4/5r.

3 Chosen-Ciphertext Biclique At-
tack

In this section, we introduce the biclique attack proposed
by Bogdanov et al. [3]. Before the description of the bi-
clique attack, the biclique structure must be denoted: Let
f be subcipher that maps an internal state S to the cipher-
text C : fK(S) = C.The 3-tuple [{Ci}, {Sj}, {K[i, j]}] is
called a d-dimensional biclique, if Ci = fK[i,j](Sj) (, i, j ∈
{0, 1, · · · , 2d − 1}).

The biclique attack can be divided into two steps: bi-
clique exploration and key recovery. The following sec-
tions of this paper will describe both biclique exploration
and key recovery in further detail.

3.1 Biclique Exploration from the Inde-
pendent Related-Key Differentials

The d-dimensional biclique can be achieved from the in-
dependent related-key differentials. There are two stages:
key partition and then biclique construction.

3.1.1 Key Partition

2n keys can be divided into 2n−2d groups K(m)(m =
0, 1, · · · , 2n−2d−1), where K(m) is defined to be the m-th
key group with 22d keys K(m)[i, j](i, j = (0, 1, · · · , 2d −
1)). These keys can be obtained as follows:

• Look for the key differentials ∆K
i ,∇K

j , such that

∆K
i ∩∇K

j = {0}.

• With ∆K
i ,∇K

j , determine the base key K(m)[0, 0] in

K(m).

Therefore: K(m)[i, j] = K(m)[0, 0]⊕∆K
i ⊕∇K

j .

3.1.2 Biclique Construction

In each K(m), construct the d-dimension biclique as fol-
lows:

• Base computation: S
(m)
0

K(m)[0,0]−−−−−−→
f

C
(m)
0 .

• Based on ∆K
i ,∇K

j , construct differentials

∆
(m)
i − differentials : 0

∆K
i−−→
f

∆
(m)
i ,

∇(m)
j − differentials : ∇(m)

j

∇K
j−−→
f

0.
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Such that they do not share the active nonlinear compo-

nent, where ∆K
0 = 0,∆

(m)
0 = 0,∇K

0 = 0,∇(m)
0 = 0.

Therefore it is denoted:

S
(m)
j = S

(m)
0 ⊕∇(m)

j

C
(m)
i = C

(m)
0 ⊕∆

(m)
i

K(m)[i, j] = K(m)[0, 0]⊕∆K
i ⊕∇K

j

and obtain the definition of a d-dimensional biclique

[{C(m)
i }, {S(m)

j }, {K(m)[i, j]}].

3.2 Key Recovery under the Chosen-
Ciphertext Attack

3.2.1 Key Recovery

For each K(m), based on the d-dimension biclique

[{C(m)
i }, {S(m)

j }, {K(m)[i, j]}], the key recovery is as fol-
lows:

• Data Collection: The adversary obtains the 2d plain-

texts from the ciphertexts P
(m)
i through the decryp-

tion oracle: C
(m)
i

decryption oracle−−−−−−−−−−−−−→
e−1

P
(m)
i .

• Key Testing: The block cipher E can be decomposed
into E : P −→

h
V −→

g
S −→

f
C.For the testing key

K(m)[i, j], the adversary checks whether

P
(m)
i

K(m)[i,j]−−−−−−→
g

~v(m) ?
=←
v

(m) K(m)[i,j]←−−−−−−
h

S
(m)
j

If the equation holds, the testing key is the secret key
Ksecret.

The full time complexity of the attack is:

Cfull = 2n−2dC(m) = 2n−2d[C
(m)
biclique+C

(m)
match+C

(m)
falsepos]

where C
(m)
biclique is the complexity of constructing biclique;

C
(m)
match is the complexity of the computation of the inter-

nal variable v 2d times in each direction; C
(m)
falsepos is the

complexity generated by false positives.

3.2.2 The Recomputation Technique

In fact, in order to decrease the time complexity in the
key testing, adopt the recomputation technique. In fact,
there are two parts of recomputation as follows.

• State Recomputation.

– Precomputation: The adversary computes and

stores 2 × 2d computations: ∀ i(P (m)
i

K(m)[i,0]−−−−−−→
g

~v(m)) and ~v(m) K(m)[0,j]←−−−−−−
h

S
(m)
j .

– Recomputation: For particular i and j, the ad-
versary recomputes the states which differ from
the stored ones.

• Subkey Recomputation. First, the adversary
computes and stores computations K(m)[i, 0] and
K(m)[0, j]. Then, for other K(m)[i, j], it is recom-
puted only those parts that differ from the stored
ones.

So the full time complexity of the attack is: Cfull =

2l−2dC(m) = 2l−2d[C
(m)
biclique + C

(m)
precomp + C

(m)
recomp1 +

C
(m)
recomp2 + C

(m)
falsepos], where C

(m)
precomp is the com-

plexity of the precomputation in the key recovery;

C
(m)
recomp1 and C

(m)
recomp2 are the complexities of the

state and the subkey recomputation in the matching
stage,respectively.

Remark 1. Subkey recomputation is ignored in [3],but
cannot be ignored on attacks on R-Round AES-128 (R >
10) and 10-Round AES-128-IND.

4 Biclique Attack on R-Round
AES-128( R > 10)

The encryption rounds of AES-128 can be improved to ex-
ceed 10 rounds, therefore biclique attacks are investigated
for R-Round AES-128(R > 10). For the purpose of this
research a recomputation technique was adopted within

section III. With the rounds increased, C
(m)
recomp2 becomes

increasingly very critical and complex, so we firstly calcu-
late the recomputation of the subkeys.Then perform the
biclique attack on R−Round AES-128(R > 10).

4.1 Recomputation of the Subkeys

The superscript (m) of K
(m)
(r) [i, j] is not reflected in the fol-

lowing lemmas, so it is omitted and denoted as K(r)[i, j].

If we know r-round subkeys K(r)[0, 0],∆K
i ,∇K

j and

K(r)[i, j] = K(r)[0, 0]⊕∆K
i ⊕∇K

j , evaluate recomputation
of the (r − 1)-round subkeys K(r−1)[i, j] by the following
lemmas.

Lemma 1. If the value of r-round subkeys K(r)[i, j] is
known, the evaluatation of the recalculation of the (r−1)-
round subkeys K(r−1)[i, j] is given as follows.

1) K(r−1) can be expressed as the linear function of K(r)

and ∆K(r), so the recomputation for K(r−1) can be
ignored, where ∆K(r) = K(r)[i, j]⊕K(r)[0, 0].

2) K(r−1) cannot be expressed as the linear func-
tion of K(r) and ∆K(r), so the recomputation for
K(r−1)cannot be ignored.

Proof. K(r),h(h = 0, 1, · · · , 15) denote h-th byte of K(r).
If the subkeys in round r are known, the subkeys in round
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r − 1 can be achieved as follows by the key schedule.

K(r−1),0 = K(r),0 ⊕ S(K(r),9 ⊕K(r),13)

K(r−1),1 = K(r),1 ⊕ S(K(r),10 ⊕K(r),14)

K(r−1),2 = K(r),2 ⊕ S(K(r),11 ⊕K(r),15)

K(r−1),3 = K(r),3 ⊕ S(K(r),8 ⊕K(r),12)

K(r−1),4 = K(r),0 ⊕K(r),4

K(r−1),5 = K(r),1 ⊕K(r),5

K(r−1),6 = K(r),2 ⊕K(r),6

K(r−1),7 = K(r),3 ⊕K(r),7

K(r−1),8 = K(r),4 ⊕K(r),8

K(r−1),9 = K(r),5 ⊕K(r),9

K(r−1),10 = K(r),6 ⊕K(r),10

K(r−1),11 = K(r),7 ⊕K(r),11

K(r−1),12 = K(r),8 ⊕K(r),12

K(r−1),13 = K(r),9 ⊕K(r),13

K(r−1),14 = K(r),10 ⊕K(r),14

K(r−1),15 = K(r),11 ⊕K(r),15.

The equivalent but concise expressions are as follows:

K(r−1),h = K(r),h ⊕ S(K(r),8+(h+1) mod 4

⊕K(r),12+(h+1) mod 4) (h = 0, 1, 2, 3)

K(r−1),h = K(r),h−4 ⊕K(r),h (h = 4, 5, · · · , 15).

Remark 2. For clarity, Rcon(•) is ignored in the key
schedule above as it does not affect the final results.

If the values of r-round subkeys are known: K(r)[i, j],
∆K(r) = K(r)[i, j] ⊕ K(r)[0, 0]. There are 2 cases in the
recalculation of the r − 1 round subkeys K(r−1)[i, j].

Case 1: For 0 ≤ h ≤ 3, we consider the computation
of K(r−1),0,K(r−1),1,K(r−1),2,K(r−1),3. As ∆K(r) =
K(r)[i, j]⊕K(r)[0, 0], we have

K(r),0[i, j] = K(r),0[0, 0] ⊕ ∆K(r),0 (1)

K(r),8+(h+1) mod 4[i, j] = K(r),8+(h+1) mod 4[0, 0]

⊕∆K(r),8+(h+1) mod 4 (2)

K(r),12+(h+1) mod 4[i, j] = K(r),12+(h+1) mod 4[0, 0]

⊕∆K(r),12+(h+1) mod 4 (3)

K(r−1),h[0, 0] = K(r),h[0, 0] (4)

⊕S(K(r),8+(h+1) mod 4[0, 0]

⊕K(r),12+(h+1) mod 4[0, 0])

K(r−1),h[i, j] = K(r),h[i, j] (5)

⊕S(K(r),8+(h+1) mod 4[i, j]

⊕K(r),12+(h+1) mod 4[i, j]).

By Equations (1)-(5), we have

K(r−1),h[i, j]
(5)
= K(r),h[i, j]

⊕S(K(r),8+(h+1) mod 4[i, j]

⊕K(r),12+(h+1) mod 4[i, j])

(2)(3)
= K(r),h[i, j]⊕ S(K(r),8+(h+1) mod 4[0, 0]

⊕∆K(r),8+(h+1) mod 4

⊕K(r),12+(h+1) mod 4[0, 0]

⊕∆K(r),12+(h+1) mod 4)

(1)
= K(r),h[0, 0]⊕∆K(r),h

⊕S(K(r),8+(h+1) mod 4[0, 0]

⊕∆K(r),8+(h+1) mod 4

⊕K(r),12+(h+1) mod 4[0, 0]

⊕∆K(r),12+(h+1) mod 4)

(4)
= K(r−1),h[0, 0]⊕∆K(r),h

⊕S(K(r),8+(h+1) mod 4[0, 0]

⊕K(r),12+(h+1) mod 4[0, 0])

⊕S(K(r),8+(h+1) mod 4[0, 0]

⊕∆K(r),8+(h+1) mod 4

⊕K(r),12+(h+1) mod 4[0, 0]

⊕∆K(r),12+(h+1) mod 4).

Therefore,

K(r−1),h[i, j] = K(r−1),h[0, 0]⊕∆K(r),h

⊕S(K(r),8+(h+1) mod 4[0, 0]

⊕K(r),12+(h+1) mod 4[0, 0])

⊕S(K(r),8+(h+1) mod 4[0, 0]

⊕∆K(r),8+(h+1) mod 4

⊕K(r),12+(h+1) mod 4[0, 0]

⊕∆K(r),12+(h+1) mod 4). (6)

Therefore, there are 2 Conditions 1), 2) from Equa-
tion (6).

1) ∆K(r),8+(h+1) mod 4 ⊕ ∆K(r),12+(h+1) mod 4 = 0
⇒ K(r−1),h[i, j] = K(r−1),h[0, 0] ⊕ ∆K(r),h.
K(r−1)[i, j] can be expressed as the linear func-
tion of K(r−1)[0, 0] and ∆K(r).

2) ∆K(r),8+(h+1) mod 4 ⊕ ∆K(r),12+(h+1) mod 4 6= 0
⇒ K(r−1),h[i, j] 6= K(r−1),h[0, 0] ⊕ ∆K(r),h.
K(r−1)[i, j] cannot be expressed as the linear
function of K(r−1)[0, 0] and ∆K(r).

Case 2: For 4 ≤ h ≤ 15,we consider the computation
of K(r−1),4,K(r−1),5, · · ·K(r−1),15. Because ∆K(r) =
K(r)[i, j]⊕K(r)[0, 0], we have

K(r),h−4[i, j] = K(r),h−4[0, 0]⊕∆K(r),h−4 (7)

K(r),h[i, j] = K(r),h[0, 0]⊕∆K(r),h. (8)

By the schedule above when h = 4, · · · , 15, the equa-
tions are:

K(r−1),h[i, j] = K(r),h−4[i, j]⊕K(r),h[i, j] (9)

K(r−1),h[0, 0] = K(r),h−4[0, 0]⊕K(r),h[0, 0].

(10)
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Figure 1: Computation in the subkeys form round -1 to round R-1

By Equations (7)-(10), we have:

K(r−1),h[i, j]
(9)
= K(r),h−4[i, j]⊕K(r),h[i, j]

(7)(8)
= K(r),h−4[0, 0]⊕∆K(r),h−4

⊕K(r),h[0, 0]⊕∆K(r),h

(10)
= K(r−1),h−4[0, 0]⊕∆K(r),h−4

⊕∆K(r),h. (11)

From Equation (11), there is

K(r−1),h[i, j] = K(r−1),h−4[0, 0]⊕∆K(r),h−4

⊕∆K(r),h.

So K(r−1)[i, j] can be expressed as the linear function
of K(r−1)[0, 0] and ∆K(r).

Corollary 1. The column 1,2,3 of (r − 1)-round sub-
keys K(r−1)[i, j] are linear expressions of r-round subkeys
K(r−1)[0, 0] and ∆K(r).

Proof. Based on Lemma 1 in Equation (11).

Corollary 2. Only column 0 of (r − 1)-round sub-
keys is a nonlinear expression of r-round subkeys
K(r−1)[0, 0],K(r)[0, 0] and ∆K(r).

Proof. Based on Lemma 1 in Equation (6).

Corollary 3. With the subkey recomputation, for r ∈
{−1, 0, · · · , R − 1}), if we know K(r)[0, 0],∆K(r) and
K(r−1)[0, 0], the recomputation for (r − 1)-round subkeys
K(r−1)[i, j], only appears in byte 0, 1, 2, 3, and they are
only related to the last two columns of r-round subkeys
K(r)[0, 0] and ∆K(r).

Proof. By Corollary 2 and Lemma 1 in Equation (6).

Lemma 2. If

∆K
i =


0 0 i i
0 0 0 0
0 0 0 0
0 0 0 0

 ,∇K
j =


0 0 0 0
j 0 j 0
0 0 0 0
0 0 0 0

 ,

K(m)[0, 0] ∈


N N N 0
0 N N N
N N N N
N N N N

 in round R−3, com-

putation K(m)[i, j] in the subkeys form round -1 to round
R − 1 is depicted in Figure 1 (i, j ∈ GF (28), N denotes
non-zero byte and 0 denotes zero byte).

Proof. The first, the second and fourth lines of Figure 1
above can be derived by the computer experiments based
on the key schedule. The third line of Figure 1 can be
derived by Lemma 1 and Corollarys 1, 2 and 3.
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1) In the first line of Figure 1, ∆K
i is depicted, and

K(m)[i, 0] = K(m)[0, 0]⊕∆K
i .

2) In the second line of Figure 1, ∇K
j is depicted, and

K(m)[0, j] = K(m)[0, 0]⊕∇K
j .

3) In the third line of Figure 1, the recomputation in the
subkeys of K(m)[i, j] is depicted, where white cells
need no recomputation because they are only related
to ∆K

i or ∇K
j ; Dark gray cells need recomputa-tion

based on the Lemma 1 and Corollarys 1, 2 and 3;
light gray cells are not required for matching.

4) In the fourth line of Figure 1, ∆K = K(m)[i, j] ⊕
K(m)[0, 0] is depicted based on the first line and the
second line, where white cells denote zero difference.

Remark 3. Our key partition in Round R − 3 is the
same as key partition in Round 8 [3], the computation of
the subkeys in Figure 1 from R − 11 to R is the same as
Figure 9 [3] from -1 to 10.

Lemma 3. In Figure 1, the current equations are:

1) Posu(1) = Posu−4v(1)(u ≤ R − 14, v = 0, 1, · · · ) in
∆K

i and ∇K
j ,where Posu(1) denotes the position of

non-zero differential in Round u.

2) Posu(2) = Posu−4v(2) in recomputation of subkeys
in Round u,where Posu(2) denotes the position of
recomputation in Round u.

Proof.

1) In the first, second and the fourth lines of Figure
1,it can be seen, the regularity from Round R− 4 to
Round -1, the position of non-zero differential byte
in ∆K

i , ∇K
j and ∆K repeats every 4 rounds.

2) Similarly, in the third line of Figure 1, it can be
shown (2) holds.

Theorem 1. With the subkey recomputation technique,
for r ∈ {−1, 0, · · · , R − 1}), if we know r-round subkeys
K(r)[0, 0],∆K(r), K(r)[i, j] = K(r)[0, 0]⊕∆K(r) and (r −
1)-round subkeys K(r−1)[0, 0], there are (2R−16) S-boxes
to be recomputed at most for the (r − 1)-round subkeys
K(r−1)[i, j] (Figure 1).

Proof. We assume that we know r-round subkeys
K(r)[0, 0],∆K(r) and K(r)[i, j] = K(r)[0, 0]⊕∆K(r).

When r is from round R − 1 to round R − 8,it is ob-
viously there are all 2 S-boxes required to be recomputed
for K(r−1)[i, j].

When r ∈ {−1, · · · , R − 9}, in the fourth line in Fig-
ure 1 based on Lemmas 2 and 3.

∆Kr−1=


N 0 N 0
N N N N
N 0 N 0
N N N N

 or


N N N N
N 0 N 0
N N N N
N 0 N 0
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Figure 2: Biclique for R-round AES-128(R >10) [3]
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Figure 3: Recomputation in the forward direction for R-
round AES-128(R>10)

where N denotes non-zero byte and 0 denotes zero
byte. Then by the key schedule,

∆Kr=


N N D1 D2

N N N N
N N D3 D4

N N N N

 or


N N N N
N N D5 D6

N N N N
N N D7 D8


It can therefore be demonstrated that: D1 = D2, D3 =

D4, D5 = D6, D7 = D8. Based on Corollary 2 (i.e.
Lemma 1 in Equation (4.6)), 2 S-boxes required to be
recomputed at most in each round r.

So, there are 2(R − 9) + 2 S-boxes be recomput-uted
at most from round -1 to R− 1 for K(r−1)[i, j].

Therefore, for the subkeys K
(m)
r [i, j](r ∈

{−1, 0, · · · , R − 1}), there are 2R − 16 S-boxes to
be recomputed at most.
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Figure 4: Recomputation in the forward direction for R-
round AES-128(R>10)

4.2 Biclique Attack

Theorem 2. For attacking R rounds of AES-128(R ≥
10), the complexity of biclique attack

Cfull ≤ 2121(−752.4

R
+ 26.86).

Proof. For R-Round AES-128, biclique attack can be de-
scribed in the following two steps: 3-round biclique con-
struction and key recovery.

1) 3-round biclique construction. The 3-round biclique

of dimension 8 [{C(m)
i }, {S(m)

j }, {K(m)[i, j]}] is con-
structed for AES-128 as shown in Figure 2,similar
with Figure 4 [3].

2) Key recovery. We recover the secret key with recom-
putation technique.

Precompute P
(m)
i

K(m)[i,0]−−−−−−→
g

~v
(m)
i and ~v

(m)
j

K(m)[0,j]←−−−−−−
h

S
(m)
j . Then, store intermediate states and subkeys, where

~v
(m)
i and

←
v

(m)

j are state #4.

• The amount of state recomputation in both direc-

tions is evaluated, where S
(m)
j is the input of the

round R− 3.

Backward direction: Recompute ~v(m) K(m)[i,j]←−−−−−−
h

S
(m)
j which is different from ~v

(m)
j

K(m)[0,j]←−−−−−−
h

S
(m)
j . As shown in Figure 3, 41 + 16(R − 10)

S-boxes should be recomputed.

Forward direction: Recompute P
(m)
i

K(m)[i,j]−−−−−−→
g

~v(m) which is different from P
(m)
i

K(m)[i,0]−−−−−−→
g

~v
(m)
i , therefore at most 13 S-boxes should be

recomputed because the whitening subkeys of
K(m)[i, j] and K(m)[i, 0] differ in at most 9 bytes
as shown in the line 2 of Figure 1. As shown
in Figure4, for whitening subkeysK−1, there
are 4 kinds of difference between K(m)[i, j] and
K(m)[i, 0] when R = 14 + 4n,R = 15 + 4n,R =
16 + 4n,R = 17 + 4n(n = −1, 0, · · · ).At most
13 S-boxes should be recomputed because the
whitening subkeys of K(m)[i, j] and K(m)[i, 0]
differ in at most 9 bytes in four cases.

• The amount of subkey recomputation is evaluated.

With the round increased, the recomputation of the
subkeys cannot be ignored. First, the adversary
computes and stores computations K(m)[i, 0] and
K(m)[0, j]. Then, for other K(m)[i, j], he recomputes
only those parts that differ from the stored ones.

According to the Theorem 1, for the subkeys

K
(m)
r [i, j](r ∈ {−1, 0, · · · , R− 1}), there are 2R− 16

S-boxes to be recomputed at most.

In summary, for each K(m), 41 + 16(R − 10) + 9 +
(2R−16) = 18R−126 S-box should be recomputed at
most. The full time complexity of attacking R-round
AES-128 is

Cfull ≤ 2112{27+27+216×[18R−126]× 1

16
× 4

5R
+28}

= 2121(− 752.4
R + 26.86) < 2127.86

Theorem 2 shows: For attacking R rounds of AES-128
(R ≥ 10), with the increase of number of rounds R, the
complexity of biclique attack increases gradually, but it
can never reach 2127.86.

5 Biclique Attack on 10-Round
AES-IND-128

AES-IND-128 denotes AES-128 independent of the key
schedule. The AES key scheme can also be improved, so
we need consider the AES-IND-128. In this paper, we
assume the key schedule of AES-IND-128 satisfies: The
diffusion property is enhanced so that any subkey byte in
any round affects all the subkey bytes in the other rounds
in terms of the difference.

Theorem 3. The time complexity of the biclique attack
on 10-round AES-IND-128 is 2127.42.

Proof. For 10-round AES-IND-128, the biclique attack
can be described in the following two steps: biclique con-
struction and key recovery.
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Figure 5: Recomputation of subkey in biclique attacks on
10-round AES-128-IND

1) 1-Round Biclique of Dimension 8. For 10-round AES-
IND-128, it may fail to construct the 3-round or even
2-round biclique due to the diffusion properties of the
internal rounds. Fortunately, it is feasible to con-
struct 1-round biclique. In fact, what we should do
is to find ∆K

i ∩∆K
j = {0} in round-9 subkey space.

• Key Partition. With the strategy of the key
partition inside the biclique, define the key
groups with respect to round-9 subkey space
and enumerate the 2112 groups of 216 keys:
K(m)[i, j] = K(m)[0, 0]⊕∆K

i ⊕∇K
j

(i, j = 0, 1, · · · , 28 − 1;m = 0, 1, · · · 2112 − 1),
where

∆K
i =


i 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

,

∇K
j =


0 j 0 0
0 0 0 0
0 0 0 0
0 0 0 0

,

K(m)[0, 0] ∈


0 0 N N
N N N N
N N N N
N N N N


• 1-Round Biclique Construction. For each K(m),

construct the biclique (Figure 5(a)). Fix C
(m)
0 =

0 and computes S
(m)
0 = f−1

K(m)[0,0]
(C

(m)
0 ).

Then, construct ∆
(m)
i −differentials and

∇(m)
j −differentials. Finally, get the 1-round

biclique of dimension 8.

Because ∆i-differentials influence the 1 bytes
of the ciphertext, all the ciphertexts share the
same values except bytes C0.Therefore, the data
complexity does not exceed 28.

2) Key Recovery.

• The amount of state recomputation in both direc-
tions is evaluated.

Backward Direction: Because of the high diffusion
of the AES-IND-128 key schedule, the subkeys 9 of
K(m)[i, j] and K(m)[0, j] differ in all 16 bytes. As
shown in Figure 5(b), 85 S-boxes should be recom-
puted.

Forward Direction: The Whitening Subkey of
K(m)[i, j] and K(m)[i, 0] differ in all 16 bytes. As
demonstrated in Figure 5(c), 20 S-boxes should be
recomputed.

• The amount of subkey recomputation is evaluated.

The diffusion of key schedule is enhanced: Any sub-
key byte in any round affects all the subkey bytes in
the other rounds in terms of the difference. In the fol-
lowing, it is assumed that the nonlinear transform of
the subkey generation does not change, Wi ≡Wi−4⊕
SB(RotByte(Wi−1)) ⊕ Rcon(i/4)(i ≡ 0 mod 4), S-
boxes in subkey recomputation occurs in the first col-
umn of each round.

Recomputations of the subkey in each round is lo-
cated within TABLE 1.It is evident from the data
within Table 1 that the following is true:

Backward Direction: 4 S-boxes should be recom-
puted in round 3,4,5,6,7,8, respectively.

Forward Direction: There are 4 S-boxes, 1S-box
should be recomputed in round -1,0 respectively.

So, for the subkeys K
(m)
r [i, j](r ∈ {−1, 0, · · · , R−1}),

when ∆K
i ,∇K

j are computed,there are 29 S-boxes
to be recomputed at most. Complexities: For each
K(m),105+29=134 S-box should be recomputed, so

C(m)
recomp = 216 × 134× 16−1 × 12.5−1 ≈ 215.42

The time complexity of attacking10-round AES-IND-
128 is

Cfull = 2112(27 + 27 + 215.07 + 28) = 2127.42

Theorem 3 shows: It can be demonstrated that al-
though the emphasis was focused on the improvement of
the AES-128 key schedule, the full time complexity of bi-
clique attack on 10-round AES-128 cannot exceed 2127.42.
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Table 1: Recomputation of subkey in biclique attacks on
10-round AES-128-IND

Round Recomputation in subkey
-1 4
0 1
1 0
2 0
3 4
4 4
5 4
6 4
7 4
8 4

6 Conclusions

In this paper, the application of chosen ciphertext biclique
attacks to AES-128 have been performed. Attacks on 10-
Round AES-IND-128 and R-Round AES-128 (R > 10)
are considered. 10-Round AES-IND-128 and R-Round
AES-128 (R > 10) are more secure than 10-Round AES-
IND-128 and 10-Round AES-128 in terms of the biclique
attacks. Yet, it is evident that when the diffusion of key
schedule is enhanced or the number of encryption rounds
is increased, the biclique attacks remain effective to AES-
128. So in order to make the biclique attack approximate
exhaustive key attack in theory, we need not only enhance
the diffusion of key schedule, but also increase the number
of encryption rounds.
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Abstract

In this study, a privacy-preserving and verifiable elec-
tronic voting scheme is proposed based on a smart con-
tract that is cost-effective and practical. The scheme uses
electronic ballot as token for voting, and the smart con-
tract verifies accuracy of the ballot. First, an agent gen-
erates electronic ballot via ElGamal encryption scheme,
which is verified by the smart contract. The agent then
generates decryption parameters based on the electronic
ballot. Second, the agent assigns the electronic ballot to
a voter and shares the decryption parameters to all voters
with Shamir secret sharing scheme. Third, a voter gener-
ates and submits a vote that is the electronic ballot and
a public parameter to the smart contract. Finally, the
voter computes decryption data with the sum of decryp-
tion parameters restored by smart contract using shares
summary submitted from voters. The voter then com-
putes voting result via the homomorphic method with
the decryption data. Experiment illustrates correctness
and practicality of the proposed scheme.

Keywords: Block-Chain; Electronic Voting; Homomor-
phic Encryption; Smart Contract

1 Introduction

With the development and application of electronic tech-
nology, electronic voting (e-voting) has become an impor-
tant method in various elections across the world [14,28].
E-voting uses computer and communication network tech-
nology to conduct voting activities with electronic ballot
and digital vote instead of traditional paper printed bal-
lot. It makes the voting more convenient and increases
the efficiency of tallying votes with accuracy.

Various cryptography methods are implemented to pre-

serve the privacy and verifiability of e-voting [17,18]. The
first proposed method is termed as Mix-Nets that requires
complex algorithms to protect voting privacy and realize
public verification [7]. This was followed by blind signa-
ture based scheme, which depends on trusted signature
institutions in the voting process. This type of scheme is
not popular due to defects such as the complex of vot-
ing operation [1, 9, 13, 20]. Shamir secret sharing scheme
(Shamir SSS) is another common cryptography method
in e-voting. Shamir SSS splits secret digital information
(an integer, for instance) into multiple shares, only some
of which can restore the original secret information (the
integer) [31]. In another study [21], the vote is encrypted
via the ElGamal scheme, and the private key is shared
to multiple authority centers by SSS to decipher the vote
without restoring the key. Homomorphic cryptography is
a common technology to protect voting privacy. By ap-
plying homomorphic cryptography, ciphertext of the votes
tally are obtained via computing the ciphertext of votes,
and the votes tally results are then decrypted. Hirt et al.
used homomorphic cryptography to encrypt the vote, and
verified the encryption by voters to ensure that the vote
could not be tampered with [15]. In the scheme proposed
by Ihsan Jabbar et al. [16], different servers encrypt the
same ballot via homomorphic cryptography, then directly
compute the encrypted ballots and decrypt the result to
obtain the voting result. Literature [2] implements full
homomorphic encryption based e-voting on cloud infras-
tructure. Liu et al. [24] took the votes of different candi-
dates as Shamir SSS Lagrange polynomial coefficients and
combined the homomorphic operation to verify tally re-
sult. Although the traditional cryptography schemes ex-
hibit defects, such as high algorithm complexity, they are
used to construct the e-voting schemes based on emerging
technology to advance the progress in the field [3, 30].

Block-chain technology aims at that participants agree
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on a series of consecutive blocks of transactions, invoke
smart contract functions, and exchange assets [22, 36, 39,
42]. A few e-voting schemes apply block-chain to increase
voting security and reduce the complexity combining with
traditional cryptography methods. The schemes based on
bitcoin protocol are studied as one of the main technical
routes. This type of scheme necessitates the bitcoin for
voting. Lee et al. [19] proposed a scheme conducting e-
voting by means of bitcoin transaction with a third-party
qualification audit mechanism. In 2017, Cruz et al. [10]
proposed a block-chain e-voting scheme that adds ballot
information to content of the transacted bitcoin. Zhao et
al. [41] developed a voting system based on bitcoin with
a mechanism to incentivize voting and zero-knowledge-
proof on the vote commitment. Another type of e-voting
scheme is based on Ethereum, which requires economy
cost of Gas for the vote transaction [23,32,38]. The smart
contract constitutes a main technology of block-chain vot-
ing system. In the protocol developed by McCorry et
al. [26], the privacy of vote is protected via homomorphic
encryption and all votes are tallied by a smart contract.
Each voter broadcasts an encrypted vote , the legality
of which is verified by a non-interactive zero-knowledge-
proof. Literature [40] implements smart contract to verify
the validity of encrypted votes during most voting stages.
Currently, several voting systems based on block-chain
have been developed such as BroncoVotes [11] and Se-
cEVS [33].

The proposed scheme combines smart contract, Shamir
SSS and homomorphic encryption to make e-voting
privacy-preserving and verifiable. The bitcoin transac-
tion has low time efficiency and necessitates cost econ-
omy. Thus the scheme using bitcoin as a token for voting
is difficult to implement. E-voting based on Ethereum
also necessitates cost economy. In this study, an agent
generates electronic ballot as token for voting to a can-
didate that is similar to the scheme based on bitcoin. A
voter transfers vote to candidate as bitcoin transaction
that achieves the same credibility and lower cost. The
voting scheme always uses a complex algorithm, such as
zero-knowledge-proof, to provide proof of the validity of
the encrypted vote during the voting process. Thus, the
operating of voting becomes tedious and practically dif-
ficult. We avoided this problem by producing electronic
ballot and verifying its correctness prior to voting. Ad-
ditionally, by applying the designed electronic ballot and
tally method, the implementation of the smart contract
in the proposed scheme ensures reliability and efficiency
of the block-chain operation. The proposed scheme needs
further improvement for high efficiency when the voting
has numerous voters.

The rest of this article is organized as follows. The next
section gives the preliminaries used in the construction of
our e-voting scheme. Section 3 describes technical route
of the proposed e-voting scheme. Section 4 details the
proposed scheme and the security analysis of it. Section 5
provides experiments on the scheme. Finally, conclusions
are given in Section 6.

2 Preliminaries

In this section, we briefly introduce Shamir SSS, ElGa-
mal encryption scheme, block-chain and bitcoin, smart
contract, and cast-or-audit method.

2.1 Shamir SSS

Shamir SSS implements (k, n) threshold scheme that al-
lows any k in all n secret shares to collaborate to retrieve
the secret [31]. Shamir SSS shares secret polynomials

f(x) = a0 + a1x + a2x
2 + · · ·+ ak−1x

k−1

to n shares (xi, f (xi)) such that 1 ≤ i ≤ n, and restores
the polynomials of f(x) via Lagrange interpolation poly-
nomial with k shares. In practical implementation, a0 in
f(x) is shared as a secret, and it is restored as follows:

a0 = (−1)
k−1

k∑
i=1

f(xi)

k∏
j=1,j 6=i

xj

xj − xi

The additive homomorphism of Shamir SSS is that the
shares of multiple shared values are added together to re-
store the sum of all the values. The restoration of the sum
of shared values are expressed by the formula as follows:

If s = FI(ti1 , ti2 , . . . , tik) and s′ = F ′I(t′i1 , t
′
i2 , . . . , t

′
ik),

then s + s′ = FI (ti1 + t′i1 , ti2 + t′i2 , . . . , tik + t′ik). FI

denotes Shamir SSS restoration algorithm, s and
s’ denote secret sharing values, {ti1 , ti2 , . . . , tik} and
{t′i1 , t′i2 , . . . , t′ik} denote the shares of s and s′ [6].

2.2 ElGamal Encryption Scheme

ElGamal encryption scheme [12] is public-key cryptogra-
phy and operated as follows.

1) Select a large prime q. Select numbers r and g that
are both less than q. Compute h = gr mod q;

2) Public key corresponds to h, private key corresponds
to r, and public parameters corresponds to g and q;

3) Plain text M should be encrypted. Select a random
integer k less than q, encrypt M to

(
gk,hkM

)
mod q;

4) Decrypt the ciphertext of M as

M =
[
hkM(gr)

−k
]
mod q.

ElGamal encryption exhibits the homomorphic prop-
erty as follows [8]. Character E symbolizes the en-
cryption process, M1 and M2 are plain texts. The
encryption of M1 and M2 corresponds to E (M1) =(
gk1 , hk1M1

)
and E (M2) =

(
gk2 , hk2M2

)
. It is de-

fined that k = k1 + k2. Because E (M1) × E (M2) =(
gk1+k2 , hk1+k2M1M2

)
and E (M1M2) =

(
gk, hkM1M2

)
,

it is proven that E (M1M2) = E (M1)× E (M2).
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2.3 Block-Chain and Bitcoin

Block-chain was proposed by an anonymous scholar
named ”Satoshi” on the digital currency paper on bit-
coin in 2007 [29]. Block-chain is an open ledger stored
and maintained by different nodes. Block-chain technol-
ogy realizes bitcoin trading without the participation of
a trust center. The transaction is shared and stored by
each node in the entire network. The bitcoin is the first
application of block-chain, which safely and anonymously
transacts electronic currency called bitcoin. Each bitcoin
owner transfers the coin to the next by signing a hash of
the previous transaction of the coin and the public key of
the next owner. The public in the network can verify the
signature to acquire bitcoin ownership. Sufficient com-
puting power is necessary to transact the bitcoin, and the
speed of transaction is low.

2.4 Smart Contract

The concept of intelligent contracts was first proposed
in 1994 by Nick Szabo, and defined as a set of digitally
specified commitments, including agreements on which
the contracting parties can enforce the commitments [34].
Block-chain provides a trusted computing environment,
and thus a smart contract is widely studied and imple-
mented. The essence of a smart contract corresponds to
code with specific transaction logic that runs on a block-
chain. The status and content of a smart contract are
public, and users of the chain can review the code to
confirm the function of the contract. If the contract is
confirmed, then it is not possible to tamper with the con-
tent of the contract [25, 27]. The smart contract runs on
all verification nodes in the block-chain. When compiled
and deployed, it can accurately respond to any parameter
input. The process of execution is irreversible and cannot
be forced to stop or interrupted midway [35,37].

2.5 Cast-or-Audit Method

Benaloh [4,5] elaborated this auditing approach to a sys-
tem where the verifier marks her choice, the prover pre-
pares the ballot. The verifier then chooses to either de-
crypt the prepared ballot, or to cast the prepared ballot.
Since the prover is irrevocably committed to a particular
encryption, and as the prover cannot predict whether the
verifier will choose to cast or audit, any cheating by the
prover has 50% chance of being audited (and, thus, de-
tected). By repeating the audit as often as desired, the
verifier can test the prover as often as desired and increase
its confidence in the correctness of the prover’s operation.
The cast-or-audit method processes as follows.

1) The verifier sends the ballot to the prover. The
prover encrypts the ballot with parameter and shows
the encrypted ballot to the verifier. Then the verifier
can choose two options: Cast or audit.

2) If the verifier chooses to audit the encryption, the
prover shows the encryption parameter to it, and the

verifier checks the encryption correctness. Then the
prover encrypts the ballot with another parameter
and the verifier chooses the options again.

3) If the verifier chooses to cast the ballot, it finishes
verifying the encrypted ballot. Then the encrypted
ballot is ready to be cast.

3 Technical Route of the Pro-
posed E-voting Scheme

In the study, the voting agent and the smart contract are
abbreviated as AGT and SC. We use a vote v of value
1, -1 or 0 to present yes vote, no vote or abstention vote
for a candidate, respectively. The value of v also presents
the difference between yes and no vote for the candidate.
When a voter votes yes to a candidate for which v = 1,
the candidate get 1 yes vote and 0 no vote. The difference
between yes and no votes of the candidate gotten from
this vote is 1, which equals the value of v. When a voter
votes no to a candidate for which v = −1, the candidate
get 0 yes vote and 1 no vote. The difference between yes
and no votes gotten from this vote is -1, which equals the
value of v. When a voter votes abstention to a candidate
for which v = 0, the candidate get 0 yes vote and 0 no
vote. The difference between yes and no votes of the
candidate gotten from this vote is 0, which equals the
value of v. The sum of v of all votes for a candidate
equals the sum of all difference between yes and no votes
for the candidate, from which the final voting result can
be computed correctly. The technical route is given as
follows:

1) Agent AGT generates the parameters of vote. A vote
v can be divided into two parameters, namely the
secret parameter e and public parameter u, product
of which equals to v. AGT randomly selects a number
corresponding to 1 or -1 as secret parameters e of the
vote. The public parameter u is generated by AGT
based on e. The parameters e and u of vote number
v is shown as Table 1.

2) Smart contract SC verifies the validation of the elec-
tronic ballot via the cast-or-audit method detailed
in Section 2.5. SC acts as a verifier and AGT acts
as a prover. AGT encrypts e with a parameter t to
EB(e, t) as an electronic ballot. AGT shows t and e
to prove the accuracy of each encryption. At the end
of verification, t and e in the encrypted ballot that is
ready to cast are maintained secret from SC.

3) AGT signs ID of the voter with EB(e, t), then sends
them with the signature to the voter.

4) AGT generates different public parameters u of the
vote based on e. AGT creates decryption parameters
DP (u, t) with t and all different u. AGT sends all
u and shares the corresponding DP (u, t) via Shamir
SSS to all voters.
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Table 1: Parameters and presentations of a vote

Vote Yes vote No vote
Difference between

yes and no vote
v = e×u e u

Yes 1 0 1 1
1 1
-1 -1

No 0 1 -1 -1
1 -1
-1 1

Abstention 0 0 0 0
1

0
-1

AGT chooses secret 

parameter and encrypts 

it to electronic ballot 

with an encryption 

parameter.

AGT assigns electronic 

ballot to a voter.

The voter casts a public 

parameter and the 

electronic ballot as its 

vote on SC. 

SC verifies accuracy of 

the electronic ballot.

The voter tallies all 
votes with electronic 

ballots on SC 
homomorphically.

The voter submits sum 

of its shares of 

decryption parameters to 

SC.

The voter computes the 

decryption data with the 

restoration of SC.

SC restores sum of 

decryption parameters.

AGT generates  

decryption parameter 

for tally. AGT shares 

decryption parameter to 

all voters with Shamir 

SSS.

Figure 1: Technical route of the scheme

5) Each voter chooses and submits one {u,EB(e, t)} as
vote, and the signature of its ID and EB(e, t) by
AGT to SC.

6) Each voter submits its sum of shares to SC, and SC
restores the sum of all shared DP (u, t). Then the
voter computes decryption data from restored sum
of all DP (u, t) on SC.

7) Voter tallies all votes saved on SC and decrypts the
result with decryption data via homomorphic compu-
tation method. The tally result corresponds to the
difference between the number of yes and no votes,
which leads to the number of yes and no vote with
the number of voters. The number of voters exclud-
ing the abandoning ones plus the sum of vote of this
scheme, and the result summary divides 2 is the num-
ber of yes votes.

The technical route of the scheme is shown in Figure 1.

4 Implementation of the Pro-
posed E-voting Scheme

The proposed scheme allows voters to vote from distance
with the device of their own. In the proposed scheme,
a voter can vote yes, no, and abstention to a candidate,
and is allowed to give up voting. It is assumed that m
voters are taking part in the voting. Each voter has its
own public and private keys for encryption and signature.
The signing operations by AGT and voter Vi are denoted
as SIGAGT and SIGi respectively. The hash operation
is denoted as HASH. This implementation shows the
voting approach of Vi for Cj , and voting of Vi for others
is the same.

4.1 Initialization

AGT generates its keys and parameters of the ElGamal
scheme. AGT generates the secret parameters of votes
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and encrypts them to electronic ballots, and the validity
of which is verified by SC. Additionally, AGT prepares
public parameters of different voting options for voters.

Step 1: As detailed in Section 2.2, AGT generates pa-
rameters and keys g, q, Ks, and Kp for ElGamal
scheme.

Step 2: With respect to Vi, AGT selects a secret param-
eter ei ∈ {−1, 1} and generates random encryption
parameter ti. After encrypting ei with ti to electronic
ballot that EB(ei, ti) = gei(Kp)

ti mod q, AGT in-
vokes SC to verify the accuracy of the encryption
with the method of cast-or-audit as shown in Sec-
tion 2.5.

Step 3: The decryption parameter DP (ui,j , ti) is defined
as DP (ui,j , ti) = kstiui,j . AGT computes 3 decryp-
tion parameters {DP (1, ti), DP (−1, ti), DP (0, ti)}
with public parameters {1,−1, 0}.

4.2 Registration

The voter registers with AGT to prove its eligibility.
AGT provides signed electronic ballot to the voter, and
shares decryption parameters. Vi verifies the correctness
of EB(ei, ti) and AGT proves it via the cast-or-audit
method detailed in Section 2.5.

Step 1: Vi sends its identification to AGT. If Vi is eli-
gible, AGT continues the process, or else it rejects
voting of Vi.

Step 2: Vi chooses an encryption EB(ei, ti)
recorded in SC. AGT provides ti and ei of
the EB(ei, ti) to Vi. Vi verifies the accuracy
of EB(ei, ti) and records ei. AGT makes sig-
nature SIGAGT (HASH (Vi, EB(ei, ti))) and
provides it to Vi for further operation. Then
AGT saves SIGAGT (HASH (Vi, EB(ei, ti))) and
{Vi, EB(ei, ti)} on SC for public checking.

Step 3: AGT shares all three decryption parameters
{DP (1, ti), DP (−1, ti), DP (0, ti)} with Shamir SSS
to all voters via network. The shares for voters are
denoted with corresponding public parameters 1, -1,
and 0.

Step 4: AGT permanently deletes shares of decryption
parameters, DP (ui,j , ti), and {ti, ei}.

4.3 Voting

After registration, Vi submits its vote to the smart con-
tract on its own device.

Step 1: Vi considers {Vi, EB(ei, ti), ui,j} as its vote
for Cj . Vi generates the transaction of vote
Transi,j = {Vi, EB(ei, ti), ui,j , Cj}. Vi signs the
hash of Transi,j to SIGi (HASH(Transi,j)), then
submits Transi,j and the signature to SC.

Step 2: After checking validity of {Vi, EB(ei, ti)} saved
by AGT in step 2 of the registration phase, SC verifies
the signature, hash, and whether ui,j ∈ {−1, 1, 0}. If
the verification is successful, SC records Transi,j and
SIGi (HASH(Transi,j)).

4.4 Tally Preparation

According the additive homomorphism of Shamir SSS, SC
restores the sum of decryption parameters with the sum
of shares submitted by voters. Vi computes decryption
data with the restoration of SC.

Step 1: Based on the vote transaction saved on SC, each
voter sums all the shares of DP (ui,j , ti) of voters who
cast votes, and submits the summary to SC.

Step 2: SC restores the sum of decryption parameter
DPj for Cj with the shares summary submitted by
different voters so that

DPj =

m∑
i=1

DP (ui,j , ti) = Ks

m∑
i=1

(tiui,j).

Step 3: Vi checks correctness of the restoration with the
shares on SC, and computes decryption data DDj

with DPj .

DDj = gDPj mod q = g
Ks

m∑
i=1

(tiui,j)
mod q.

4.5 Tally

Voter Vi tallies the votes on SC with the decryption data.

Step 1: Vi tallies saved votes of Cj on SC by computing
the following:

EBj =

m∏
i=1

(EB(ei, ti)
ui,j )

= g

m∑
i=1

eiui,j

g
Ks

m∑
i=1

(tiui,j)
mod q

EBj/DDj = g

m∑
i=1

eiui,j

mod q. (1)

Because the absolute value of
m∑
i=1

eiui,j is not exceed-

ing the number of all voters, it is easy to compute

Xj = g

m∑
i=1

eiui,j

from the result of EBj/DDj computed from Equa-
tion (1).

Step 2: The vote which is the difference between yes and
no votes of Vi voting for Cj is denoted as vi,j . The
sum of votes which is the sum of difference between
yes and no votes to Cj from all voters is denoted as
vj . SC computes vj as follows:

vj =

m∑
i=1

vi,j =

m∑
i=1

eiui,j = loggXj .
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Step 3: Vi counts the number aj of voters who voted ab-
stention or abstain from voting for Cj on the SC. It is
assumed that Cj gets the number of yj yes votes and
nj no votes from all voters. As detailed in Section 3,

because m − aj = yj + nj , Vi obtains yj =
m−aj+vj

2

and nj =
m−aj−vj

2 .

4.6 Scheme Analysis

In this section, based on all aforementioned methods, the
primary information security of the proposed scheme is
summarized as follows.

1) Eligibility: The voter registers its IDs with AGT, so
that only eligible voter can get the electronic ballot
signed by AGT to vote.

2) Privacy: At the end of the registration stage, AGT
permanently deletes the parameters and shares which
can reveal the vote or decrypt the information in
the transaction. The voting privacy is provided by
Shamir SSS and ElGamal encryption.

3) Verifiability: All encryptions of secret parameters
are verified by SC without revealing the encryption
parameters. Voter can check the verification pro-
gramme deployed on SC. The vote with its voter
and candidate are saved on the SC with signature
of AGT, and it is not possible to tamper with any
of the records without being discovered. According
to the smart contract records, each voter can verify
whether the voting result is correct.

4) Reliability: The scheme realizes a decentralized vot-
ing that is safe from attacks via internet. In the tally
preparation stage, SC can compute the decryption
data with submissions from only part of all voters,
number of which is equal or exceeding the sharing
threshold. Voters less than the threshold are unable
to effect the tally result without being discovered.

5) Efficiency: In the electronic ballot generation, the
encryption parameter, the secret parameter, and the
public parameter are chosen to be positive or neg-
ative. So the data size in the tally stage is limited
as the offset of positive or negative number via the
additive homomorphic computation. The tally effi-
ciency of the proposed scheme ensures its practical
implementation.

5 Experiments

We considered a voting that 7 voters vote for a candi-
date as example of the proposed scheme. Because that
the large size of data is difficult to be published in the
article, the experiment was performed with short param-
eters. We implemented the proposed scheme based on
Hyperledger Fabric 1.4 and the smart contract via the
chaincode mechanism. All the symbols in this section

have the same meaning with those in Section 4. The ex-
periment of all stages in the proposed scheme is detailed
as follows.

5.1 Initialization

Specifically, AGT chooses q = 10007, g = 1009, and
Ks = 1317 for ElGamal encryption scheme. Seven voters,
namely V1, V2, ..., V6, and V7 vote for candidate C1. Af-
ter verification of SC, the secret parameter ei, encryption
parameter ti and electronic ballot EB(ei, ti) of each voter
are listed in Table 2.

Table 2: Parameters and encryptions in the initialization
stage

i Vi ei ti EB(ei,ti)
1 V1 1 76176 6107
2 V2 -1 -73426 6799
3 V3 1 -45241 562
4 V4 -1 -88765 1013
5 V5 1 84314 7430
6 V6 -1 47838 2268
7 V7 -1 81653 6522

5.2 Registration

AGT generates decryption parameter DP (ui,1, ti) with
public parameter ui,1 such that ui,1 ∈ {−1, 1, 0} for 3
types of options. The decryption parameter DP (ui,1, ti)
that Vi and public parameter ui,1 of each voter voting for
C1 are listed in Table 3.

Table 3: Public parameters of votes and decryption pa-
rameters of votes

i Vi ui,1 DP(ui,1,ti)
1 V1 1 100323792
2 V2 -1 96702042
3 V3 1 -59582397
4 V4 0 0
5 V5 1 111041538
6 V6 1 63002646
7 V7 1 107537001

The votes and their parameters are listed in Table 4.

Table 4: The votes and their parameters

i Vi ui,1 ei vi,1 Vote
1 V1 1 1 1 Yes
2 V2 -1 -1 1 Yes
3 V3 1 1 1 Yes
4 V4 0 -1 0 Abstention
5 V5 1 1 1 Yes
6 V6 1 -1 -1 No
7 V7 1 -1 -1 No
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5.3 Voting

Each vote {Vi, EB(ei, ti), ui,j} cast for C1 is listed in Ta-
ble 5.

Table 5: Votes cast for C1

i Vi EB(ei,ti) ui,1

1 V1 6107 1
2 V2 6799 -1
3 V3 562 1
4 V4 1013 0
5 V5 7430 1
6 V6 2268 1
7 V7 6522 1

5.4 Tally Preparation

The SC restores the sum of decryption parameters DP1

for C1 as DP1 = 89766720. Vi computes the decryption
data DD1 = 3353.

5.5 Tally

For C1, Vi computes the sum of difference between yes
and no votes v1, the abstention vote a1, the yes vote y1,
and the no vote n1 with decryption data DD1 and the
ballots multiplicative value EB1. These data are listed in
Table 6.

Table 6: Data and result of the tally

DD1 EB1 v1 a1 y1 n1

3353 8508 2 1 4 2

Because y1 = 4, n1 = 2, and a1 = 1, the voting result
is obtained as 4 yes votes, 2 no votes and 1 abandon vote,
which are in consistent with all votes from voters shown
in Table 4. So the correctness of the proposed scheme is
experimented.

6 Conclusion

In the study, we proposed a novel e-voting scheme based
on smart contract designed to ensure voting privacy and
verifiability. In this scheme, the electronic ballot is gen-
erated as the token for voting to a candidate. Hence,
the scheme is more cost-effective than the bitcoin-based
and Ethereum-based scheme. Using the electronic ballot
generated from encrypted secret parameter of vote with
verification by a smart contract, this scheme does not ne-
cessitate complex zero-knowledge-proof during the voting
period and is more practical. The proposed scheme re-
alizes decentralization during vote casting and tallying,
therefore attacking via network become very difficult. It
achieves primary key security requirements of e-voting.

On-site registration should be discussed if there is a
need for increasing information security such as receipt-
freeness. On a physical site, it is possible to achieve more
protection for voters against leaking voting information.
The proposed scheme needs further improvement on the
secret sharing scheme to be applied to large scale e-voting
of numerous voters with high efficiency.
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A. Viejo, “Study on poll-site voting and verifica-
tion systems,” Computers & Security, vol. 31, no. 8,
pp. 989–1010, 2012.

[18] H. Jonker, S. Mauw, and J. Pang, “Privacy and veri-
fiability in voting systems: Methods, developments
and trends,” Computer Science Review, vol. 10,
pp. 1–30, 2013.

[19] K. Lee, J. I. James, T. G. Ejeta, and H. J. Kim,
“Electronic voting service using block-chain,” The
Journal of Digital Forensics, Security and Law,
vol. 11, no. 2, pp. 123–136, 2016.

[20] C. T. Li and M. S. Hwang, “Security enhancement
of chang-lee anonymous e-voting scheme,” Interna-
tional Journal of Smart Home, vol. 6, no. 2, pp. 45–
52, 2012.

[21] Y. J. Li, C. G. Ma, and L. S. Huang, “An elec-
tronic voting scheme(in chinese),” Journal of Soft-
ware, vol. 16, no. 10, pp. 1805–1810, 2005.

[22] I. C. Lin and T. C. Liao, “A survey of blockchain
security issues and challenge,” International Journal
of Network Security, vol. 19, no. 5, pp. 653–659, 2017.

[23] V. C. T. Linh, C. M. Khoi, D. L. B. Chuong, and
A. N. Tuan, “Votereum: An Ethereum-based e-

voting system,” in IEEE-RIVF International Con-
ference on Computing and Communication Tech-
nologies (RIVF’19), pp. 1–6, Mar. 2019.

[24] Y. N. Liu and Q. Y. Zhao, “E-voting scheme using
secret sharing and k-anonymity,” World Wide Web,
vol. 2, pp. 1657–1667, 2018.

[25] D. Macrinici, C. Cartofeanu, and S. Gao, “Smart
contract applications within blockchain technology:
A systematic mapping study,” Telematics and Infor-
matics, vol. 35, pp. 2337–2354, 2018.

[26] P. Mccorry, S. F. Shahandashti, and F. Hao, “A
smart contract for boardroom voting with maximum
voter privacy,” in International Conference on Fi-
nancial Cryptography and Data Security (FC’17),
pp. 357–375, Apr. 2017.

[27] W. Z. Meng, J. F. Wang, X. M. Wang, J. Liu, Z. X.
Yu, J. Li, Y. J. Zhao, and S. S. M. Chow, “Position
paper on blockchain technology: Smart contract and
applications,” in The 12th International Conference
on Network and System Security (NSS’18), pp. 474–
483, Aug. 2018.

[28] M. F. M. Mursi, G. M. R. Assassa, A. Abdelhafez,
and K. M. A. Samra, “On the development of elec-
tronic voting: A survey,” International Journal of
Computer Applications, vol. 61, no. 16, pp. 1–11,
2013.

[29] S. Nakamoto, Bitcoin: A Peer-to-Peer Elec-
tronic Cash System, 2019. (https://bitcoin.org/
bitcoin.pdf)

[30] K. Nir and V. Jeffrey, “Blockchain-enabled e-voting,”
IEEE Software, vol. 35, no. 4, pp. 95–99, 2018.

[31] A. Shamir, “How to share a secret,” Communications
of the ACM, vol. 22, no. 11, pp. 612–613, 1979.

[32] S. Shukla, A. N. Thasmiya, D. O. Shashank, and
H. R. Mamatha, “Online voting application using
ethereum blockchain,” in International Conference
on Advances in Computing, Communications and In-
formatics (ICACCI’18), pp. 873–880, Sep. 2018.

[33] A. Singh and K. Chatterjee, “SecEVS: Secure
electronic voting system using blockchain tech-
nology,” in International Conference on Comput-
ing, Power and Communication Technologies (GU-
CON’18), pp. 863–867, Sep. 2018.

[34] N. Szabo, “Formalizing and securing relationships on
public networks,” First Monday, vol. 2, no. 9, pp. 1–
21, 1997.

[35] F. Tariq and R. Colomo-Palacios, “Use of blockchain
smart contracts in software engineering: A system-
atic mapping,” in The 19th International Confer-
ence on Computational Science and Its Applications
(ICCSA’19), pp. 327–337, Oct. 2019.

[36] S. Underwood, “Blockchain beyond bitcoin,” Com-
munications of the ACM, vol. 59, no. 11, pp. 15–17,
2016.

[37] S. Wang, L. Ouyang, Y. Yuan, X. C. Ni, X. Han, and
F. Y. Wang, “Blockchain-enabled smart contracts:
Architecture, applications, and future trends,” IEEE
Transactions on Systems, Man, and Cybernetics:
Systems, vol. 49, pp. 1–12, 2019.



International Journal of Network Security, Vol.23, No.2, PP.296-304, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).13) 304

[38] X. Yang, X. Yi, S. Nepal, and F. L. Han, “De-
centralized voting: A self-tallying voting system us-
ing a smart contract on the ethereum blockchain,”
in The 19th Web Information Systems Engineering
(WISE’18), pp. 18–35, Nov. 2018.

[39] Y. Yong and F. Y. Wang, “Blockchain: The state of
the art and future trends,” Acta Automatica Sinica
(in chinese), vol. 42, no. 4, pp. 81–94, 2016.

[40] W. Zhang, S. Huang, Y. Yuan, Y. Y. Hu, S. H.
Huang, S. J. Cao, and A. Chopra, “A privacy-
preserving voting protocol on blockchain,” in IEEE
11th International Conference on Cloud Computing
(CLOUD’18), pp. 401–408, June 2018.

[41] Z. Zhao and T. H. Chan, “How to vote privately us-
ing bitcoin,” in The 17th International Conference on
Information and Communications Security, pp. 82–
96, Dec. 2015.

[42] Z. Zheng, S. Xie, H. Dai, X. P. Chen, and
H. M. Wang, “An overview of blockchain technol-
ogy: Architecture, consensus, and future trends,” in
IEEE International Congress on Big Data (BigData
Congress), pp. 557–564, June 2017.

Biography

Ting Liu received the M.S degree in Computer Software
and Theory from Xi’an Technological University in 2011.

He is currently a Ph.D candiadate in University of Chi-
nese Academy of Sciences. His research interests include
Electronic Voting, Block-chain and Secret Sharing.

Zhe Cui received the Ph.D degree in Computer Software
and Theory from University of Chinese Academy of Sci-
ences in 2011. He is Ph.D supervisor and researcher of
Chinese Academy of Sciences. His research interests in-
clude Pattern Recognition and Information Security.

Hongjiang Du received the M.S degree of Engineering
in Computer Science and Technology from Sichuan Uni-
versity in 2006. He is currently a Ph.D candidate in Uni-
versity of Chinese Academy of Sciences. His research in-
terests include Electronic Voting, Coding Theory, and In-
formation Security.

Zhihan Wu received the Bachelor degree of Engineering
in Information Scecurity from Sichuan University in 2017.
She is currently a M.S candiadate in University of Chi-
nese Academy of Sciences. Her research interests include
Electronic voting, Block-chain, Cryptography.



International Journal of Network Security, Vol.23, No.2, PP.305-313, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).14) 305

Extension of PCL Theory and Its Application in
Improved CCITT X.509 Analysis

Lei Yu1, Zhi-Yao Yang2, and Ze-Peng Zhuo2

(Corresponding author: Lei Yu)

School of Computer Science and Technology, Huaibei Normal Universtiy1

School of Mathematical Sciences, Huaibei Normal University 2

Huaibei, Anhui 235000, China
(Email: yulei@chnu.edu.cn)

(Received Sept. 5, 2019; Revised and Accepted Dec. 6, 2020; First Online Apr. 3, 2020)

Abstract

In the original PCL theory, due to the lack of a strict def-
inition and inference rules of the relations among message
subterms, the protocol analysis process was described as
having neither rigor nor formalization, which seriously af-
fected the accuracy of the analysis results. Secondly, The
temporal ordering between the actions of the principals is
the key basis for judging whether the principals correctly
perform the roles of the protocol or not. The analysis
on it based on timestamp mechanism which can directly
reflect the temporal ordering of the actions of the princi-
pals, will greatly reduce the complexity of protocol anal-
ysis. However, there are no verification or inference rules
based on the timestamp mechanism for the temporal re-
lationship between the acts of protocol principals in the
existing PCL theory. Accordingly, this paper is aimed to
extend the PCL theory from two aspects: Message sub-
terms relationship and timestamp mechanism. First, the
inference rules of message subterms are given on the ba-
sis of a strict definition of the relations between message
subterms. Secondly, based on the defined timestamp rela-
tions and the original PCL inference system, the rules for
judging the temporal ordering of the receiving and send-
ing behavior of protocol principals are given. To verify
the validity of PCL extension theory, the conciseness of
PCL in protocol security analysis and the correctness of
improved CCITT X.509 protocol, a formal description of
the improved CCITT X.509 protocol is given by using cue
calculus language, and a formal description of the secu-
rity properties of the protocol is given by using PCL logic.
And then, the security analysis of the protocol is given by
using the extended PCL theory in three areas: Authen-
tication, confidentiality and data integrity. The process
and results of protocol analysis show that the extended
PCL theory can effectively reduce the complexity of pro-
tocol analysis, and the improved CCITT X.509 protocol
can meet the goal of protocol security attribute design.
Keywords: CCITT X.509; Formal Analysis Method; Pro-

tocol Composition Logic; Security Protocol

1 Introduction
Security protocol has become the basis of Cyberspace Se-
curity [20]. It is very complex to design a correct security
protocol. Protocol defect analysis has become the main
method and means of security protocol design [4, 16, 23].
At present, formal method has been proved to be the
most scientific, rigorous and effective method of secu-
rity protocol defect analysis [1–3]. Protocol Composition
Logic (PCL) [7,9], proposed by Datta, Derek and Michell
in 2003, is a formal design and analysis method of security
protocols based on Floyd-Hoare logic. The formal proof
system of PCL consists of protocol modeling system, pro-
tocol logic and proof system. In the protocol modeling
system, PCL uses cryptographic primitives to describe the
basic elements of the protocol, such as sending and receiv-
ing messages. Cords calculus links the security properties
of the protocol with the execution semantics of the proto-
col. It can not only formally describe the protocol itself,
but also accurately describe the security properties of the
protocol. In the protocol logic system, PCL uses standard
logic concepts such as predicate logic and model opera-
tors to eliminate the influence of informal factors such as
”belief” and ”jurisdiction” on the correctness of protocol
analysis results. In the proof system, PCL adopts honest
rules and does not need explicit inference about intruder’s
behaviors, greatly reducing the complexity of protocol
analysis process. In addition, the logical inference system
of PCL can ensure the security analysis of parallel and
sequential combination of protocols. Therefore, PCL has
scientific and rigorous inference system, as well as flexible
and efficient analysis methods, compared with other for-
mal analysis methods. PCL has been broadly extended
and improved by researchers [8,21,22,25] in recent years.
So far, PCL has been widely used in formal design and
analysis of protocols [10, 14, 15, 18]. However, there are
still many flaws in the PCL theory, such as inadequate
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formal theory of message algebraic space, limitations of
honesty theory, etc. [6].

When the PCL theory is adopted to analyze security
protocols, some issues are found, e.g. the message space
theory of PCL is less systematic; the definition of mes-
sage structure, message types and the relations among
message subterms are not rigorous; and the inference
rules of the relation among message subterms are miss-
ing. In the process of protocol analysis, contains(a, b)
only be used to assert the subterms relations between dif-
ferent messages. The inference of the subterm relations
of messages is latent, subjective and informal. In order
to prevent message replay attacks, timestamp mechanism
is often used to ensure the freshness of messages in the
process of security protocol design. For example, times-
tamp mechanism is used in CITT X.509, Denning-Sacco,
Wide-Mouth Frog, and Kerberos. Timestamp not only
prevents message replay attacks, but also potentially es-
tablishes the temporal relationship between the actions
of principals. In the PCL logical inference system, the
temporal relationship between the behaviors of protocol
principals is the key basis to judge whether the protocol
is executed correctly. The logical inference and establish-
ment of the temporal relationship between the actions of
protocol principals are not only the basis of correctness
analysis of protocol security properties, but also the key
of PCL analysis method that determines the complexity
of protocol analysis. Timestamp can directly reflect the
timing relationship of the action of the principals, so the
complexity of protocol analysis will be greatly reduced,
if the timestamp is bound to the action of the princi-
pals to analyze the temporal relationship of the action
of the principals [5]. In the existing PCL theory, there
are no verification or inference rules based on timestamp
mechanism for the temporal relationship of the actions
of protocol principals. Therefore, this paper is focused
on expanding the original PCL theory from two aspects
- message subterms relationship and timestamp mecha-
nism, in order to further improve the theoretical basis of
PCL, expand the application scope of PCL theory, im-
prove the formalization of protocol analysis, and enhance
the efficiency and accuracy of protocol analysis.

CITT X.509 [12] is a security protocol based on public
key cryptosystem. In its design, not only random val-
ues but also timestamp mechanism are used. The secu-
rity properties of CITT X.509 consist of authentication,
confidentiality and data integrity. The actions of prin-
cipals contain many basic message operation types, such
as encryption, decryption, signature, verification and so
on. The diversity of CITT X.509 in security mechanism,
security objectives and message operation types requires
higher theoretical basis and inference system of formal
methods. Since the publication of CITT X.509, some se-
curity defects in authentication and confidentiality have
been detected by various security protocol analysis meth-
ods [11, 13, 17–19, 24]. Researchers have addressed a va-
riety of improvement schemes by reconstructing message
structure. Based on the improved scheme of CITT X.509

given by literature [29], the security proof of improved
CITT X.509 protocol is delivered by using extended PCL
logic to verify the efficiency of extended PCL logic and
the correctness of improved CITT X.509 protocol.

2 Protocol Composition Logic
2.1 Symbols and Terminology
The basic symbols and terms used in this paper are as
follows.

1) ρ : The role in the protocol;

2) X̂: Principal that performs protocol role;

3) t: term;

4) Tstamp: The set of timestamps;

5) m(X,Y, t): Formatted message terms. X is the
sender of the message, Y is the receiver of the mes-
sage, and t is the content of the message;

6) KX : Key set of principal X̂;

7) kX , k
−1
X : The public and private keys of principal X̂;

8) KXY : Shared key of principal X̂ and Ŷ ;

9) {t}k: Encryption of term t with key k;

10) |t|k: Signature of term t with key k;

11) gh: Connection of term g and h;

12) α, β: Actions of the principal;

13) a,b: Action formula;

14) S: Strands;

15) P : Threads;

16) n: Random value;

17) >: True.

2.2 Protocol Programming Language
PCL uses a protocol programming language based on
Cords calculus to describe protocol message interaction.
The formal definitions of message operation and message
sequence are given below.

1) new t: Generate a new term t;

2) send u: Send a term u;

3) receive u: Receive a term u;

4) match u, u: Match a term to a patter;

5) x := sign u, k: sign the term u with k;

6) verify u, u, k: Verify the signature;
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7) x := enc u, k: Encrypt the term u with k;

8) x := dec u, k: Decrypt the term u with k;

9) x := gh: Tuple the term g and h;

10) [α; · · · ;α]P : Actions sequence of P̂ .

2.3 Protocol Logic
1) Action formulas.

a ::= Send(X, t)|Receive(X, t)|New(X, t)|
Encrypt(X, t)|Decrypt(X, t)|Sign(X, t)|
V erify(X, t)|Match(X, t)|Tuple(X, t).

2) Logic formulas.

φ ::= a|Has(X, t)|Fresh(X, t)|Gen(X, t)|
FirstSend(X, t, t′)Honest(X)|t = t|
Contains(t, t′)|φ ∧ φ|¬φ|Start(X)|a < b.

3) Modal formulas.

θ ::= φSφ.

2.4 Inference System
According to the function of inference formula, the in-
ference formula of PCL is divided into seven types. The
proof of inference formula is detailed in reference [8].

1) Protocol actions.

AA1 >[α]Xa
AA2 Start(X)[ ]X¬a(X)
AA3 ¬Send(X, t)[α]X¬ Send(X, t)
AA4 >[α; · · · ;β]Xa < b
AN1 New(X, t) ∧New(Y, t) ⊃ X = Y

AN2 >[new t]XHas(Y, t) ⊃ Y = X

AN3 >[new t]XFresh(X, t)
AN4 Fresh(X, t) ⊃ Gen(X, t)

2) Possession axioms.

AM1 >[ ]XHas(X,KX)
AM2 (x, · · · )[ ]XHas(X,x)
ORIG New(X, t) ⊃ Has(X, t)
REC Receive(X, t) ⊃ Has(X, t)
TUP Has(X, a) ∧Has(X, b) ⊃ Has(X, ab)
ENC Has(X, t) ∧Has(X, k) ⊃ Has(X, {t}k)
DEC Has(X, {t}k) ∧Has(X, k−1) ⊃ Has(X, t)
PROJ Has(X, ab) ⊃ Has(X, a) ∧Has(X, b)
GEN1 Has(X, t) ∧Has(X, k) ∧ Send(X, {t}k)

⊃ Gen(X, {t}k)
GEN2 Gen(X, {t}k) ⊃ Has(X, t)
GEN3 Gen(X, {t}k) ⊃ Has(X, k)

3) Encryption and signature.

SEC Honest(X̂) ∧Decrypt(Y, {x}kX̂
) ⊃ Ŷ = X̂

VER Honest(X̂) ∧ V erify(Y, |x|−1
kX̂

) ∧ X̂ 6= Ŷ ⊃

∃X.Sign(X, |x|−1
kX̂

) ∧ Send(X,m)

∧ Contains(m,x)

4) Preservation axioms.

P1 Persist(X, t)[α]XPersist(X, t)
where Persist ∈ {Has, F irstSend,a, Gen}

P2 Fresh(X, t)[α]XFresh(X, t)
where ¬Contains(t, a)

5) Temporal ordering.

FS1 Fresh(X, t)[send t′]XFirstSend(X, t, t′)
where Contains(t′, t)

FS2 FirstSend(X, t′, t) ∨ a(Y, t′′) ⊃
Send(X, t′) < a(Y, t′′)
where X 6= Y ∧ Contains(t′′, t)

6) Generic rules.

G1 θ[P ]Xφ θ[P ]Xψ
θ[P ]Xφ ∧ ψ

G2 θ[P ]Xψ φ[P ]Xψ
θ ∧ φ[P ]Xψ

G3 θ[P ]Xφ
θ′[P ]Xφ′

where Contains(θ′, θ) ∧ Contains(φ′, φ)

G4 φ1[P ]Xφ2 φ2[P ′]Xφ3

φ1[PP ′]Xφ3

7) Honesty rule.

HONQ ∀ρ ∈ Q · ∀P ∈ BS(ρ)
Start(X)[ ]Xφ φ[P ]Xφ

Honest(X̂) ⊃ φ

2.5 Initial Configuration of Protocol
Definition 1. Let C be initial configuration of protocol
Q,C is determined by:

1) A group of principals, some of which are designated
as honest.

2) A cord space constructed by assigning roles of Q to
threads of honest principals.

3) One or more intruder cords, which may use keys of
dishonest principals.

4) A finite number of buffer cords, enough to accom-
modate every send action by honest threads and the
intruder threads.
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3 Extension of PCL
3.1 Subterm Relations
In the existing PCL theory, only one attribute assertion
Contains(a, b) is given to indicate that message a is a
subterm of b, but it does not give a strict definition of
message subterm relationship, nor does it give the relevant
inference rules of message subterm relationship. When in
using PCL for security protocol analysis, the inference of
message subterm relationship is latent and subjective, and
this makes the protocol analysis process lack of rigorous
theoretical basis and formal methods, and directly affects
the correctness of protocol analysis results.
Definition 2. Let t,g,h be message terms and k be the key
of the protocol principle, the message subterm relationship
can be defined recursively as follows:

1) Contains(t, t),Message term is its own subterm;

2) Contains(t, {h}k),If and only if Contains(t, h)∨ t =
{h}k;

3) Contains(t, |h|k),If and only if Contains(t, h) ∨ t =
|h|k;

4) contains(t, gh),If and only if Contains(t, g) ∨
Contains(t, h).

The inference rules of message subterm relations can
be given from Definition 2:

STR1 gh ⊃ Contains(g, gh) ∧ Contains(h, gh)
∧ Contains(gh, gh)

STR2 {t}k ⊃ Contains(t, {t}k)
∧ Contains({t}k, {t}k)

STR3 |t|k ⊃ Contains(t, |t|k) ∧ Contains(|t|k, |t|k)
STR4 Contains(t, g) ∧ Contains(g, h) ⊃

Contains(t, h)

3.2 Timestamp Mechanism
Timestamp is the main mechanism to guarantee the fresh-
ness of message terms in security protocols. The design
of CCITT X.509 protocol adopts timestamp mechanism.
In the existing PCL inference system, there is no rule
of verification and inference based on timestamp mecha-
nism to judge the temporal relationship of the behaviors
of the principals, and it is impossible to formally express
and inference the timestamp mechanism in the protocol
correctly. In order to reduce the complexity of protocol
analysis and improve the efficiency of protocol analysis, it
is necessary to extend the logic inference system of PCL
from the aspect of timestamp mechanism.

Timestamp exists in the form of message subterms,
which are bound to the actions of the principals. How to
formalize the relationship between message terms and the
actions of protocol principals, and the temporal relation-
ship between different actions based on timestamps are
not addressed in the existing PCL theory.

Definition 3. Let m be the message term of action a,
and then m is defined as term(a), i.e. m = term(a).

Definition 4. Let t1 and t2 be timestamp constants cre-
ated at protocol runtime:

1) if t1 is created before t2, the relationship between t1
and t2 is defined as t1 < t2;

2) if t1 and t2 are created at the same time, the rela-
tionship between t1 and t2 is defined as t1 = t2.

Property 1. Let t be the timestamp constant created by
the protocol runtime and tsys the current time, then t <=
tsys.

Theorem 1. Let X̂, Ŷ be the principal role
of the protocol; t1 and t2 be timestamp con-
stants, and t1 < t2, m1 and m2 be terms and
FirstSend(X, t1,m1) ∧ FirstSend(X, t2,m2). Then
Send(X,m1) < Send(X,m2).

Theorem 2. Let X̂, Ŷ be the principal role of the pro-
tocol; t be timestamp constants, a be the action asser-
tion, m be term and Contains(m, t) ∧ term(a) = m,
FirstSend(X, t,m). Then Send(X,m) <= a.

Theorems 1 and 2 can be proved by Definition 2, AA1
and AA4, which are not discussed here.

Corollary 1 can be derived from Theorem 2.

Corollary 1. Let X̂, Ŷ be the principal role of the pro-
tocol, t be the timestamp, tsys be the current time, m
be the term and Contains(m, t). Then Send(X,m) <
Receive(Y,m).

From Theorem 1, Theorem 2 and Corollary 1, the fol-
lowing inference rules can be given.

TT1 FirstSend(X, t1,m1) ∧ FirstSend(Ŷ , t2,m2)
(t1 < t2) ⊃ Send(X,m1) < Send(Y,m2)

where t1, t2 ∈ Tstamp

TT2 FirstSend(X, t,m)
Contain(term(a), t) ⊃ Send(X,m) < a

TT3 FirstSend(X, t,m)
Send(X,m) < Receive(Y,m) where t ∈ Tstamp

4 Improved CCITT X.509
4.1 Improved CCITTX.509 Modeling
The improved CCITTX.509 protocol execution process is
shown in Figure 1.

CCITTX.509 protocol is based on public key cryp-
tosystem. It has two roles: A initiator and B responder.
Ta and Tb are the timestamps produced by A and B, Na

and Nb are the random numbers generated by A and B,
Xa and Ya are the data generated by A, Xa and Xb are
the data generated by B, kA and k−1

A are the public and
private keys of A, and kB and k−1

B are the public and
private keys of B.
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Figure 1: Graph of improved CCITT X.509 protocol

Definition 5. Let InitX.509 and RespX.509 be the ini-
tiator and responder roles of the improved CCITTX.509
respectively. Â and B̂ are the principals of the protocol
roles, then InitX.509 and RespX.509 are defined as below:

InitX.509 ≡ (Â, B̂)[
new Ta;
new Na;
new Xa;
t1 := enc Xa, k

−1
A ;

new Ya;
t2 := {A, Ta, Na, B, t1, Ya};
m1 := enc t2, kB ;
send m1;
receive m2;
t3 := dec m2, k

−1
A ;

match t3, {B, Tb, Nb, A,Na, t4, Yb};
verify t4, Xb, kB ;
t5 := {A,Nb};
m3 := enc t5, kA;
send m3;
]A <> .

RespX.509 ≡ ( )[
receive n1;
r1 := dec n1, k

−1
B ;

match r1, {A, Ta, Na, B, r2, Ya};
verify r2, Xa, kA;
new Tb;
new Nb;
new Xb;
r3 := sign Xb, k

−1
B ;

new Yb;
n2 := enc {B, Tb, Nb, A,Na, r3, Yb}, kA;
send n2;
receive n3;
r4 := dec n3, k

−1
B ;

match r4, {A,Nb};
]B <> .

4.2 Protocol Attribute Modeling
CCITTX.509 protocol is designed to share Ya and Yb on
the basis of mutual authentication of principals. The pro-
tocol uses timestamps Ta and Tb, as well as random values
Na and Nb to ensure the freshness of message terms. En-
cryption with private key signature ensures the integrity
of Xa and Xb, and encryption with public key ensures the
confidentiality of Ya and Yb. Therefore, the main security
properties of the protocol include authentication, secrecy
and data integrity.

1) Authentication.
Definition 6. Let Â be the principal of InitX.509
and B̂ be the principal of RespX.509. If the proto-
col satisfies the mutual authentication between Â and
B̂, φAUT H(Â) is the authentication of Â to B̂, and
φAUT H(B̂) is the authentication of B̂ to Â, then:
φAUT H(Â) ≡ ∃B.(((Send(A,m1) < Receive(B,m1))

∧ (Receive(B,m1) < Send(B,m2))
∧ (Send(B,m2) < Receive(A,m2))
∧ (Receive(A,m2 < Send(A,m3))).

φAUT H(B̂) ≡ ∃A.(((Send(A,n1) < Receive(B,n1))
∧ (Receive(B,n1) < Send(B,n2))
∧ (Send(B,n2) < Receive(A,n2))
∧ (Receive(A,n2 < Send(A,n3))).

2) Data secrecy.
Definition 7. Let Â be the principal of InitX.509 and
B̂ be the principal of RespX.509. φSEC(Â) denotes
that InitX.509 satisfies the confidentiality of Ya and
Yb, and φSEC(B̂) denotes that RespX.509 satisfies the
confidentiality of Ya and Yb. Then:
φSEC(Â) ≡ ∃Z.Has(Z, (Ya, Yb)) ⊃ (Z = A ∨ Z = B)
φSEC(B̂) ≡ ∃Z.Has(Z, (Ya, Yb)) ⊃ (Z = A ∨ Z = B)

3) Data integrity.
Definition 8. Let Â be the principal of InitX.509
and B̂ be the principal of RespX.509; φINT E(Â) de-
notes the integrity of Xb to Â, φINT E(B̂) denotes the
integrity of Xa to B̂, then:
φINT E(Â) ≡ ∃Z.Sign(Z, {Xb}k−1

Z
) ∧ Send(Z,m)

∧ Contains(m, {Xb}k−1
Z

) ⊃ Z = B

φINT E(B̂) ≡ ∃Z.Sign(Z, {Xa}k−1
Z

) ∧ Send(Z,m)

∧ Contains(m, {Xa}k−1
Z

) ⊃ Z = A

5 Analysis of Improved CCITT
X.509

5.1 Authentication Analysis
Proposition 1. Let C be initial configuration of im-
proved CCITTX.509, Â and B̂ be the principal of the
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initiator and responder roles respectively. If principal
Â, B̂ ∈ Honest(C), then φAUT H(Â) is true.

Proof 1.

AM1,AM2 (Â, B̂)[ ]AHas(A,A) ∧Has(A,B)
∧Has(A, k−1

A ) ∧Has(A, kB) (1)
AN2,AN2 >[new na]AHas(A,Na)

∧ Fresh(A,Na) (2)
AN2,AN3 >[new Ta]AHas(A, Ta)

∧ Fresh(A, Ta) (3)
TUP,STR1 >[t2 := {A, Ta, Na, B, t1, Ya}]A

Tuple(A, t2) ⊃ Contains(Na, t2)
∧ Contains(Ta, t2) (4)

STR2,STR4 >[m1 := enc t2, kB ]AEncrypt(A, t2)
⊃ Contains(Na,m1)
∧ Contains(Ta,m1) (5)

2,5,AA1,FS1 Fresh(A,Na) ∧ Contains(Na,m1)
[send m1]AFirstSend(A,Na,m1)

(6)
2,5,AA1,FS1 Fresh(A, Ta) ∧ Contains(Ta,m1)

[send m1]AFirstSend(A, Ta,m1) (7)
AA1,REC >[receive m2]AReceive(A,m2)

∧Has(A,m2) (8)
AA1,AA4 >[dec m2, k

−1
A /send m3]A

Decrypt(A,m2) < Send(A,m3) (9)
1,8,9,DEC Has(a,m2) ∧Has(a, k−1

A ) ∧Honest(Â)
⊃ Contains(Na,m2) ∧ Contains(Tb,m2) (10)

7,10,FS2 FirstSend(A,Na,m1)
∧ Contains(Na,m2) ∧Honest(B̂)
⊃ (Receive(B,m1) < Send(B,m2))
∧ FirstSend(B, Tb,m2) (11)

5,6,10,TT3 FirstSend(A, Ta,m1)
∧Receive(B,m1) ∧ Contains(Ta,m1)
⊃ (Send(A,m1) < Receive(B,m1)) (12)

7,10,11,TT3 FirstSend(B, Tb,m2)
∧Receive(A,m2) ∧ Contains(Tb,m2)
⊃ (Send(B,m2) < Receive(A,m2)) (13)

AA4,P1,G4,HONQ (Â, B̂)[InitX.509]A
⊃ (Receive(A,m2) < Send(A,m3)) (14)

11,12,13,14,HONQ (Â, B̂)[InitX.509]AHonest(B̂)
⊃ φAUT H(Â) (15)

Proposition 2. Let C be initial configuration of im-
proved CCITTX.509, Â and B̂ be the principal of the
initiator and responder roles respectively. If principal
Â, B̂ ∈ Honest(C), then φAUT H(B̂) is true.

The conclusion of Proposition 2 is true, and the proof

process is similar to Proposition 1, which is no longer
repeated.

According to the proof of proposition 1 and 2, the im-
proved CCITTX.509 protocol satisfies authentication.

5.2 Secrecy Analysis
Proposition 3. Let C be initial configuration of im-
proved CCITTX.509, Â and B̂ be the principal of the
initiator and responder roles respectively. If principal
Â, B̂ ∈ Honest(C), then φSEC(Â) is true.

Proof 2.

AM1,AM2 (Â, B̂)[ ]AHas(A,A) ∧Has(A,B)
∧Has(A, k−1

A ) ∧Has(A, kB) (16)
AN2,AN2 >[new na]AHas(A,Na)

∧ Fresh(A,Na) (17)
AN2,AN3 >[new Ya]AHas(A, Ya)

∧ Fresh(A, Ya) (18)
AA1,STR1 >[t2 := {A, Ta, Na, B, t1, Ya}]A

Tuple(A, t1) ∧ Contains(Ya, t2) (19)
STR2,STR4 >[m1 := enc t2, kB ]AEncrypt(A, t2)

∧ Contains(t2,m1) ⊃ Contains(Na,m1)
∧ Contains(Ya,m1) (20)

20,FS1,AA3 Fresh(A,Na) ∧ Contains(Na,m1)
[send m1]AFirstSend(A,Na,m1) (21)

20,FS1,AA3 Fresh(A, Ya) ∧ Contains(Ya,m1)
[send m1]AFirstSend(A, Ya,m1) (22)

AA1,REC >[receive m2]AReceive(A,m2)
∧Has(A,m2) (23)

AA1,DEC Has(A, k−1
A )[t3 := dec m2, k

−1
A ]A

Decrypt(A,m2) ⊃ Contains(Na,m2)
∧ Contains(Yb,m2) ∧Has(A, Yb)
∧Has(A,Na) (24)

21,22,FS2 FirstSend(A,Na,m1)
∧ Contains(Na,m2) ∧Honest(B̂)
⊃ (Receive(B,m1) < Send(B,m2))
∧ FirstSend(B, Yb,m2) (25)

HONQ Honest(B̂)[ ]AHas(B,A) ∧Has(B,B)
∧Has(B, k−1

B ) ∧Has(B, kA) (26)
24,25,DEC Receive(B,m1) ∧Has(B, k−1

B )
∧ Contains(Ya,m1) ⊃ Has(B, Ya) (27)

23,24,ENC FirstSend(B, Yb,m2)
⊃ Has(B, Yb) (28)

18,27,P1 (Â, B̂)[InitX.509]A(∃Z.Has(Z, Ya)
⊃ (Z = A ∨ Z = B)) (29)

18,28,P1 (Â, B̂)[InitX.509]A(∃Z.Has(Z, Yb)
⊃ (Z = A ∨ Z = B)) (30)



International Journal of Network Security, Vol.23, No.2, PP.305-313, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).14) 311

29,30,HONQ (Â, B̂)[InitX.509]AφSEC(Â) (31)

Proposition 4. Let C be initial configuration of im-
proved CCITTX.509, Â and B̂ be the principal of the
initiator and responder roles respectively. If principal
Â, B̂ ∈ Honest(C), then φSEC(B̂) is true.

The same principle can prove the correctness of the
conclusion of proposition 4, which is omitted here.

Propositions 3 and 4 verify that the improved
CCITTX.509 protocol can satisfy the confidentiality.

5.3 Data Integrity Analysis
Proposition 5. Let C be initial configuration of im-
proved CCITTX.509, Â and B̂ be the principal of the
initiator and responder roles respectively. If principal
B̂ ∈ Honest(C), then φINT E(Â) is true.

Proof 3.

AM1,AM2 (Â, B̂)[ ]AHas(A,A) ∧Has(A,B)
∧Has(A, k−1

A ) ∧Has(A, kB) (32)
AM1,AM2 Honesty[ ]BHas(B,A) ∧Has(B,B)

∧Has(B, k−1
B ) ∧Has(B, kA) (33)

AN1,AN3 >[new Na]AHas(A,Na)
∧ Fresh(A,Na) (34)

AA1STR2,STR4 >[m1 := enc t2, kB ]A
Encrypt(A, t2) ∧ Contains(t2,m1)
⊃ Contains(Na,m1) (35)

36,FS1,AA3 Fresh(A,Na) ∧ Contains(Na,m1)
[send m1]AFirstSend(A,Na,m1) (36)

AA1,REC >[receive m2]AReceive(A,m2)
∧Has(A,m2) (37)

AA1,DEC Has(A, k−1
A )[t3 := dec m2, k

−1
A ]A

Decrypt(A,m2) ⊃ Contains(Na,m2) (38)
37,39,FS2,HONQ FirstSend(A,Na,m1)

∧ Contains(Na,m2) ∧Honest(B̂)
⊃ (Receive(B,m1) < Send(B,m2))
∧ FirstSend(B, Yb,m2) (39)

AA1,AA4 >[receive m2/t3 := dec m2, k
−1
A ]A

Receive(A,m2) < Decrypt(A,m2)
⊃ Has(A, t3) ∧ Contains(m2, t3) (40)

AA1,STR1 >[match t3, {B, Tb, Nb, A,Na, t4, Yb}]A
∧Match(A, t3) ⊃ Has(A, t4)
∧ Contains(t4, t3) (41)

AA1,HONQ Honest(B̂)[verify t4, Xb, kb]A
V erify(A, t4) ⊃ Sign(B, t4 := |Xb|k−1

B
) (42)

41,42,STR4 Contains(m2, t3) ∧ Contains(t3, t4)
⊃ Contains(m2, t4) (43)

40,43,44,HONQ (Â, B̂)[InitX.509]AHonesty(B̂)

⊃ ∃Z.(Sign(Z, |Xb|k−1
Z

) ∧ Send(Z,m2)

∧ Contains(|Xb|k−1
Z
,m2)) ⊃ (Z = B)

(44)

Proposition 6. Let C be initial configuration of im-
proved CCITTX.509, Â and B̂ be the principal of the
initiator and responder roles respectively. If principal
Â ∈ Honest(C), then φINT E(B̂) is true.

The same principle can prove the correctness of the
conclusion of proposition 6, which is omitted here.

Propositions 5 and 6 verify that the improved
CCITTX.509 protocol can guarantee the integrity of sum.

The proof of propositions 1 to 6 shows that the im-
proved CCITTX.509 protocol can meet the security at-
tribute design goals of authentication, secrecy and data
integrity.

5.4 Comparison with the Traditional
Method

In traditional methods used in the analysis of CR [8],
Otway-Rees [14] and NSL [22] based on PCL, the anal-
ysis of action sequence of protocol principals is mainly
based on the judgment of freshness of random value Na

and Nb. The main inference rules used in protocol anal-
ysis are FS1,FS2,P1 and P2. In order to illustrate the
validity of the principal action sequence judgment rules
based on the timestamp mechanism, table 1 gives a de-
tailed comparison with the traditional methods in judg-
ing parameters and inference rules used in a challenge
response round of the protocol, as well as the value range
of proving steps. Because of the rigor and intuitiveness
of the proof process, the value range given in Table 1 are
only steps to reasonably prove the action sequence of the
protocol, and the value range is not very accurate, which
is only a reference for the comparison of the complexity
of two analysis methods.

From the comparison results of the two methods in
Table 1, in a challenge response round of the protocol,
new method only needs about 5 to 10 steps to determine
the action sequence of the protocol principals. Compared
with the traditional method, it simplifies the steps of pro-
tocol analysis and effectively reduces the complexity of
protocol analysis. The improvement and application of
STR1, STR2, STR3 and STR4 in message subitem
relationship make protocol analysis more scientific and
rigorous.

6 Conclusions
Formal analysis process and results of the improved
CCITTX.509 protocol using the extended PCL show that
the inference rules of the relations among message sub-
terms make the protocol analysis process more rigorous
and formalized. Compared with the methods used in lit-
erature 5, the logical inference rules based on timestamp
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Table 1: Comparison of two methods in a challenge response protocol round

Method Protocol Parameter Inference Rules Steps(n)

Traditional
Method

Otway −Rees
CR,NSL

Na, Nb
FS1,FS2
P1,P2 8 ≤ n ≤ 15

Methods
in this paper CCITTX.509 Ta, Tb

FS1,FS2
TT1,TT2,TT3
STR1,STR2
STR3,STR4

5 ≤ n ≤ 10

mechanism can greatly simplify the steps of protocol au-
thentication analysis and effectively reduce the complex-
ity of protocol analysis. Logical inference rules based
on timestamp mechanism further improve the theoretical
system of PCL. This method can be used to effectively an-
alyze the authentication objectives of security protocols
designed based on timestamp mechanism. In addition,
according to the formal analysis process of CCITTX.509
protocol, it is obvious that propositional hypothesis anal-
ysis method further standardizes the PCL formal analysis
method, making the protocol analysis process more intu-
itive and clear. The description method of security proto-
col based on protocol thread programming language and
logical inference system based on the behavior assertion
of protocol principal make PCL more formal and logical
than other formal analysis methods [13,17,24].

Although PCL is highly formal in protocol description
and logical inference system, the process of protocol anal-
ysis is relatively simple and intuitive. However, the as-
sumption of honest rules makes it impossible for PCL
to analyze attack types from within the protocol [6, 8].
Meanwhile, the language description system of PCL is not
perfect and the standard definition of message algebraic
space is not in place yet. These defects limit the model-
ing and analysis ability of PCL. Improving the message
algebraic space theory of PCL and enhancing the abil-
ity of protocol description and analysis will be the main
research goal in the next stage.
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Abstract

The existing social network privacy protection technolo-
gies have the problems of neglecting the protection of
the community structure and failing to meet users’ differ-
ent privacy protection requirements when processing the
large-scale social network directed graphs. A personal-
ized K-In&Out-Degree anonymity (PKIODA) algorithm
based on hierarchical community structure is proposed.
The algorithm divides the community based on the hier-
archical community structure. According to the different
user privacy protection levels Lv0∼Lv3, the grouping and
the anonymity sequence are distributed, and the nodes
are added in parallel to realize the anonymity. Based on
GraphX to transfer information between nodes, the vir-
tual node pairs are merged and deleted according to the
hierarchical community entropy change to reduce the in-
formation loss. The experimental results show that the
PKIODA algorithm improves the efficiency of processing
large-scale social network directed graph data, ensures the
high availability of community structure analysis during
data release, and satisfies the privacy protection require-
ments of different users.

Keywords: GraphX; Hierarchical Community Structure;
K-in&out-degree Anonymity; Personalized; Social Net-
work Directed Graph

1 Introduction

With the development of social networks, the number of
network users of various social APPs has been increasing,
and the links between users have become closer. Large-
scale users generate a large amount of social network data
in the process of using social networks, and there is still a
certain network structure in the actual social network di-

rected graph. Some users with the same hobbies, similar
attributes or frequent contacts will form a specific group,
that is, the community structure of the social network.
Therefore, it has important research significance for the
analysis of community structure when large-scale social
network directed graphs are released. The information
in the social network often involves personal privacy. If
the network data is directly distributed to a third party,
it is easy to cause the leakage of sensitive information of
the user. Therefore, researchers propose different privacy
protection models for different privacy information, such
as modifying models [6, 11, 13], clustering generalization
models [21], data perturbation models [16], differential
privacy model [20] and so on. However, in actual so-
cial networks, different users have different needs for pri-
vacy protection, and some users do not want to hide their
identity [15]. At present, most privacy protection tech-
nologies only deal with social network undirected graphs.
Although the information loss of graph modification is
reduced, the protection of the original graph’s commu-
nity structure is neglected, and the user’s personalized
privacy protection requirements cannot be met. Person-
alized privacy protection for large-scale social network di-
rected graphs based on GraphX distribution parallelism,
and the availability of community structure analysis dur-
ing data release during anonymity.

The main work and contributions are as follows:

1) A new attack model is proposed for large-scale social
network directed graphs. On the basis of protecting
the community structure, a personalized K-in&out-
degree anonymity model based on hierarchical com-
munity structure is proposed, and the user’s needs
are set to four privacy protection levels of Lv0∼Lv3 ;

2) Propose a large-scale social network personal-
ized K-in&out-degree anonymity (PKIODA) algo-
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rithm based on hierarchical community structure,
which satisfies the personalized K-in&out-degree
anonymity and effectively protects the commu-
nity structure of large-scale social network directed
graphs;

3) Experiments on real datasets prove that PKIODA
algorithm improves the processing efficiency of large-
scale social network directed graph privacy protec-
tion, and ensures the high availability of community
structure analysis when data is released;

The organization of the rest of this paper is as fol-
lows. In Section 2, we describe the related work to social
network privacy protection and community structure pro-
tection. Section 3 introduces relevant preliminary knowl-
edge and gives definitions of research questions. Section 4
introduces the PKIODA algorithm that protects the com-
munity structure. Section 5 is based on real social network
datasets and experimentally tested in terms of algorithm
performance, information loss, and data availability. Sec-
tion 6 concludes the full text.

2 Related Work

At present, social network privacy protection informa-
tion mainly includes node privacy, edge privacy and graph
structure privacy [17]. To deal with different social net-
work privacy protection information, researchers have
proposed a variety of social network privacy protection
technologies.

Yuan and Zhouet al. [1, 18] proposed a K-degree-L-
diversity anonymity model for social network undirected
graphs with attribute labels, and implements attribute
anonymity by adding and deleting edges and adding noise
nodes. Casas et al. [5] proposed the UMGA algorithm,
the greedy algorithm and the exhaustive method are
used to generate the anonymity sequence. The nondi-
rectional graph is modified by the random edge selection
and the neighbor central edge selection method to real-
ize the K-degree anonymity. Kiabod et al. [7] introduced
a time-saving k-degree anonymization method in social
network (TSRAM) that anonymizes the social network
graph without having to rescan the datasets for different
levels of anonymity. Li et al. [8] proposed a novel Graph
clustering framework based on potential game optimiza-
tion (GLEAM) for parallel graph clustering. Based on (α,
k)-anonymity, a personalized (α, k)-anonymity model [9]
is proposed to achieve K-degree anonymity according to
different privacy protection requirements of users. Cam-
pan et al. [2] used the community partitioning algorithm
based on graph segmentation theory. By calculating the
Laplacian matrix, the spectral constraint conditions are
set and the constraints of adding and deleting edges are
calculated. Kumar et al. [14] used the upper approxima-
tion concept of rough sets, divided the community and
performed anonymity, and maintained the community
structure nature of the graph before and after anonymity.

Zhang [19] proposed the application of artificial intelli-
gence in computer safety protection by combining artifi-
cial intelligence with computer network security.

Aiming at the current social network privacy protec-
tion methods, there are problems in dealing with large-
scale social network directed graph data with low effi-
ciency, neglecting community structure protection, and
failing to satisfy users’ personalized privacy protection
requirements. A large-scale social network personal-
ized K-in&out-degree anonymity (PKIODA) algorithm
based on hierarchical community structure is proposed.
The method improves the efficiency of processing large-
scale dynamic social networks directed graphs, and at
the same time personalizes anonymous social network
directed graph to ensure the availability of community
structure analysis when data is published.

3 Preliminary Knowledge and
Problem Definition

The social network is represented as a personalized di-
rected graph G=(V, E), where V(G) and E(G) respec-
tively represent the node set and edge set of graph G.
The edge 〈u,v〉 indicates that one edge from the node u
points to node v. The edge 〈u,v〉 is called the out-edge
of u and the in-edge of v. The number of the in-edge of
node u is the in deg of u, which is denoted as din(u); The
number of out-edge of node u is the out deg of u, which is
denoted as dout(u); The in&out-degree of node u is repre-
sented by (din(u), dout(u)). The privacy protection level
of node is Lv0∼Lv3.

3.1 Community Detection Based on Hi-
erarchical Community Structure

The community structure is a group of nodes that are
closely connected within the community and have close
connections between communities. Clauset et al. [3] used
hierarchical community trees to reflect the hierarchical
community structure of social networks. We aim to im-
prove the community detection algorithm based on hier-
archical community structure [3].

Definition 1. (Directed graph hierarchy community tree
HG) Given a social network directed graph G, the hierar-
chical structure graph (HRG) is used to represent the com-
munity structure of the directed graph G, which is recorded
as a directed graph hierarchical community tree(HG). The
leaf nodes of the HG represent the nodes in the directed
graph G, and each internal node r in the HG represents
the connection probability Pr. Tr is a subtree of an inter-
nal node r of the HG. The connection probability of the
leaf node in the left subtree TL

r and the leaf node of the
right subtree TR

r in the directed graph G is represented by
Pr, reflecting the strength of the connection between the
left subtree and the right subtree leaf node. The larger the
Pr is, the closer the connection is. The Pr is calculated
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as follows:

Pr =
|Er|∣∣TR

r

∣∣ · ∣∣TL
r

∣∣ · 2 (1)

where |Er| is the number of edges 〈vi,vj〉∈E with vi∈TL
r

and vj∈TR
r , and TL

r (TR
r ) is the number of vertices in in-

ternal node r’s left (right) subtree.

The HRG of the social network directed graph G is
not unique, so it is crucial to select the optimal HRG
and then obtain the community structure of the social
network directed graph according to HG. The likelihood
function L can be used for the different HRG to evaluate
their suitability for the social network directed graph G.

Definition 2. (Likelihood function L) The likelihood
function L is a posterior function of the HG generated by
the social network directed graph G. The HRG tree hav-
ing the largest L value is selected as the HG of the directed
graph G. The L is calculated as follows:

L(HG) =
∏

r∈HG

[
Pr

Pr (1− Pr)
1−Pr

]|TR
r |·|TL

r |·2
(2)

Figure 1(a) shows the social network directed graph
G0, and Figure 2 shows the two possible HRGs of G0. It is
calculated that L=4.639e−7 of Figure 1(a), L=6.465e−5 of
Figure 1(b), and the L value of Figure 1(b) is the largest.
Therefore, Figure 1(b) is selected as HG0 of the directed
graph G0, and the community result is shown in Figure
1(b), in which nodes A, B, and C belong to community 1,
nodes D, E, and F belong to community 2.

A
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C
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D

F
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B
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Figure 1: Community detection of directed graph G0
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Figure 2: Hierarchical community structure

3.2 Anonymity Model of Personalized
K-in&out-degree for Large-scale So-
cial Networks based on Hierarchical
Community Structure

An attacker can identify the target node based on the de-
gree information of the node in the social network. Aim-
ing at the social network directed graph, an in&out-degree
attack model is proposed.

Definition 3. (In&out-degree attack model) Suppose the
attacker knows the in deg(out deg) of the target node, or
knows both the in deg and the out deg. With the back-
ground knowledge, the attacker can uniquely identify the
target node, which is called in&out-degree attack.

As shown in Figure 3, it is assumed that the attacker
knows that the degree of the target node is 2, and Alice,
Kayla, and Bob can be identified. However, the attacker
not only knows the degree of the target node but also
knows that the out deg of the target node is 2, so that
the attacker an uniquely identify the target node is Kayla,
the privacy information of the Kayla node is leaked.
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Figure 3: Social network directed graph G

Definition 4. (K-in&out-degree anonymity) Given a so-
cial network directed graph G=(V, E) and the anony-
mous parameter K. For any node v∈V(G) in the directed
graph, there are m (m≥k-1) other nodes which are the
same number of in deg and out deg of the node v, i.e.
din(v)=din(vi), dout(v)=dout(vi) (1≤i≤m). Then the di-
rected graph G is the K-in&out-degree anonymity graph.

Definition 5. (Personalized K-in&out-degree
anonymity) Personalized K-in&out-degree anonymity
based on user privacy protection needs, thereby the user’s
requirements are set to four privacy protection levels:
Lv0∼Lv3.

1) Lv0: The user does not require privacy protection for
the node;

2) Lv1: The user only requires privacy protection for the
out deg information of the node, so that the probabil-
ity that the attacker identifies the target node by the
degree of the node is not more than 1/K;

3) Lv2: The user only requires privacy protection for the
in deg information of the node, so that the probability
of the attacker identifies the target node by the in deg
of the node is not more than 1/K;

4) Lv3: The user requires privacy protection for the
in deg and out deg information of the node, so that
the probability of the attacker identifies the target
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node through the in deg and the out deg of the node
is not more than 1/K.

Definition 6. (Large-scale social network personalized
K-in&out-degree anonymity model based on hierarchical
community structure) Given the social network directed
graph G=(V,E) and the anonymous parameter K.

1) Dividing the community based on the hierarchical
community structure, and determining the commu-
nity to which the nodes belong in the original social
network directed graph G;

2) Personalized K-in&out-degree anonymity according
to user privacy protection level Lv0∼Lv3. Sorting,
grouping and anonymizing the degree sequence of the
nodes in the social network directed graph G to obtain
the anonymity sequence;

3) Anonymous graphs are constructed in parallel accord-
ing to the anonymity sequence distribution. The in-
formation between nodes is transmitted based on the
GraphX, and the virtual nodes are merged and deleted
multiple times to improve the availability of commu-
nity structure analysis during data release.

Anonymous social network directed graph G*=(V*,
E*) satisfying these three conditions conforms to the
large-scale social network personalized K-in&out-degree
anonymity model based on hierarchical community struc-
ture.

4 PKIODA

Personalized K-in&out-degree anonymity(PKIODA) al-
gorithm for large-scale social networks based on hierar-
chical community structure combines Spark, a fast and
versatile computing engine designed for large-scale data
processing. The algorithm is executed in a distributed
parallel environment to implement a transparent privacy
enforcement strategy for large-scale social network data.

4.1 Community Detection Algorithm
based on Hierarchical Community
Structure

The community detection algorithm based on hierarchi-
cal community structure first obtains the HRG of the so-
cial network directed graph, and then uses the Markov
Monte Carlo sampling method [12] to converge to select
the better hierarchical random graph. Then obtain the
social network graph community according to HG. The
construst HRG algorithm is detailed as Algorithm 1.

The Construst HRG(G,ε1)) algorithm randomly se-
lects a HRG to initialize the Markov chain, and per-
form multiple iterations until the Markov chain converges
(lines 3-12). Let the current state of the Markov chain
be Tt−1, in which an internal node n is randomly se-
lected. The next state T’ is generated by replacing the

adjacent HRG of the node n. Due to randomness, T’ is
not unique, and a better T’ is selected by calculating the
value of the likelihood function L. By comparing the er-
ror values of the likelihood function L before and after
the exchange, the state exchange acceptance rate is set

to min

(
exp( ε1

24u logL(T ′))
exp( ε1

24u logL(Tt−1))
, 1

)
by means of the Markov

Monte Carlo sampling method (Lines 6-10). At the end of
the iteration, the Markov chain converges to obtain a bet-
ter HG. The better HG generated by the directed graph
G shown in Figure 3 is as shown in Figure 4(a), and the
community detection result is as shown in Figure 4(b).

Algorithm 1 Construst HRG(G,ε1)

Input: Original graph G, differential privacy parameter
ε1
Output: HG

1: Randomly generate an HRG of the original graph G
according to the Markov chain, denoted as T0;

2: t ← 1
3: while Markov chain is not converged do
4: Randomly select an internal node n in Tt−1;
5: Generate HRG T’ by randomly transforming adja-

cent subtrees of node n;
6: if the probability of transformation satisfies

min

(
exp( ε1

24u logL(T ′))
exp( ε1

24u logL(Tt−1))
, 1

)
then

7: Tt=T’;
8: else
9: Tt=Tt−1;

10: end if
11: t=t+1;
12: end while
13: Return while

4.2 Community Detection Algorithm
Based on Hierarchical Community
Structure

Aiming at the social network directed graph, the Sequence
Partition(G, k) algorithm is proposed, and the target de-
gree goal of different levels is obtained according to the
user privacy protection level. The partition is performed
by judging the values of the SPC1 and SPC2. SPC1 rep-
resents the anonymity cost of the current element merging
into the previous group, and SPC2 indicates the cost of
forming a new group with the following K-1 elements. If
SPC2 < SPC1, then the element forms a new group, oth-
erwise it merges into the previous group.

For the nodes with privacy protection levels Lv1
and Lv2, the target goal is the maximum value of all
in deg(out deg) in the group, i.e., goal(in deg/out deg)
=(max{in deg/out deg of all elements in the group}).
The personalized sequence partition algorithm for nodes
with privacy protection levels Lv1 and Lv2 is in Algo-
rithm 2.
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Figure 4: Community detection based on hierarchical
community structure

Algorithm 2 Sequence Partition 1(G,k,Lv)

Input: Original directed graph G, anonymous parameter
k, privacy protection level Lv
Output: Anonymity sequence d̃

1: MF Seq=[];
2: for each node do
3: Insert in MF Seq;
4: count=MF Seq Value[node];
5: end for
6: if Lv=1 then
7: Sort(MF Seq) by out deg;
8: else
9: Sort(MF Seq) by in deg;

10: end if
11: last partition index=0;
12: for i=k to i+k do
13: SPC1=MF Seq[last partition index]-MF Seq[i];
14: SPC2=0;
15: for j=i+1 to i+k do
16: SPC1=SPC1+MF Seq[i+1]-MF Seq[j];
17: SPC2=SPC2+MF Seq[i]-MF Seq[j-1];
18: end for
19: if SPC2 < SPC1 then
20: last partition index=i;
21: i=i+k;
22: else
23: i++;
24: end if
25: end for

For the nodes with privacy protection level Lv3, the
target goal is the maximum values of in deg and out deg
in the group, goal(in deg,out deg)=(max{in deg of all el-
ements in the group}, max{out deg of all elements in the
group}). The personalized sequence partition algorithm
for nodes with privacy protection level Lv3 is in Algo-
ruthm 3.

Algorithm 3 Sequence Partition 2(G,k)

Input: Original directed graph G, anonymous parameter
k
Output: Anonymity sequence d̃

1: for vi ∈ MF Seq do
2: for l=last to i-1 do
3: goal 1(in deg,out deg)=max(in deg[i],out deg[i]);
4: end for
5: for m=i to i+k do
6: goal 2(in deg,out deg)=max(in deg[m+1],

out deg[m+1]);
7: goal 3(in deg,out deg)=max(in deg[m],

out deg[l]);
8: end for
9: SPC1=goal 1-MF Seq[i], SPC2=0;

10: for j=i+1 to i+k do
11: SPC1=SPC1+goal 3-deg[j-1];
12: SPC2=SPC2+goal 2-deg[j];
13: end for
14: if SPC2 < SPC1 then
15: last partition index=i;
16: i=i+k;
17: else
18: i++;
19: end if
20: end for

For the original graph G shown in Figure 3, assumed
that the privacy protection level of node 1-5 is Lv3 (K=2).
The partition anonymity is shown in Figure 5. Figure 5(a)
shows the initial in&out-degree sequence d. The first two
elements are first placed in a group, as shown in Fig-
ure 5(b). Judging the partition of the third element as
shown in Figure 5(c). SPC1<SPC2, so the third element
is merged with the first two elements. The result of par-
tition is shown in Figure 5(d), and Figure 5(e) shows the
anonymous sequence d̃ of Nodes 1-5.

4.3 Selecting the Virtual Node Pair
Merge-Delete Algorithm

Assume that nodes 1-5 privacy protection level is Lv3,
nodes 6-10 are Lv2, nodes 11-13 are Lv1, and node 14 is
Lv0. The virtual nodes are added in parallel according
to the anonymity sequence to obtain the anonymous di-
rected graph G’ shown in Figure 6. In order to reduce the
information loss, the label of node is transmitted in par-
allel based on the GraphX, and the virtual node pairs are
merged and deleted to improve the availability of data.
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Figure 5: Partition anonymous process, (a) initial in&out-
degree sequence d; (b) initial partition; (c) calculate the
value of SPC1, SPC2; (d) partition results; (e) K-in&out-
degree anonymous sequence d̃
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Figure 6: Anonymous social network directed graph G’

The data structure of the information transfer is rep-
resented by a five-tuple (dstid, srcid, hops, community,
tags), which is called n-hops neighborhood table(HNT).
dstid and srcid indicate the ID of the destination node
and the source node, hops indicates the Superstep, com-
munity indicates the community of the source node, and
tags=1 indicates that both the source node and the desti-
nation node are both virtual nodes. Each line of the HNT
is an HNTE(n-hops neighborhood table entry).

The result of initializing the anonymous graph G’ is
shown in Figure 6(only shows partial virtual node initial
HNTE). Initially, the node’s dstid and srcid are the node
ID, hops=0, tags=0. For example, HNTE of node f2={f2,
f2, 0, 1, 0}.

Definition 7. (Directed graph hierarchy community en-
tropy DGHCE) Use the directed graph hierarchy commu-
nity entropy to quantify the effect of adding edge opera-
tions on the community hierarchy, denoted DGHCE(G,
HG). The DGHCE(G, HG) is calculated as follows:

DGHCE(G,HG) =

−
|V |−1∑
t=1

∣∣TR
r

∣∣ · ∣∣TL
r

∣∣ · 2 · Pr

|E|
lb

∣∣TR
r

∣∣ · ∣∣TL
r

∣∣ · 2 · Pr

|E|
(3)

Definition 8. (Change value of DGHCE) Use the change
value UL of the DGHCE to measure the information loss
caused by the virtual node’s edge operation added after the
merge delete. The UL(G, G’) is calculated as follows:

UL(G,G′) =
∣∣∣DGHCE(G,G′)−DGHCE(G H

′

G)
∣∣∣ (4)

Definition 9. (Virtual node pair merge delete condition
VNMDC) Exists edge 〈u, fw〉 and edge 〈fx, v〉, virtual node
pair (fw, fx) can be merged and deleted, if and only if ∀(fw,
fx)∈ VirtualSet meets the following three conditions:

1) fw, fx /∈ VirtualRDD;

2) 〈u, v〉 /∈ EdgeRDD;

3) u 6= v.

Theorem 1. For the virtual node pair (fw, fx), satisfying
the VNMDC is a sufficient condition that (fw, fx) can
merge and delete.

Proof. As shown in Figure 7(a), in order to merge and
delete virtual node pairs (fw, fx), need to delete edges
〈u, fw〉, 〈fx, v〉 and add edges 〈u, v〉. However, the edge
〈u, v〉 already exists in the directed graph G, so (fw, fx)
cannot be merged and deleted. Similarly, as shown in Fig-
ure 7(b), the virtual nodes fw and fx are both connected
to the node u, so (fw, fx) cannot be merged and deleted.
Therefore, if and only if the virtual node pair (fw, fx) sat-
isfies the VNMDC, (fw, fx) can be merge and delete as
shown in Figure 7(c).

fw

u

fxfw

u

fx

v

fw

u

fx

v

Figure 7: Virtual node pair merge delete condition

The virtual node pair set (VirtualSet) is obtained by
the transfer of the information between the nodes, and
judge whether ∀ (fw,fx)∈ VirtualSet satisfies the VN-
MDC. The virtual node pair satisfying the condition is
put into the candidate virtual node set (CandidateSet).
The virtual node pair select algorithm is in Algorithm 4.

If the number of virtual node pairs in the Candidate-
Set is more than one, for the virtual node pair of the
same community (or are the different communities), the
DGHCE value is calculated, and the virtual node pair
with the small UL value is selected to be merged and
deleted (Lines 4-7). If the number of virtual node pairs
is 1, directly select the virtual node pair (fw, fx) (Lines 8-
12).
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Algorithm 4 Select Merge Delete(CandidateSet)

Input:CandidateSet
Output:(fw, fx)

1: M = the number of same community in CandidateSet;
2: N = CandidateSet.size;
3: if N > 1 then
4: if M > 1 ‖ M==0 then
5: (fw, fx)=the min(UL) from CandidateSet;
6: return (fw, fx);
7: end if
8: if M==1 then
9: return (fw, fx);

10: end if
11: else
12: return (fw, fx).
13: end if

Algorithm 5 PKIODA

Input: Original directed graph G, anonymous parameter
k, privacy protection level Lv
Output: Anonymous directed graph
G*

1: Construst HRG algorithm generates HG;
2: if Lv 6= 0 then
3: if Lv = 3 then
4: Sequence Partition 2(G,k) algorithm;
5: else
6: Sequence Partition 1(G,k,LV ) algorithm;
7: end if
8: end if
9: Add the virtual node based on the anonymous se-

quence to obtain an anonymous graph G’;
10: Initialize G’, CandidateSet=∅, VirtualRDD=∅;
11: for SuperStep=1 to 6 do
12: Dst.Message ← Src.Message;
13: for Message from Dst.HNTE do
14: if Message.Tags==1 then
15: Dst.VirtualSet ← Message;
16: end if
17: end for
18: for Message from Dst.VirtualSet do
19: fw=Message.srcid, fx=Message.disid;
20: if (fw, fx) satify VNMDC then
21: CandidateSet ← fw, fx;
22: end if
23: end for
24: if CandidateSet.size > 0 then
25: (fw, fx)=Select Merge Delete(CandidateSet);
26: G’.EdgeRDD.Remove 〈u, fw〉;
27: G’.EdgeRDD.Remove 〈fx, v〉;
28: G’.EdgeRDD.Add 〈u, v〉;
29: VirtualRDD.Add (fw, fx);
30: VoteToHalt (fw, fx);
31: end if
32: end for
33: return G’.

4.4 PKIODA Algorithm

The large-scale social network personalized K-in&out-
degree anonymity (PKIODA) algorithm based on hier-
archical community structure is in Algorithm 5.

The specific steps of the PKIODA algorithm are as
follows:

1) Superstep=0, the node initialization gets the initial
EdgeRDD.

2) Superstep=1, the node receives its own 1-hop
neighborhood information and generates a 1-hop
neighbor-hood table. The first iteration flag is 0,
VirtualSet=∅, CandidateSet=∅.

3) Superstep=2, the 2-hop neighborhood table is shown
in Table 1 (only shows the HNTE of some virtual
nodes), and check if there exist tags=1. Iteratively
obtains VirtualSet={(f2, f1)}. Because virtual nodes
f2 and f3 are connected to node 3 and do not satisfy
the VNMDC, they cannot be merged and deleted,
and CandidateSet=∅ is obtained.

4) Superstep=3, the 3-hop neighborhood table is shown
in Table 2, and iteratively obtains VirtualSet={(f2,
f1),(f2, f4)}.

Table 1: 2-hop neighborhood table

node dstid srcid hops community tags
f2 f2 f3 2 1 1

f2 1 2 1 0
f2 5 2 1 0

f5 f5 4 2 1 0
f8 f8 6 2 1 0

f8 13 2 3 0
f8 14 2 3 0

Table 2: 3-hop neighborhood table

node dstid srcid hops community tags
f2 f2 f1 3 1 1
f2 f2 f4 3 1 1

f2 4 3 1 0
f2 7 3 1 0

f5 f5 3 3 1 0
f5 6 3 1 0
f5 11 3 2 0

f8 f8 3 3 1 0
f8 5 3 1 0

The virtual node pair satisfies the VNMDC, so
CandidateSet={(f2, f1),(f2, f4)}. The virtual node pair
(f2, f1),(f2, f4) performs Algorithm 4 to calculate the
change of DGHCE, and selects the virtual node pair with
small UL value to merge and delete. If merge delete (f2,
f1), the connection probability P1 of the HG changes from
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3/20 to 4/20; when merge deletes (f2, f4), P2 changes
from 1/2 to 1, as shown in the Figure 4(a).

The original graph DGHCE=3.57415, DGHCEf2,f1

=3.44011, ULf2,f1 =0.13404, DGHCEf2,f4 =3.56307,
ULf2,f4 =0.01108. Choose the virtual node pairs (f2, f4)
to selete and merge, and VirtualRDD={f2, f4}. The third
iteration stops and the result is shown in Figure 8.
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Figure 8: Results of the third iteration

The PKIODA algorithm iterates six times and the vir-
tual node merge delete stops, resulting in an anonymous
social network directed graph G* as shown in Figure 9.

1

3

7

5 6

4

2

13 14

12

11

98

10

f6

f7 f9

Figure 9: Anonymous social network directed graph G*

5 Experimental Analysis

The PKIODA algorithm is compared with the person-
alized K-degree-L-diversity anonymity (PKDLD) algo-
rithm [4] and the personalized PPDP algorithm [10].The
experiment used two real social network directed graph
datasets Eu-Email and Epinions published by Stanford
University.

5.1 Experimental Setup

Eu-Email network is generated using email data from
large European research institutions. During the period
from October 2003 to May 2005 (18 months), the dataset
provided anonymous information about all incoming and
outgoing e-mails from research institutions. Given a set
of email messages, each node corresponds to an email ad-
dress. If node i sends a message to j, the directed edge 〈i,
j〉 is created between Nodes i and j.

Epinions network is a consumer online social network
for commenting. Members of the site can decide whether
to ”trust each other”. All trust relationships interact and
form a trust network. The directed edge 〈u, v〉 indicates
that the user u trusts the user v. Table 3 shows the statis-
tics related to the dataset.

Table 3: The statistics related to the dataset

Epinions Eu-Email
Number of node 75879 265214
Number of edge 508837 420045

Max in deg 3035 7631
Max out deg 1801 930

ACC 0.1378 0.0671
Avg in&out-degree 6.71 1.58

Number of node(0,1) 18328 170768
Number of node(1,0) 11774 36922

Diameter 14 14

Distributed environment: GraphX, 15 computing
nodes, CPU 1.8GHz, 16GB RAM, Hadoop 2.7.2,
Spark 2.2.0, Scala 2.11.12.

5.2 Algorithm Performance Analysis

Figure 10 shows the running times of the algorithm with
different anonymous parameter k. It can be seen from
Figure 10 that as the value of k increases, the running
times also increases. The running time of the PPDP al-
gorithm is the smallest, the PKIODA algorithm is the sec-
ond, and the PKDLD algorithm runs the longest. This is
because the PKIODA algorithm firstly divides the origi-
nal graph based on the hierarchical community structure,
then groups the degree sequence according to the differ-
ent privacy protection requirements of the user, and fi-
nally merges and deletes the virtual node pairs. As the
value of k increases, more virtual node pairs need to be
merged and deleted. Therefore, the execution time of the
PKIODA algorithm is slightly larger than the PPDP al-
gorithm, but the PKIODA algorithm does not run very
long.

5.3 Information Loss Analysis

In order to measure the information loss during the
anonymity of the algorithm, evaluate the change of the



International Journal of Network Security, Vol.23, No.2, PP.314-325, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).15) 322

Figure 10: Running times

Figure 11: Change of the average in&out-degree

average in&out-degree and the average clustering coef-
ficient (ACC). Figure 11 shows the results of the av-
erage in&out-degree of different algorithms on different
datasets as the value of k increases. The dotted line in
Figure 11 is the average in&out-degree the original graph.
It can be seen from Figure 11 that as the value of k in-
creases, the average degrees of the nodes of the PKDLD
and PPDP algorithms change greatly after anonymity,
while the PKIODA algorithm is closer to the original av-
erage degrees of the nodes. This is because the PKDLD
algorithm not only considers the degree of the node but
also the label attributes of the node. The PKIODA al-
gorithm minimizes the modification of the graph, so the
average in&out-degree changes less after anonymity, and
the graph information loss is smaller.

Figure 12 shows the change of ACC in the anonymous

process.

ChangeRatio = |ACC ∗−ACC|/ACC. (5)

Where ACC* indicates the average clustering coeffi-
cient after anonymity. It can be seen from Figure 12 that
the change of ACC of the PKIODA algorithm less than
that of other algorithms. With the increase of the k value,
the PKIODA algorithm has a small rate of change in the
structure of the graph, so the PKIODA algorithm better
protects the structural properties of the graph.

5.4 Data Availability Analysis

The second small eigenvalue (µ2) of the Laplacian matrix
(L) is an important eigenvalue of the Laplacian matrix
and is used to indicate how the community is separated.
Where µi (0=µ1 ≤ µ2 ≤...≤ µm ≤m) is a characteristic
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Figure 12: Change of ACC

value of L. Figure 13 shows the similarity of the µ2 of
different algorithms in different datasets as the k value
increases. As can be seen from Figure 13 that the µ2

value of the PKIODA algorithm is more similar to the
original graph. This is because the PKIODA algorithm
considers the community structure of the original graph
when merge and delete the virtual node pairs. However,
the PKDLD and PPDP algorithms ignore the protection
of the community structure when anonymous, and thus
cause great loss to the community structure.

Figure 14 shows the change of the community to which
the node belongs in the original graph after anonymity.
As can be seen from Figure 14, the PKDLD and PPDP
algorithms do not consider the community of the nodes
in the anonymity process. Therefore, the change of the
community to which the nodes belong after anonymity is
large. The PKIODA algorithm ensures that the commu-
nity of the node is unchanged when the virtual node pair
is deleted and deleted. Therefore, the community change
rate after anonymity is less than 10%, which better main-
tains the data availability of the anonymous graph in the
community detection.

6 Conclusion

Aiming at the large-scale social network directed graph,
a large-scale social network personalized K-in&out-degree
anonymity (PKIODA) algorithm based on hierarchical
community structure is proposed. The algorithm di-
vides the community based on the hierarchical commu-
nity structure. According to different privacy protec-
tion requirements of users, partition the in&out-degree
sequence. Finally, the virtual node pairs are merged and
deleted in parallel to reduce information loss. In the pro-
cess of merging and deleting virtual nodes, consider the
community to which the nodes in the original graph be-
long. Experiments based on real social network show that

the PKIODA algorithm is implemented in a distributed
parallel environment, and implements a transparent pri-
vacy enforcement strategy for large-scale social network
data. Compared with the traditional K-degree anonymity
algorithm, the PKIODA algorithm improves the process-
ing efficiency of large-scale social network directed graph
data, and better ensures the availability of community
structure analysis when data is released. PKIODA al-
gorithm has a good effect in the average in&out-degree,
ACC, µ2, community structure protection and so on.
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Abstract

In the Internet era of big data, the emergence of
crawlers significantly improves information retrieval effi-
ciency. This paper briefly introduced the basic structure
of crawler software, the scrapy framework, and the clus-
tering algorithm used to improve the performance of in-
formation crawling and classification. Then, the crawler
software and clustering algorithm were programmed by
the python software. Experiments were carried out us-
ing the MATLAB software in the LAN in a laboratory
to test the Weibo data between October 1 and October
31. Moreover, a crawler software that adopted the scrapy
framework but did not add the clustering algorithm was
taken as a control. The results showed that the scrapy
framework based crawler software could not achieve the
same Weibo information classification as the actual clas-
sification whether the clustering algorithm was added or
not; the crawler software that was added with the cluster-
ing algorithm was closer to the exact proportion in clas-
sification and obtained classification results with higher
accuracy and lower false alarm rate in a shorter time.

Keywords: Clustering Algorithm; Crawler Software; Net-
work Data; Scrapy Framework

1 Introduction

With the development of computer technology and the
birth of the Internet, the speed of information generation
has gained an explosive improvement [9]. Especially in re-
cent years, with the popularization of 4G communication
technology, the mobile Internet has been fully developed.
After combining the mobile Internet and the traditional
Internet, the generation and transmission speed of infor-
mation data further increases.

The advent of the big data era makes people’s life more
convenient, which is mainly reflected in the fact that users
can use more data to assist their different choices and ser-
vice providers can optimize their services according to big
data. However, the emergence of big data not only brings

convenience but also brings difficulties. The excellence
of big data is reflected in a large number of laws hidden
in a large number of data, which can assist the decision-
making of individuals or enterprises better. However, due
to a large amount of data, data fragments that support
different laws are scattered, and the method of human re-
trieval alone cannot meet the retrieval needs [2]. Crawler
technology can replace manual search to retrieve big data
and also can carry out preliminary classification of the
retrieved data, which is convenient for mining the rules.

In order to crawl deep web pages, Feng et al. [13]
designed an intelligent crawler with a two-stage frame-
work. In the first stage, with the help of a search engine,
the central page search based on the site is performed
to avoid visiting a large number of pages. In the sec-
ond stage, the most relevant links are mined to realize
fast site search. The simulation results showed that the
crawler could effectively retrieve the deep web interface
in large-scale websites and obtained a higher harvest rate
than other crawlers. Seyfi [10] proposed a focus crawler
that uses specific HTML elements of a page to predict the
topic focus of all pages in the current page that have un-
visited links and verified the effectiveness of the method
through simulations.

Huang et al. [5] put forward an extensible GeoWeb
crawler framework that could search various GeoWeb re-
sources and verified through simulations that the frame-
work had good extendibility. This paper briefly intro-
duced the basic structure of crawler software, the scrapy
framework, and the clustering algorithm that was used for
improving the performance of information crawling and
classification. Then, the crawler software and clustering
algorithm were programmed by the python software. Ex-
periments were carried out using the MATLAB software
in the LAN in a laboratory to test the Weibo data be-
tween October 1 and October 31. Moreover, a crawler
software that adopted the scrapy framework but did not
add the clustering algorithm was taken as a control.
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2 Crawler Software Based on the
Scrapy Framework

2.1 The Basic Structure of Crawler Soft-
ware

The basic framework of the crawler software for network
data crawling [6] is shown in Figure 1. In the overall
structure, crawler software is divided into an interaction
layer, logical business layer, and database layer. The in-
teraction layer is the top layer of the software, responsible
for the human-computer interaction with users.

The main content of the interaction layer is the de-
sign of the application form, which includes the main
page module, task view module, server view module, and
client view module. The main page module is responsi-
ble for querying the task information list and carry out
various operations on the task. The task view module is
the module for editing the task information, which can
directly edit the task by visualizing the task data. The
module is generally nested in the main page module. The
server module is responsible for monitoring the user’s use
of the client. The client module is used by the user to view
the software’s connection to the server and to receive or
release tasks.

Figure 1: The basic framework of crawler software

Next is the logical business layer, which is mainly com-
posed of a scrapy framework [1]. It is the functional core
of the whole crawler software. Its main function in the
software is to realize the task description submitted by
the interaction layer, generate the corresponding crawler,
download the network data in the given URL address, and
summarize and count the string.

The last one is the database layer, whose main struc-
ture is a custom database. Its main function is to store or
delete the network data searched in the URL address in
the logical business layer. The user-defined database will
be created according to the user’s needs. When creating
the database, the user only needs to input the necessary
information such as database type, name, and account
password into the configuration file of the database. The
user-defined database will also automatically layer differ-
ent crawling tasks for the easy query.

2.2 Scrapy Framework

After the Internet has entered the era of big data, the
amount of information data has expanded rapidly, which
greatly increases the difficulty of information retrieval.
The huge amount of data not only increases the difficulty
of information retrieval but also brings more high-value
hidden rules. In the face of the increasing amount of net-
work information, the emergence of search engines makes
information retrieval more convenient. The working prin-
ciple of a search engine is to crawl information data in the
Internet using crawler software and classify the informa-
tion according to the needed keywords.

As Python is easy to learn and has a large stan-
dard library of modules, crawlers are usually written in
Python. Scrapy is a crawler framework completely writ-
ten by Python language [4], and its operation diagram
is shown in Figure 2. The crawler framework consists of
a scrapy engine, scheduler, crawler, crawler middleware,
downloader, download middleware, project pipeline, and
the Internet. The scrapy engine is the core of the whole
operating framework, which is used for processing the
data flow in the operation process. The scheduler is con-
nected with the engine to store the crawling requests from
the engine and provide the stored crawling requests to the
engine, i.e., a crawling task list.

The downloader is connected with the Internet, down-
loads the web page information on the Internet accord-
ing to the task target order given by the scheduler, and
transmits it to the crawler. The crawler module that
contains the Internet crawling logic and parsing rules for
downloaded content is responsible for generating the pars-
ing results and subsequent search requests. The project
pipeline will receive the result data from the crawler, clean
and verify the data to reduce the interference of bad in-
formation, and store them in the database. The crawler
middleware and download middleware are the intermedi-
ate processing modules between the crawler and engine
and between the downloader and engine, respectively [8].

Figure 2: Scrapy operation framework

The basic operation flow of scrapy is as follows:
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1) The crawler generates the request according to the
crawling logic and then transmits it to the sched-
uler to get the crawler request list without being pro-
cessed by the engine.

2) The engine obtains the crawler request from the
scheduler and starts to crawl the information, and
the request is passed to the downloader through the
download middleware.

3) The downloader downloads the web page information
from the Internet according to the address given by
the crawler request and transmits it to the engine
through the download middleware.

4) The engine feeds back the web page information to
the crawler through the crawler middleware, and the
crawler parses the information according to the set
parsing rules.

5) The data obtained after parsing is transferred to the
project pipeline by the engine to clean and verify the
data.

The above steps cycle until there are no more crawler
requests in the scheduler.

2.3 Clustering Algorithm for Data Ar-
rangement

Crawler software usually crawls the network information
to obtain the needed information and improve the re-
trieval efficiency. Facing the huge amount of network in-
formation, in order to facilitate storage and subsequent
retrieval, crawler software will classify the crawled infor-
mation.

The traditional crawler software usually classifies the
string of the crawled information by word segmentation
and divides the information containing the same keywords
into one category. This method is relatively simple, and
information containing the same keywords is generally rel-
evant on the surface. However, in the era of big data,
it is more important to deeply mine the hidden rules in
the network information. Classifying by relying on key-
words only is likely to divide the information with the
same or similar content but different keywords into differ-
ent topics, which will ultimately affect the effectiveness
and comprehensiveness of the retrieval results. Cluster-
ing algorithm [14] is an algorithm that divides based on
the difference between data, which not only depends on
the difference of keywords but also depends on the deep
connection of information.

In the crawler software, the crawler of the scrapy frame-
work crawls the information data according to the URL.
Before storing the data in the database, the data are clas-
sified using the clustering algorithm to facilitate the sub-
sequent accurate storage and retrieval. The data classi-
fication flow of the clustering algorithm is shown in Fig-
ure 3.

1) Firstly, the crawling data are preprocessed to re-
move the information noise and segment words. The
removal of information noise includes deleting the
meaningless characters and the text that cannot ex-
press the meaning because of few words. The seg-
mentation of words is to obtain individual words from
the text to form the vector features of the informa-
tion data.

2) Then, Gibbs sampling is performed on the prepro-
cessed information data [7] to reduce the vector
feature dimension of the information data and the
amount of calculation. The sampling formula is:

P (Zj = k|
−→
Z¬i,
−→w ,αβ) ∝ θmk · ϕkt

=
nkm,¬i + αk∑K

k=1(ntm,¬i + αK)
·

ntm,¬i + βk∑K
t=1(ntk,¬i + βK)

where Zj is the jth word in all information data sets,
i is a two-dimensional subscript, which is composed
of m and n, representing n words in m information
data, K represents for the number of hidden themes,
−→w stands for a word, and α and β are the prior
superparameter of information data theme and the
prior superparameter of words under the theme re-
spectively, both of which obey the Dirichlet distribu-
tion [11]. After repeated sampling to convergence,
the theme distribution of every information data (θ)
can be obtained, which is taken as the vector feature
of information data.

3) According to the input K value, K cluster centers are
randomly generated, and then the distance between
information data and different cluster centers is cal-
culated according to the distance calculation formula:

d(x, Zj) =

√√√√ n∑
i=1

(xi − Zji)2,

where d(x, Zj) stands for the distance between data
x and cluster center Zj , xi stands for the ith dimen-
sional data of x, and Zji stands for the ith dimen-
sional data of Zj . Then, according to the distance,
the information data are allocated to different cluster
centers.

4) After clustering, the cluster center of every kind of
data set is recalculated, and then Step 3 is repeated
to reclassify.

5) Steps 3 and 4 are repeated until the clustering cri-
terion function reaches the predetermined standard,
and its equation expression [12] is:

J(I) =

k∑
j=1

nj∑
i=1

||xji − Zj(I)||2

|J(I)− J(I − 1)| < ξ,
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Figure 3: The calculation flow of the clustering algorithm

where J(I) stands for the square error of the Ith clus-
tering results, xji stands for the ith data in j category,
Zj(I) stands for the cluster center of the j category
at the Ith clustering, and ξ is a threshold for deter-
mining whether the iteration terminates or not.

3 Simulation Analysis

3.1 Experimental Environment

In this study, the crawler software and its clustering algo-
rithm were programmed using the python software. The
simulation experiment was carried out in a laboratory
server using MATLAB [3]. The configuration of the server
was Windows 7 operating system, 16G memory, and Core
i7 processor.

3.2 Experimental Data

In order to verify the effectiveness of the crawler software
in crawling information data after adding the clustering
algorithm, this study compared it with the crawler soft-
ware without the clustering algorithm. In order to ensure
the accuracy of the comparison results, it is necessary to
know the actual information data of the subject crawled
by the crawler software. However, in the real Internet,
new information will be generated constantly, and it is
nearly impossible to collect complete actual information
data. Therefore, the experiment in this study built a LAN
in the laboratory.

In the LAN, a server provided website services, and the
rest of PC used the crawler software to crawl the website
information. The web page data in the server providing
website service came from the collectible information of
Weibo. The Weibo data between October 1 and October
31 were collected through the application programming
interface (API) of Weibo. There were a total of 3000 text
messages, including five themes: 5G (520 messages), mo-
bile payment (390 messages), anti-corruption work (650
messages), animation (750 messages), and environmental
protection (690 messages). Through the manual review,
the theme of Weibo data came from the central idea re-
flected by each message. The messages might not include
the same keywords as the theme name. There was also
a connection between different themes, and there was a

small amount of Weibo information containing keywords
of other theme names.

The above situation of keyword mixing in different
themes could be used as the interference of crawler soft-
ware on crawling information classification storage. In the
experiment, crawler software with clustering algorithm
and software without clustering algorithm were used to
crawl the micro blog information in the laboratory LAN,
and then the information after crawling classification was
analyzed.

3.3 Experimental Results

Two kinds of crawler software crawled the Weibo infor-
mation in the LAN of the laboratory and then classi-
fied and stored the crawled information. The final re-
sults are shown in Figure 4, showing the actual pro-
portion of Weibo information classification. It was seen
from Figure 4 that “5G” messages accounted for 17.33%,
“mobile payment” messages accounted for 13.00%, “anti-
corruption work” messages accounted for 21.67%, “an-
imation” messages accounted for 25.00%, “environmen-
tal protection” messages accounted for 23.00%, and the
rest of messages accounted for 0% among the actual
Weibo information; in the classification of the crawler
software without the clustering algorithm, “5G” messages
accounted for 16.00%, “mobile payment” messages ac-
counted for 12.00%, “anti-corruption work” messages ac-
counted for 21.07%, “animation” messages accounted for
24.37%, “environmental protection” messages accounted
for 22.5%, and the rest of messages accounted for 4.07%.

In the classification of the crawler software that was
added with the clustering algorithm, “5G” messages
accounted for 17.30%, “mobile payment” messages ac-
counted for 12.93%, “anti-corruption work” messages ac-
counted for 21.57%, “animation” messages accounted for
24.93%, “environmental protection” messages accounted
for 22.97%, and the rest of messages accounted for 0.30%.
It was seen from Figure 4 that both crawler software could
effectively crawl effective information from Weibo and
classify information. There were only five classification
themes in the actual Weibo information. Although the
two kinds of crawler software also classified five themes,
there were some other information classification, espe-
cially the classification by the crawler software without
the clustering algorithm. Only a small part of the infor-



International Journal of Network Security, Vol.23, No.2, PP.326-331, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).16) 330

Table 1: Accuracy and false alarm rate of two kinds of crawler software for classification of Weibo crawling information

Crawler Software Crawler Software
without with

the Clustering Algorithm the Clustering Algorithm
Accuracy/% False alarm rate/% Accuracy/% False alarm rate/%

5G 88.7 5.2 98.2 1.7
Mobile payment 89.6 5.6 98.3 1.6

Anti-corruption work 89.4 5.4 97.5 2.3
Animation 88.8 5.2 98.6 1.4

Environmental protection 89.2 5.7 99.1 0.7
Comprehensive evaluation 89.1 5.4 98.3 1.5

mation was classified as other categories by the crawler
software added with the clustering algorithm.

On the whole, the classification of the crawling infor-
mation by the crawler software that was added with the
clustering algorithm was very close to the actual Weibo
information classification; however, the crawler software
without the clustering algorithm classified more informa-
tion into other categories, and the classification of crawl-
ing information was more deviated from the actual infor-
mation classification.

Figure 4: Classification proportion of Weibo crawling in-
formation by the two crawlers and the actual proportion

Although the classification proportion of Weibo crawl-
ing information shown above also reflected the effect of the
two crawler software on information crawling and classi-
fication, the classification proportion only evaluated the
classification information from the whole but could not re-
flect whether the different information was classified accu-
rately. Table 1 shows the classification accuracy and false
alarm rate of the two crawlers. By comparison, it was
found that no matter what kind of classification informa-
tion, the crawler software with the clustering algorithm
had higher accuracy and lower false alarm rate.

When the two kinds of crawler software classified the
Weibo information, there were other types that were not
identified in the actual Weibo information classification;

moreover, the crawler software with the clustering algo-
rithm had higher classification accuracy and lower false
alarm rate. The reason was that keyword mixing between
different themes interfered with the classification of the
two software, especially the crawler software that was not
added with the clustering algorithm. The crawler soft-
ware with the clustering algorithm classified the text in-
formation based on the vector features of the information;
therefore, the influence caused by fixed keyword mixing
was relatively small. As the keyword was also a part of
the vector feature, the keyword mixing still impacted the
features, leading to classification errors.

Figure 5: The time required for two kinds of crawler soft-
ware to crawl and classify Weibo information

As shown in Figure 5, it took 157 s for the crawler
software without clustering algorithm to crawl and clas-
sify Weibo information and 65 s for the crawler software
with the clustering algorithm. The comparison in Figure 5
shows that the scrapy framework based crawler software
that was added with the clustering algorithm could clas-
sify the crawling information faster in the face of big data
Weibo information could classify the crawled information
faster when faced with a large amount of Weibo infor-
mation. Combined with the above results, it was seen
that the crawler software that adopted the scrapy frame-
work could effectively crawl the Weibo information and
could classify the crawled information faster and more
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accurately after using the clustering algorithm.

4 Conclusion

This paper briefly introduced the basic structure of
crawler software, the scrapy framework, and the cluster-
ing algorithm that was used for improving the perfor-
mance of information classification. Then, the crawler
software and clustering algorithm were programmed by
the python software, and an experiment was carried out
on Weibo data between October 1 and October 31 us-
ing the MATLAB software in LAN. The crawler software
that adopted the scrapy framework but did not add the
clustering algorithm was used as the control. The final
experimental results are as follows:

1) In the statistics of the classification proportion of
Weibo information, the two crawlers could effectively
crawl the effective information from the Weibo and
classify the information, but neither of them could
make the same proportion as the actual classifica-
tion; the category except the five themes appeared
in the classification of both software, but the classi-
fication proportion obtained by the crawler that was
added with the clustering algorithm was closer to the
actual proportion;

2) The scrapy framework based crawler software had
higher accuracy and lower false alarm rate in crawling
and classifying Weibo information after being added
with the clustering algorithm;

3) The scrapy framework based crawler software spent
less time crawling and classifying information after
being added with the clustering algorithm.
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Abstract

Attribute-based searchable encryption (ABSE) scheme is
an efficient mechanism to implement access control and
secure keywords search based on attributes over encrypted
data. However, most existing ABSE schemes rely on sin-
gle trusted authority to manage the attribute private keys.
In real life, it is impractical that one authority completes
all verifications and certifications to all attributes. In ad-
dition, the existence of the vulnerable item makes them
be vulnerable to secret-key-recovery attack in some ex-
isting multi-authority attribute-based encryption (ABE)
schemes based on access tree. To solve above problems,
we design a decentralized multi-authority ABSE scheme
based on access tree, which can resist the keyword guess-
ing (KG) attack and the secret-keys-recovery attack. We
also give performance analysis of the proposed scheme
and prove it to be selectively secure under the decisional
bilinear Diffie-Hellman (DBDH) assumption, the hash
Diffie-Hellman (HDH) assumption and the bilinear Diffie-
Hellman (BDH) assumption.

Keywords: Access Tree; Decentralized; Searchable En-
cryption; Stronger Resistance-Attack

1 Introduction

In the era of big data, in order to store a large amount of
data generated by users conveniently, cloud storage tech-
nology emerges at the historic moment. The users out-
source their data to cloud server in cloud storage tech-
nology. However, it can be find that users lose control
to the outsourced data which brings huge challenges to
the privacy security of users. The most common solu-
tion to solve the above problem is to encrypt the data
and upload it. Later, a new puzzle has emerged about
how to search ciphertext according to the keywords when
users need to find relevant files containing certain key-

words. The best way to solve this problem is to search
keywords in the plaintext after downloading and decrypt-
ing the files, which also results in a lot of network over-
head and computational overhead due to it requires firstly
downloading and decrypting useless files before searching
them. Basing on its strong computing power, the cloud
server is expected to perform retrieval function instead of
the users, in which the cloud server can decrypt and search
after obtaining the keys and keywords. In fact, the cloud
server is not trusted, so there is a risk of leakage when the
privacy of users is exposed to the cloud server. In order to
solve these problems, attribute-based searchable encryp-
tion (ABSE) technology comes into being. ABSE scheme
can achieve fine-grained access control, and perform the
search operation without compromising users’ privacy.

In searchable encryption schemes, the data owner en-
crypts the data and uploads the ciphertext to the cloud
server. To search, the user generates a trapdoor (namely
search capability) and sends it to the cloud server. With
the trapdoor, the cloud server can search the index and
retrieve the corresponding data. If the match is success-
ful, it means that the keywords is included in the cipher-
text. Finally, the cloud server return the ciphertext to
user. After receiving the search results, the user only
need to decrypt the returned ciphertext. A searchable
encryption scheme allows the cloud server to search in
encrypted data on behalf of a user without learning in-
formation about keywords or plaintext. Recently, some
efficient ABSE schemes supporting some useful properties
were proposed. But there are some problems as follows:

1) Single authority: At present, many ABE schemes
with keywords search [6, 10, 14, 22, 24] were pro-
posed, in which the data owner could control the
search result. Both keywords privacy and data pri-
vacy are protected during the searching process in
these schemes. However, we must trust the single-
authority to issue the attribute private keys for au-
thorized users in above schemes, which easily causes
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congestion and reduces the system efficiency. Be-
sides, there is more than one party to act as an au-
thority in practice. Considering this example: the
attributes of a student could be ID number, student
number and driving license number, which are man-
aged by the Public Security Bureau, the School Office
and the department of Motor Vehicles respectively.
So it is still a meaningful challenge to come up with
a multi-authority ABSE scheme.

2) Vulnerable to secret-keys-recovery attack: The sec-
ond problem is caused due to the existence of the
item gr in multi-authority ABE schemes based on ac-
cess tree. ABSE schemes could be generated based
on ABE scheme in general. However, there are some
problems in existing multi-authority ABE schemes
based access tree. In a typical ABE scheme based on
access tree [2], a secret value r is selected to build the
private key component grH(atti)

ax by the trusted
single-authority. Later, these scheme [7, 11, 12] are
vulnerable to secret-keys-recovery attack once either
AA or CA obtains the secret value r or gr, unless AA
and CA are trusted authorities.

3) Vulnerable to keyword guessing (KG) attack: The
last issue is about resistance to KG attack. The ex-
isting some ABSE schemes such as [10,13,14,23] can-
not resist the KG attack since the test operation can
be performed by any part in system.

1.1 Related Work

1.1.1 Searchable Encryption

Song et al. [19] proposed the first keyword search on ci-
phertext with symmetric encryption method. It can only
support single keyword search, and search requires lin-
early scan each file document word by word. However,
symmetric searchable encryption schemes only support
user-server-user model and unsuitable for three-party sit-
uation, which is unsuitable in the cloud environment.
Boneh et al. [3] solved this problem and proposed the
first public key encryption keyword search (PEKS). Their
scheme provides a solution for the third-party user to
search on the encrypted data. However, Boneh’s scheme
requires a secure channel and cannot achieve indistin-
guishability of trapdoor. Abdalla et al. [1] proposed a
new definition consistency of keyword search in ciphertext
and designed a new PEKS scheme from identity-based en-
cryption (IBE).

Combined the ABE schemes and searchable encryp-
tion schemes, the ABSE scheme can realize fine-grained
access control and keywords search. Wang et al. [20] de-
signed an ABE scheme with a scalable authorized key-
word search, which supported conjunctive keyword query
without increasing more computation overhead. How-
ever, the decryption key must be shared through a secure
communication channel from the data owner to the data
user, and no theoretical security proofs are given in this

scheme. Later, ABE scheme with keyword search [6] was
proposed, which only supported single keyword search
and the receiver’s identity was disclosed in these schemes.
Recently, many ABSE schemes [21,24] were proposed re-
spectively. Miao et al. [14] designed a searchable keyword-
based scheme to deal with multi-keyword query. However,
it cannot resist the KG attack due to the test phase can
be performed by any part of the system. The scheme [9]
focuses on achieving the multi-keyword search and im-
proving the efficiency, but it can not be against the KG
attack. Wang et al. [22] proposed an ABSE scheme with
revocation for mobile cloud storage, which could resist the
KG attack. However, it only supports the single keyword
search. An ABSE scheme with the constant size cipher-
text was proposed in [10], which addressed the suffer from
linear storage and computation costs. But the scheme
cannot provide multi-keyword query. Yang et al. [23] de-
signed an ABSE scheme for cloud platform with support-
ing access control and keyword search. However, it is
necessary to trust the single-authority for issuing the at-
tribute private keys of authorized users in above schemes.

For searching operation over ABE, it is not realistic to
trust a single authority to monitor all attributes keys in
practical situation. Kuchta et al. [13] presented a multi-
authority ABSE scheme, in which multiple attribute au-
thorities managed the secret keys. Zhu et al. [29] also
proposed a multi-authority ABSE scheme without CA,
but it lacked of some practical properties, such as the
resistance of KG attack.

1.1.2 Attribute-based Encryption

Sahai and Waters [18] proposed a transformation from
IBE to ABE. The earliest ABE scheme can only sup-
port threshold access control. ABE schemes are divided
into two types including Key-Policy ABE (KP-ABE) and
Ciphertext-Policy ABE (CP-ABE). The attributes are
used to annotate the ciphertexts and formulas over these
attributes are ascribed to users’ secret keys in the KP-
ABE scheme. CP-ABE is complementary in that at-
tributes are associated with the user’s credentials and
the formulas over these credentials are attached to the ci-
phertext by the encrypting party. Subsequently, Bethen-
court et al. [2] constructed the first CP-ABE scheme
where access structures are described by a monotonic
“access tree”. However, this scheme proved its secu-
rity under the generic bilinear group model. Recently,
many ABE schemes [8,25,27,28] were proposed, but they
only supported single authority. Chase and Chow [4]
made the extension to Sahai and Waters scheme from an-
other view, and proposed a multi-authority ABE scheme
achieving the practical requirements. Chow [5] proposed
a new privacy-preserving architecture for multi-authority
ABE without the CA. Rouselakis et al. [17] proposed an
efficient large-universe multi-authority CP-ABE system.
Their construction achieves maximum versatility by al-
lowing multiple authorities to control the key distribution
for an exponential number of attributes. Following their
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works, many researchers focus on multi-authority ABE
schemes [15,26] that satisfy the practical requirements.

1.2 Our Contributions

In view of these disadvantages of the above schemes,
this paper focuses on designing a decentralized multi-
authority ABSE scheme. The main contributions can be
described as follows:

� Decentralized Multi-authority ABSE: The main idea
of our scheme is to find a way to extend the single-
authority ABKS scheme to decentralized multi-
authority ABKS scheme. The proposed scheme real-
izes flexible access control and keyword search with-
out a trusted CA, meanwhile, guaranteeing AAs’ ex-
tensibility.

� Improving the schemes [7, 11, 12] to hide the vulner-
able items gr and r: To address the weakness of
the scheme [7, 11, 12] in terms of parameters item
gr and r, our scheme is improved by introducing the
secret key distribution protocol and is extended into
a decentralizing multi-authority ABSE scheme. Af-
ter performing the interaction with the data owner
based on the key distribution protocol, AAs could
get the secret key components grH(atti)

ri,j without
knowing gr. In the process, gr is hidden by blinding
itself to resist secret-keys-recovery attack.

� Resistance to KG attack: In our scheme, the search
trapdoor is structured by using blinded secret key
components blinded Di,j instead of original secret
key components Di,j used to decrypt, which increases
the resistance to KG attack. In addition, the cloud
server completes the search operation using its own
secret value a to resist KG attack.

1.3 Organization

The rest paper is organized as follows. Section 2 describes
some preliminaries which includes some basic definitions
and assumption. The system model and security model
will be presented in Section 3. The main construction and
the security proof will be presented in Section 4. Section 5
gives a detailed performance analysis. At last, we end this
work with a brief conclusion in Section 6.

2 Preliminaries

In this section, we introduce several necessary definitions
and techniques used to design our scheme.

2.1 Bilinear Map and Complexity As-
sumption

Definition 1. (Bilinear map) Let G and GT be two
multiplicative cycle groups of same prime order p, g is

the generator of G. e : G × G → GT is a bilinear map
with the following properties:

� Bilinear: ∀a, b ∈ Zp and e(ga, gb) = e(g, g)ab.

� Non-Degenerate: e(g, g) 6= 1.

� Computable: e(g, g) is polynomial-time computable.

Definition 2. (BDH assumption) Let a, b, c, z ∈R
Zp. Given the tuple (A,B, C) = (ga, gb, gc), the bi-
linear Diffie-Hellman (BDH) assumption holds when no
polynomial-time algorithm B can compute the value gabc.

Definition 3. (DBDH assumption) Let a, b, c, z ∈R
Zp. Given the tuple (A,B, C) = (ga, gb, gc), the deci-
sional bilinear Diffie-Hellman (DBDH) assumption holds
when no polynomial-time algorithm B can distinguish gabc

and gz with non-negligible advantage. The advantage of
algorithm B is
AdvDBDHB
= |Pr[B(A,B,C, gabc) = 1]− Pr[B(A,B,C, gz) = 1]| ≤ ε.

Definition 4. (HDH assumption) Let a, b ∈R Zp.
Given the tuple (A,B,C) = (ga, gb, H(gz)) and hash func-
tion H(·), the hash Diffie-Hellman (HDH) assumption
holds when no polynomial-time algorithm B can distin-
guish z = ab (mod p) and z ∈ Zp with non-negligible
advantage. The advantage of algorithm B is
AdvHDHB
= |Pr[B(A,B,H(gab) = 1]− Pr[B(A,B,H(gz) = 1]| ≤ ε.

2.2 Access Structure

We propose a set of p1, p2, ..., pn as an attribute set. For
∀B,C: if B ∈ A ∧ B ⊆ C, then C ∈ A, we can get the
set A ⊆ 2{p1,p2,...,pn} is monotone. An access structure
(respectively, monotone access structure) is a set A which
is non-empty subsets of p1, p2, ..., pn. The sets in A are
named authorized sets, and the sets not belong to A are
named as unauthorized sets.

Definition 5. (Access tree) A secret s is divided into
n shares in a such way that any subset of t or more shares
can reconstruct the secret, but no subset of fewer than t
shares can. The scheme is based on polynomial interpola-
tion. f(x) is a t− 1 degree polynomial, which is uniquely
defined by t points (xi, yi).

� Secret sharing:

– Randomly choose a secret s ∈ Zp.

– Let c0 = s. Choose randomly t − 1 coeffi-
cients c1, c2, ..., ct−1 ∈ Zp, and define f(x) =∑ t−1

i=0cix
i.

– Computer si = f(i)modP , where si is the i−th
share of the secret s.

� Secret reconstruction: Let S ⊆ {1, ..., n} denote any
subset that contains t values. Using t shares si where
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i ∈ S, the function f(x) can reconstruct from the
following Lagrange interpolation

f(x) =
∑
i∈S

si · 4i,S(x)

where 4i,S(x) =
∏

j∈S,j 6=i
x−j
i−j . So the secret can be

recovered by f(0) = c0 = s.

3 System and Security Model

3.1 System Model

There are four entities: The data owner, the data user,
AAs, and the cloud server in the system as showed in
Figure 1, the details are as follows.

Data owner: The data owner’s work includes two parts:

� The data owner specifies the access tree, and
encrypts the data and keywords using the spec-
ified access tree. Then the data owner uploads
the ciphertext including encrypted data and en-
crypted keywords (namely index) to the cloud
server.

� The data owner is responsible for issuing the
identity secret keys to the data user after veri-
fying the data user’s identity.

Cloud server: It is responsible for storing encrypted
data and performing search over the secure search-
able index without knowing any information about
data and the search query. When the cloud server
is given the index and a search query, a successful
search can be completed if and only if attributes con-
tained in the trapdoor satisfy the access tree and the
index match the query.

Data user: The data user’s work includes two parts:

� When a data user joins in the system, the data
user can use the issued secret keys to generate
the legal search trapdoor, then sends it and a
search query towards the cloud server.

� Once receiving the search result from the cloud
server, the data user can access the encrypted
data. If the attribute set satisfies the access
tree, the encrypted data can be decrypted suc-
cessfully by the data user.

AAs: They are in charge of distributing the attribute
secret keys of the data user when AAs are given the
data user’s attribute set.

3.2 Algorithm Definition

Define I = {att1, ..., attn} to be the universe attributes.
This scheme consists of the following algorithms:

� Setup (λ,N, I)→ (pp, PKi,MKi, PKs,MKs):

Figure 1: System model

– Initialization: The system is produced at this
stage. It inputs security parameter λ, the num-
ber of the authorities N and the attribute uni-
verse I, then returns the public parameters pp.

– AAs-setup: Each AAi generates the public and
secret key pairs (PKi, MKi)i∈{1...N}.

– Server-setup: The cloud server generates the
server public and secret key pair (PKs,MKs).

� KeyGen (GID, S,MKi)→ (blinded Di,j , Di,j , SKu,
SKi,j): The algorithm is divided into two phases:
DO-keygen and AAs-keygen as follows.

– DO-keygen: The data owner runs the random-
ized algorithm. It inputs the user’s GID, then
outputs the identity secret key SKu.

– AAs-keygen: Each AAi runs the randomized
algorithm. It inputs MKi and the user’s at-
tribute set S, then outputs blinded secret keys
blinded Di,j , Di,j and attribute secret keys
SKi,j .

� Encryption (M,K, pp, PKs,W ) → (CT, τ): The
data owner runs the randomized algorithm. It in-
puts the message M , keywords K, pp, PKs and the
access tree W , then outputs the ciphertext CT , in-
cluding the encrypted data < C̃,C,Cx, C

′

x > and the
index τ .

� Trapdoor (K,SKi,j , blinded Di,j , Di,j , PKs) →
(TK): The data user runs the randomized algorithm.
It inputs the keywords K, SKi,j , blinded Di,j , Di,j

and PKs, then outputs the keywords trapdoor TK
corresponding the access tree, and send it to the
cloud server.

� Search (TK , τ,MKs) → (CT,⊥): The cloud server
matches the trapdoor TK with encrypted keywords
τ , then sends the relevant search results to the data
user.

� Decryption (CT, SKi,j , SKu) → M : The data user
inputs CT , SKu, SKi,j , then outputs the message
M , if the attribute set satisfies the access tree.



International Journal of Network Security, Vol.23, No.2, PP.332-342, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).17) 336

3.3 Security Model

3.3.1 Selective-Attribute Ciphertext Attack
Game

We define the selective-attribute ciphertext attack exper-
iment between the challenger C and the attacker A as
follows.

� Setup: The attacker A gives the access structure W
to the challenger C. C runs the Setup algorithm and
gives the public parameters pp and public keys PKi

to A.

� Phase 1: The attacker A submits a set of attributes
S for trapdoor queries and secret keys queries, where
the attribute set S does not satisfy the access struc-
ture W . The challenger C answers secret keys SK
for S.

� Challenge: The attacker A submits two equal length
keywords w0 and w1. C randomly chooses ν ∈ {0, 1},
then an attribute ciphertext for wν under W and
returns it to A.

� Phase 2: Same as Phase 1.

� Guess: The attacker A outputs a guess ν
′

of ν.

Definition 6. (Ciphertext privacy) Our scheme is
secure against selective-attribute ciphertext attack if for
probability polynomial time attacker A, there is a negligi-
ble advantage ε such that:

AdvcpA = |Pr[b = b
′
]− 1/2| ≤ ε.

3.3.2 Indistinguishability of Trapdoor Game

We define the indistinguishability of trapdoor experiment
between the challenger C and the attacker A as follows.

� Setup: The attacker A gives the challenge access
structure W to the challenger C. C runs the Setup
algorithm and gives the public parameters pp and
the sever public key PKs to A.

� Phase 1: The attacker A submits a set of attributes
S for trapdoor queries, where the attribute set S does
not satisfy the access structure W . The challenger C
answers secret keys SK for S.

� Challenge: The attacker A submits two equal length
keywords w0 and w1. C randomly chooses ν ∈ {0, 1},
then computes a trapdoor T for wν under W and
returns it to A.

� Phase 2: Same as Phase 1.

� Guess: The attacker A outputs a guess ν
′

of ν.

Definition 7. (Trapdoor indistinguishability) Our
scheme satisfies trapdoor indistinguishability if for prob-
ability polynomial time attacker A, there is a negligible
advantage ε such that:

AdvtiA = |Pr[b = b
′
]− 1/2| ≤ ε.

4 A Concrete Decentralized
ABSE Scheme

4.1 Key Distribution Protocol

Firstly, we analysis the weakness to secret-keys-recovery
attack in schemes [7, 11, 12]. Two multi-authority ABE
schemes were proposed in [7, 11], in which could not re-
sist secret-keys-recovery attack since the secret value r
or gr must be selected by the center authority (CA) and
transmitted to each attribute authority (AA) through a
secure channel. Combined with gr and the ciphertext
component gax , CA can compute e(g, g)rax and e(g, g)ra,
(where a is the secret of root node, and ax are the secret
of leaf nodes), then decrypt successfully without knowing
the private keys. It means that once the CA is broken, the
whole system will collapse. In addition, in another multi-
authority ABE scheme [12] based access tree, the secret
value r is divided into rk, where rk is selected by multi-
ple different AAs respectively. But the interaction must
be performed between one attribute authority AAi and
another attribute authority AAj (i 6= j), during which
ri and rj are delivered over secure channels. Similarly,
this procedure depends on secure channels. In conclu-
sion, above schemes can not resist to secret-keys-recovery
attack once either AA or CA obtains the secret value r or
gr, unless AA and CA are trusted authorities.

To solve above problems, the key distribution protocol
is introduced in our scheme. We reconstruct the ABE
scheme and extend the KeyGen algorithm to a multiple
authority scenario. In this system, the user needs to get
the secret key components from a set of AA and the data
owner. The key distribution procedure is shown as Fig-
ure 2. The detail will be presented as follows.

� Step 1: Each AAi submits its signature [sigAAi , si]
to the data owner, where si is random seed from AA,
which is used for verifying and preventing replay at-
tack.

� Step 2: After verifying the AAs, the data owner com-
putes parameter Pu = P ·gr for AAs to calculate the
attribute secret keys, where P is the blinded factor
and r ∈ Zp is selected randomly by the data owner.
Once obtaining gr, whoever can get the attribute se-
cret keys what he/she wants. So it is necessary to
blind gr. Then Pu is encrypted with AA’s public
key [encpk−AAi , c].

� Step 3: AA decrypts and gets Pu, then calculates
blinded attribute secret keys blinded Di,j = Pu ·
H(attj)

ri,j and sends them to the data owner to-
gether with AA’s signature.

� Step 4: The data owner verifies AA, then sends the
unblinded attribute secret keys Di,j to AA.
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Figure 2: Key distribution protocol

4.2 Scheme Description

In this subsection, we introduce the implementation of
each algorithm of the scheme as follows.

4.2.1 Setup Algorithm

� Initialization: Let G and GT be two multiplicative
cycle groups of prime order p. e : G × G → GT is
the bilinear map, and g is the generator of group G.
Choose randomly functions F : S ×GID → Zp, H :
{0, 1}∗ → G, H1 : {0, 1}∗ → G, H2 : {0, 1}∗ → GT .
Then it inputs security parameter λ, the number of
the authorities N and the attribute universe I, then
returns public parameters pp as follows:

pp =< e, p, g,G,GT , F,H,H1, H2 >

� AAs-setup: Each AAi randomly and independently
chooses yi ∈ Zp and random seed si ∈ Zp, and com-
putes Yi = e(g, g)yi , then outputs the public and
secret key pairs: PKi =< Yi >, MKi =< yi, si >.

� Server-setup: The cloud server selects randomly a ∈
Zp, and returns the server public and secret key pair:
PKc =< ga >, MKc =< a >.

4.2.2 KeyGen Algorithm

� DO-keygen: The data owner selects randomly r, β ∈
Zp and a blinded parameter P , and computes
F (si, GID) = hi,u. Input random seed si from AAs,
user’s GID and hi,u. Output the identity secret key
SKu.

SKu = g
r+

∑N
i=1hi,u
β

� AAs-keygen:

– Each AAi invokes the key distribution protocol.
Firstly, it obtains Pu and computes the blinded
secret key component blinded Di,j as follows:

blinded Di,j = Pu ·H(attj)
ri,j

Then it receives the secret key component Di,j .

From blinded Di,j , we can know that if gr is
given to AAs or user directly, any AA or user

can forge arbitrary attribute keys since attj is a
binary string and ri,j is a random number. As
shown in Figure 2, in order to prevent user from
getting gr, the data owner need to send user the
final attribute keys by unblinding Di,j .

– Input MKi, user’s attribute set S, GID and
ri,j , where ri,j ∈ Zp is selected randomly for
each attribute attj ∈ S. Output the attribute
secret keys SKi,j as follows:

SKi,j :< Di = g
yi+hi,u

β ;∀attj : D
′

i,j = gri,j >

4.2.3 Encryption Algorithm

The data owner runs the algorithm as Algorithm 1.

4.2.4 Trapdoor Algorithm

The trapdoor algorithm is run by the data user. Data user
chooses randomly η ∈ Zp and secret value α ∈ Zp. Input

PKc, blinded Di,j , D
′

i,j and keywords K, then output the
trapdoor TK :< T1, T2, T3, T4 > as follows:

T1 = H1(K) ·H(PKc
η); T2 = gη;

T3 = (blinded Di,j)
α

; T4 = D
′

i,j

α

Here,the search trapdoor is structured by using blinded
secret key components blinded Di,j instead of original se-
cret key components Di,j used to decrypt, which increases
the resistance to KG attack. In addition, the cloud server
completes the search operation using its own secret value
a to resist KG attack by preventing any part of the system
from searching.

4.2.5 Search Algorithm

The algorithm is run by the cloud server as Algorithm 2.

4.2.6 Decryption Algorithm

The data user runs the algorithm. It inputs the ciphertext
CT and SKu and SKi,j , and returns the result as follows.
If the node x is a leaf node and attj ∈ S, then computes :

Fx =
e(Di,j , Cx)

e(D
′
i,j , C

′
x)

=
e(grH(attj)

ri,j , gax)

e(gri,j , H(attj)ax)
= e(g, g)rax
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Algorithm 1 Encryption:

1: Begin
2: Input:pp, PKi, PKc, access tree W, message M , key-

words K
3: Select randomly secret value s ∈ Zp for the root node
t of access tree W

4: Compute: τ
′

W = H2(e(H1(K), PKs
c )) · e(gs, Pu),

τ
′′

W = gs, C̃ = M ·
∏

N
i=1Yi

s, C = g1
s

5: while each node x in W (in a top-down manner, start-
ing from t) do

6: Define kx be the threshold value of a node x
7: if x is the root node t then
8: Choose randomly a polynomial ft with degree

dt = kt − 1
9: Set ft(0) = at = s

10: Set randomly dt other points to completely define
ft

11: else
12: Choose randomly a polynomial fx with degree

dx = kx − 1
13: Set fx(0) = fparent(x)(index(x)) = ax
14: Set randomly dx other points to completely de-

fine fx
15: end if
16: end while
17: while each leaf node x in X (let X be the set of leaf

nodes) do
18: Compute Cx = gax , C

′

x = H(attj)
ax

19: end while
20: Output: Ciphertext CT :

CT :< C̃ = M ·
∏

N
i=1Yi

s;C = (gβ)s;

∀x(kx = 1) : Cx = gax , C
′

x = H(attj)
ax ;

τ : (τ
′

W = H2(e(H1(K), PKs
c ))e(gs, Pu); τ

′′

W = gs) >
21: End

when attj 6∈ S, it returns ⊥.

If the node x is not a leaf node, for all child nodes z
of node x, it outputs Fz. Define Sx be a kx − sized set
of child nodes. If Sx does not exist, it returns Fz =⊥.
Otherwise, the recursive computation is shown as follows:

Fx =
∏

z∈Sxblinded Fz
4
i,S

′
x
(0)

=
∏

z∈Sx(e(g, g)raz )
4
i,S

′
x
(0)

=
∏

z∈Sx(e(g, g)rfparent(z)(index(z)))
4
i,S

′
x
(0)

=
∏

z∈Sxe(g, g)
rfx(i)4i,S′

x
(0)

= e(g, g)rfx(0) = e(g, g)rax

Recalling the Lagrange polynomial interpolation, the al-

Algorithm 2 Search:

1: Begin
2: Input:Trapdoor TK , ciphertext CT , server secret key
MKc

3: while each leaf node x in W do
4: if attj ∈ S (let attj be the attribute related with

the leaf node x) then
5: Compute:

blinded Fx
= e(T3,Cx)

e(T4,C
′
x)

=
e((P ·grH(attj)

ri,j )α,gax )
e(gri,jα,H(attj)ax )

= e(g, Pu)ax

6: else
7: Define: blinded Fx = ⊥
8: end if
9: end while

10: while each non-leaf node x in W do
11: Define Sx be a kx − sized set of child node z such

that blinded Fz 6= ⊥
12: if Sx is not found then
13: Define: blinded Fx = ⊥
14: else
15: Compute:

blinded Fx =
∏

z∈Sxblinded Fz
4
i,S

′
x
(0)

=
∏

z∈Sx(e(g, Pu)az )
4
i,S

′
x
(0)

=
∏

z∈Sx(e(g, Pu)fparent(z)(index(z)))
4
i,S

′
x
(0)

=
∏

z∈Sxe(g, Pu)
fx(i)4i,S′

x
(0)

= e(g, Pu)fx(0) = e(g, Pu)ax

16: where S
′

x = {∀z ∈ Sx : index(z)}, 4i,S′
x

is the
lagrange coefficient

17: end if
18: end while
19: if blinded Ft = ⊥ (let t be the root node of W ) then
20: return 0
21: else
22: Recursively compute:

blinded Ft = e(g, Pu)ft(0) = e(g, Pu)s

23: Compute G = H2(e(T1/H(T2
MKc), τ

′′

W

MKc
))

24: if G = τ
′

W /blinded Ft hold then
25: return CT
26: else
27: return ⊥
28: end if
29: end if
30: End

gorithm can decrypt the encrypted data as follows:

C̃ · e(SKu, C)

e(
∏N
i=1Di, C) · Ft

=
M · e(g, g)

∑N
i=1 yis · e(g, g)(

∑
i hi,u+r)s

e(g, g)
∑N
i=1(yi+hi,u)s · e(g, g)rs

= M

The data user can obtain the plaintext M if the attribute
set S satisfies the access tree W .
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4.3 Security Proof

Theorem 1. If BDH assumption holds in group (G,GT ),
then our scheme is selective-attribute ciphertext attack se-
cure in standard model.

Proof. Suppose that there is a probabilistic polynomial
time attackerA can attack our scheme with the advantage
ε. We construct an algorithm B that can solve the BDH
problem with ε

′
. Let e : G×G→ GT be a bilinear map,

where G is a multiplicative cycle group of prime order p,
and g is the generator of G. Given ga, gb, gc ∈ G, the
algorithm B outputs Z. The challenger C flips a binary
coin µ ∈ {0, 1}, if µ = 1, C sets Z = e(g, g)abc, otherwise
chooses randomly Z ∈ GT . B simulates C and interacts
with A as follows.

� Initialization: The attackerA submits the challenged
access tree W and a list of corrupted authorities AA∗

to the challenger C. B chooses randomly β, r, P ∈ Zp
and sets Pu = P · gr, g1 = gβ , then runs the Setup
algorithm and sends Pu, g1 to A. For each attribute
attj , B chooses randomly dj , βj ∈ Zp and computes:

H(attj) =

{
gdj attj ∈ S
gbβj = Bβj attj 6∈ S

� Authority Setup: B randomly selects AA∗i ∈ {AA1,
AA2,..., AAN} \AA∗.

– For AAi ∈ AA∗, B selects randomly yi ∈ Zp
and computes Yi = e(g, g)yi . Then, B selects a
random seed si for corrupted authorities AAi.
B sends < yi, si > and < Yi > to the attacker
A.

– For AAi 6∈ AA∗, B selects randomly yi ∈ Zp,
and computes Yi = e(g, g)yi . B selects a random
seed si for the honest authority AAi and gives
< Yi > to A.

� Phase 1: The attacker A queries for secret keys
corresponding to attribute set S that does not sat-
isfy W . B chooses randomly a function F (·) and
sets parameter hi,u = F (si, GID), then computes

SKu = g
r+

∑N
i=1 hi,u
β and Di = g

yi+hi,u
β . After receiv-

ing the key queries, B firstly defines a polynomial fx
for each node x of W , and fx could be known com-
pletely if node x could be satisfied, otherwise gfx(0)

could be known. B sets ft(0) = a for each node x,
then defines the final polynomial Qx(·) = bfx(·) and
Qt(0) = ab = s. B randomly selects ri,j ∈ Zp, then

computes D
′

i,j = gri,j and Di,j as follows:

Di,j =

{
gdjri,j attj ∈ S
g · gbβjri,j = g ·Bβjri,j attj 6∈ S

Finally, B returns the secret keys <
SKu, Di, Di,j , D

′

i,j > to A.

Next, A queries the trapdoor for keyword w and ac-
cess the random oracle H,H1. The query process is
similar to that of the paper [3], [16].

� Challenge: The attacker A submits two equal length
keywords w0 and w1. B randomly chooses ν ∈
{0, 1}, and computes C̃ = M ·

∏N
i=1 Y

s
i ; C = gs1;

∀x(kx = 1) : Cx = Bax , C
′

x = Bdxax ; τ
′

W =

H2(e(H1(wν), PKc
s)) · Z; τ

′′

W = gs. Then B returns

the ciphertext < C̃,C,Cx, C
′

x > to A.

Similar to [3], the attacker A try to analyze query to
H2(t) and the pair (t,H2(t)) in the H2(·) list. Let
s = c and select randomly ξν ∈ Zp, then can get:

t = e(H1(wν), gac) = e(g, g)ac(b+ξν)

B returns its guess t/e(g, g)acξν for e(g, g)abc.

� Phase 2: Same as Phase 1.

� Guess: A outputs the guess ν
′

of ν. And the advan-
tage of B is at least ε

′
= ε/eqT qH2

, where qH2
and qT

are hash function queries to H2 and trapdoor.

Hence, the proof of Theorem 1 is completed. Even an
attacker can obtain trapdoor for any keyword what he
chooses, the attacker cannot distinguish the encryption
of two challenge keywords for which he does not obtain
the challenge trapdoor.

Theorem 2. If HDH assumption holds in group (G,GT ),
then our scheme satisfies the trapdoor indistinguishability
against a chosen keyword attack.

Proof. Security proof is similar to that of [16]. Suppose
that there is a probabilistic polynomial time attacker A
that can break the trapdoor indistinguishability about our
scheme with the advantage ε. We construct an algorithm
B that can solve the HDH problem with ε

′
. Let e : G ×

G → GT be a bilinear map, where G is a multiplicative
cycle group of prime order p, and g is the generator of G.
Given g, ga, gb ∈ G and H : {0, 1}∗ → G, the algorithm B
outputs Z. The challenger C flips a binary coin µ ∈ {0, 1}.
If µ = 1, C sets Z = H(gab). Otherwise chooses randomly
Z ∈ G. B simulates C and interacts with A as follows.

� Setup: The attacker A gives the access tree W to B.
B randomly chooses γ, α ∈ Zp, then sets the server
key pairs (PKc, SKc) = (gaγ , aγ) and the user secret
key SKu = α

′
.

� Phase 1: The attacker A submits keyword wi
except for the trapdoor w0 and w1 for trapdoor
queries. B randomly chooses η

′
, then computes

T1 = H1(w)H(gaγη
′

) and T2 = gη
′

. The secret keys
SKu and SKi,j are generated similar to Theorem 1.
B returns the trapdoor Twi :< T1, T2, T3, T4 > to A.

� Challenge: The attacker A submits two equal length
keywords w0 and w1. B randomly chooses ν ∈ {0, 1},
then computes a trapdoor Twν

∗ as follows:

T1
∗ = H1(wν)Z; T2

∗ = gη
′

;
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Table 1: The comparison of our scheme and related works
Scheme Authority-number Center-authority Searchable-encryption Whether gr hidden KG attack

[2] Single 7 7 7 7
[11] Multi 3 7 7 7
[14] Single 7 3 7 7
[29] Multi 7 3 – 7
Our Multi 7 3 3 3

Table 2: Comparison of computation costs
Scheme Data Owner (encryption) Data User (trapdoor) Cloud Server (search)
[14] (3 + Kindex + 2NW )EG +

NW · O(H1)
(2NS + 3)EG (4+2NS)e+NS ·EGT +(NS+

Ktest)EG
[29] (2 + Kindex + NW )EG +

2O(H) + e
(2 +NS)EG + 2O(H) (1+2NS)e+2O(H)+2EGT

Our (2+N+2NW )EG+Kindex ·
O(H1) +O(H2)

3EG+Kindex·O(H1)+O(H) (1 + 2NS)ê + NS · EGT +
O(H2) +O(H)

T3
∗ = (blinded Di,j)

α
′

; T4
∗ = D

′

i,j

α
′

where Z is a component of the HDH problem. B
returns the trapdoor Twν

∗ to A. Note that Twν
∗ is a

valid challenge trapdoor for wν , if Z = H(gab).

� Phase 2: Same as Phase 1.

� Guess: The attacker A outputs a guess ν
′

of ν. If
ν

′
= ν, B outputs µ

′
= 1, namely Z = H(gab).

Otherwise, it outputs µ
′

= 0, namely Z ∈ G. The
advantage of B is ε

′
= ε/2 in this game.

Hence, the proof of Theorem 2 is completed.

Theorem 3. If DBDH assumption holds in group
(G,GT ), then our multi-authority ABSE scheme satisfies
the indistinguishability of messages against chosen plain-
text attack.

Proof. An ABSE scheme is derived from an ABE scheme.
The scheme [7] is extended to our scheme, which has been
proved to be secure against chosen plaintext attack. So
it can be showed that our scheme is also confidential and
the detailed proofs are omitted here.

5 Performance Analysis

The theoretical comparisons between previous schemes
and our scheme are conducted in Table 1, and they are
shown that this proposed scheme is much more abundant.
Compared with schemes [2,11,14,29], our scheme is multi-
authority ABSE with some properties, such as access con-
trol, keywords search, hiding gr, resist to KG attack, and
resist strongly to secret-keys-recovery attack, so that our
scheme is more flexible and efficient.

The paper evaluates the time of encryption, trapdoor
and search theoretically as Table 2. Let EG and EGT be
time of an exponential operation in the group G and GT
respectively. The number of attributes in the access pol-
icy and user’s attribute set are denoted by NW and NS ,

respectively. N is the number of the attribute authorities
and I is the number of attributes in the system. Ktest

shows the number of keywords require for search test and
Kindex shows the number of keywords require for encryp-
tion. ê is the time of computing a pairing function e. The
time of calculating a hash function H(·) is denoted by
O(H). O(H1) and O(H2) represent the time of comput-
ing hash functions H1(·) and H2(·), respectively.

To compare the performance of those schemes more
intuitively, we give here an empirical comparison of com-
putation costs in ours, and the results with the latest the
work of Miao et al. (2017) [14] and the work of Zhu et al.
(2019) [29]. We conduct our experiments on a Windows
machine with 3.40 GHz Intel(R) Core(TM) i3-3240 CPU
and 4 GB RAM. The code uses Pairing Based Cryptog-
raphy library to achieve the access control scheme, which
supports pairing operation. Type A pairings are used in
the simulation, which are constructed on the curve over
the field for some prime q. The pairing is symmetric,
where the order of groups is 160 bits, the base field size
is 512 bits. All that the length of an element in each
group G and the target group GT is set to 512 bits. The
results in Figure 3 reveal the computation costs of the en-
cryption, trapdoor and search algorithm, which the time
grows linearly with the number of attributes involved in
the access policy and the user’s attribute set in ours. On
the whole, our scheme has a comparative advantage.

6 Conclusion

Our scheme finds a way to extend the single-authority
ABKS scheme to decentralized multi-authority ABKS
scheme, which realizes flexible access control and keyword
search without a trusted CA. Especially, the search trap-
door is structured by blinded secret key components in
our scheme instead of original secret key components used
for decryption, which increases the resistance to KG at-
tack. In addition, vulnerable item gr is hidden by blinded
it based on the key distribution protocol to resist secret-
keys-recovery attack.
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Figure 3: The time cost of the encryption, search and trapdoor algorithm
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Abstract

The public key infrastructure (PKI) method is used to
implement strong authentication, data encryption, and
digital signatures. The PKI traditional approaches use
certificate authorities (CAs) or web of trust (WoT) mod-
els; these approaches have security flaws. An emerg-
ing solution for constructing secure PKIs is blockchain.
Blockchain is a distributed public ledger that works as
transaction records. The development of blockchain-
based PKIs has been proposed in several studies. In the-
ory, blockchain meets many PKI requirements and ad-
dresses some security problems of traditional approaches.
This paper explains the traditional and blockchain-based
methods for implementing PKI and discusses their advan-
tages and disadvantages. This paper also analyzes PKI
approaches by comparing their features and limitations
based on several criteria.

Keywords: Blockchain; Certificate Authority (CA); Pub-
lic Key Infrastructure (PKI)

1 Introduction

A public key infrastructure (PKI) is the primary building
block of many applications that rely on secure and reliable
authentication, such as digital signatures and encryption
for email, smart cards, and network connections. A PKI
ensures that a particular entity is bound to its public key,
usually by relying on trusted key servers maintained by
certificate authorities (CA) [23]. These authorities issue
a certificate for a domain or person that publicly and
verifiably binds this entity to a specific key. A standard
format for such certificates is X.509 [10]. Traditional PKI
setups are mostly centralized and face some problems,
such as malicious certificates that can remain undetected
and allow attackers to act as a man in the middle [26].

Similarly, the revocation of keys relies on a centralized
list maintained by only a few entities, implies a significant
amount of trust put into a relatively small CAs. In recent
years, the misuse of trust has led to distrusting certificates
from specific CAs altogether [13].

One approach toward more transparency in managing
certificates has been proposed by [15] and is referred to as
log-based PKIs. The proposed public log allows the audit
of CA activity for the process of issuing, managing, and
revoking certificates but does not provide a fully decen-
tralized approach. The advent of blockchain technology
has advanced the concept of such a public log. Blockchain
technology presents a mechanism for a public, decentral-
ized, tamperproof, complete, and available list of records.
A large number of blockchain-based, decentralized theo-
retical approaches, for example, [1, 11, 16, 19], have been
discussed. They intend to deal with the challenges of tra-
ditional PKIs. Implementations of proposed approaches
come with different storage types, permission models, and
support for certificate formats.

This paper intends to investigate the modern and tra-
ditional implementation of PKI, deeply studying the two
different approaches and presenting their advantages and
limitations.

The paper is organized as follows: Section 2 gives
an overview of PKI, Section 3 presents traditional ap-
proaches for implementing PKI, while Section 4 investi-
gates the modern approaches for implementing PKI. Fi-
nally, a discussion related to the comparison of PKI im-
plementations is presented.

2 Public Key Infrastructure

A PKI is a set of roles, procedures, hardware, and soft-
ware that manage, distribute, store, and revoke digital
certificates and public-key encryption. The goal of a PKI
is to securely facilitate the automated transfer of infor-
mation for various network activities such as sending and
receiving emails, internet banking, and e-commerce. PKI
confirms the identity of the parties involved in the commu-
nication and validates the information being transferred
for activities where multiple rigorous proofs are required,
not for simple passwords that are inadequate as authen-
tication methods.

A PKI binds public keys with respective identities of
entities (users or organizations). The binding is estab-
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lished through registration and issuance of certificates
that may be carried out by an automated process or un-
der human supervision, depending on the assurance level
of the binding [10].

A trusted party called a certification authority (CA)
can use the PKI element to establish ownership of a pub-
lic key. CA issues signing certificates that indicate and
bind the identity of the certificate subject to the public
key contained in the certificate. The CA uses its pri-
vate key to sign the certificate. The certificate signing
process enables the receiver to verify that the public key
was not tampered with or corrupted during transit. The
CA hashes the contents, encrypts the hash by using its
private key, and includes the encrypted hash in the cer-
tificate. The receiver verifies the certificate by decrypting
the hash using the CA public key, implementing a sepa-
rate hash of the certificate, and comparing the two hashes.
If they match, the receiver can be sure that the certificate
and the public key it contains have not been altered.

3 Traditional Approaches for PKI
Implementations

Two traditional approaches used to implement the PKI
are certificate authority (CA) and a web of trust (WoT).
This section discusses both approaches and their advan-
tages and disadvantages.

3.1 Certificate Authority (CA)

A certificate authority (CA) is an approved entity that
distributes and manages digital certificates for a network
of users. A digital certificate is a digital document that
has been signed by the private key of a trusted authority.
The digital certificate that CA issues contain the public
key and the identity of the owner. The CA validates and
authenticates the identity of the user requesting for the
certification by verifying if the public key that will be
in the certificate belongs to the user who will own this
certificate. This process is called certificate validation [3].

Recent research [4,20] called CA-based PKI as central-
ized PKI because the CA adopts a centralized infrastruc-
ture. The users can trust the CA by verifying the CA’s
signature. Consequently, users will assume that certificate
information is accurate, and the public key belongs to the
user identified in the certificate. Several web services are
protected through keys signed by CAS.

The CA issues a digital certificate to authorize another
CA to distribute certificates that can issue a digital cer-
tificate for another CA, forming a chain of trust. Cer-
tificates can then be traced backward through this chain.
The chained CA certificates are called intermediate CA or
sub CA certificates. The top-level CA certificate is called
a root CA certificate. Self-signed certificates may be used
internally in a large company or used by a small company
that does not want the expense of using a CA. A CA’s

root certificate is self-signed by the CA and is used as a
trust anchor in certificate chains [3].

3.1.1 The X.509 Certificate

X.509 is a standard for a digital certificate that is widely
used in PKI. The X.509 digital certificate structure is
shown in Figure 1. Certificate X.509 has different fields,
depending on the version used. The required fields for
all versions are version number, serial number, name of
the entity associated with the public key (subject), issuer
name, validity period, and public key. All this informa-
tion is signed using the CA’s private key. To validate a
certificate, a relying party uses the CA’s public key to ver-
ify the signature on the certificate, checks that the time
falls within the validity period, and may also consult a
server associated with the CA to ensure that the CA has
not revoked the certificate [21].

Figure 1: X.509 certificate structure [9]

The advantages of using CA in PKI are as follows:

1) The CA’s digital certificate can authenticate the
identity of the entity and many enterprise networks
and applications using this type of certificate [26].

2) The integrity of the certificate information is guar-
anteed by verifying the CAs.

3) Integrity: integrity is guaranteed as long as the CA’s
signature on the digital certificate can be verified.

4) The signature in the certificate also guarantees non-
repudiation. Non-repudiation means that the CA
who signed the certificate cannot deny it has issued
this certificate.

The limitations of using Digital Certificates in public key
infrastructure are:

1) CA is vulnerable because of its centralized structure,
which could lead to a single point of failure where
the whole structure will be affected once a root CA
is attacked or tampered with [4, 20].



International Journal of Network Security, Vol.23, No.2, PP.343-350, Mar. 2021 (DOI: 10.6633/IJNS.202103 23(2).18) 345

2) There is a concern for the process of certificate ver-
ification that uses more than one CA’s root public
keys. If the attackers add their public keys to that
chain of CAs, attackers then issue certificates that
will be treated as legitimate certificates [6].

3) CA is highly exposed to different forms of MITM
(man-in-the-middle) attacks such as ARP spoofing,
DNS spoofing, HTTPS spoofing, and man-in-the-
browser.

4) Identification of an anonymous entity that has re-
quested a digital certificate from a CA leaves serious
risk for the verifier of the certificate. As a result,
the verification process requires a set of verification
methods. However, none of these methods can com-
pletely guarantee the authenticity of the entity [4,6].

5) In 2017, Symantec, one of the largest CAs, is-
sued a large number of falsified certificates. Google
Chrome 70 has stopped support for all certificates
issued by Symantec and its affiliates [5].

3.2 Web of Trust (WoT)

In the Pretty Good Privacy (PGP) encryption program,
a new concept is introduced named web of trust by Phil
Zimmermann in 1991 [18]. The main goal is to authen-
ticate the binding between a public key and the owner
of the key. The PKI certificate, which is the centralized
hierarchical concept, is only introduced by a CA. Unlike
the PKI certificate, WoT is a decentralized public key
where each one of the participants in the ecosystem can
introduce the public keys of other participants. Any par-
ticipant in the PGP system is viewed as a CA from the
PKI viewpoint. Users of PGP can select the public keys
of other users and assign them with different levels of
trust. These levels of trust indicate how trustworthy the
signature (introduction) of the certificate holder is when
he signs public key certificates of other participants. PGP
offers four levels of trustworthiness [25]:

1) Full (level 4): The signature of the certificate holder
on other users’ certificates is fully trusted.

2) Marginal (level 3): The signature of the certificate
holder on other users’ certificates is trusted to some
extent, but it is preferred to find a fully trusted sig-
nature.

3) Untrustworthy (level 2): Ignoring signatures on other
users’ certificates is mandatory if the certificate
holder is not trustworthy.

4) Don’t know (level 1): There are doubts about the
certainty of the certificate holder’s signature trust-
worthiness of other users’ certificates. In this case,
to send protected information, it is possible to create
a ”chain of trust” a path from one user to another
when confirming the identity is required.

Figure 2: Primary key infrastructure vs. Web of trust [25]

This will cause the publication of a decentralized web
of trust for all public keys. As mentioned, each user has
a collection of the users’ public keys in the ring. In the
web of trust, each user encrypts his message, using the
recipient’s public key and only the private key of the re-
cipient can decrypt the message to ensure confidentiality,
and each user digitally signs the information with its own
private key when he wants to send a message, then when
they verify it using the sender public key to ensure the in-
tegrity of the message and that the message was not tam-
pered with and it actually came from the true intended
recipient [22].

One of the advantages of using web of trust in public
key infrastructure is removing the probability of a central
point of failure in PKI’s centralized approaches because of
its nature as a decentralized system [24]. The limitations
of using web of trust in public key infrastructure are:

1) With scalability problem, if a user wants to trust
another user not in his group of trusted users, but in
one of his group of trusted users, he can simply trust
that user and build a secure communication, which
is not always a safe way to trust a user.

2) At first, new users must meet in person with an-
other user already in the network of WoT to verify
their identities and sign their public key certificates.
Therefore, it is difficult for new and remote users
to join the network without going through this pro-
cess [25].

3) In case one of the users lost his private key or the pri-
vate key gets compromised, WoT provide no way for
key revocation. The user has a solution to choose an-
other user on the network to revoke his certificate. It
is up to the browser for revocation in some cases [22].

4 Modern Approaches for PKI
Implementations

Modern approaches have incorporated blockchain tech-
nology with the PKI. This section analyzes two ap-
proaches of PKI using blockchain and their advantages
and disadvantages.
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Figure 3: Blockchain PKI structure [9]

4.1 Blockchain-based PKI

A blockchain is a decentralized public ledger to which
events are posted and verified by network members. The
validation process is called mining in which members com-
pete to complete some proof of work, usually a crypto-
graphic challenge. Blockchain was first introduced as the
transaction record for the Bitcoin cryptocurrency. Many
blockchains for PKI have been developed, such as the
Namecoin blockchain on which Certcoin and PB-PKI are
built. Namecoin works as a decentralized domain name
server (DNS), which, unlike the Bitcoin blockchain, can
store data suitable for larger applications.

The structure of blockchain-based PKI is illustrated in
Figure 5. The process of registration, update, and re-
vocation is accomplished by sending a transaction that
contains the public key and identity to the blockchain. In
the blockchain, each block includes its hash and the hash
of previous blocks that creates a reliable ledger that can
only be modified by mining the majority of the network.
The block can also contain the Merkle root, a hash of a set
of transactions. This Merkle root can be used to securely
verify transactions, eliminating the need to download the
entire blockchain for verification [2]. Blockchain-based
PKI has the following advantages:

1) Blockchain is decentralized. No central authority or
third-party stores or controls the information. In-
stead, the information stores and controls the mem-
bers of the networks.

2) PKIs using blockchain removes the potential points
of failure created using CAs.

3) The transaction ledger is unchangeable. Once the
transaction is recorded, it cannot be removed or al-
tered.

4) Blockchain-based PKI provides the certificate trans-
parency (CT) property to improve CA-based PKI se-
curity through public logging and monitoring of cer-
tificates.

5) Blockchain-based PKI also has potential advantages
over WoT-based PKI, where the need to establish

trust results in a high barrier to entry. The amount
of work required to build a web that proves ”trust-
worthiness” to a usefully large proportion of the net-
work is significant. In blockchain-based PKI, entities
do not require this web of attesting members, so the
work needed to perform as a network member is re-
moved [2].

6) The interaction for a blockchain can be zero-
knowledge proofs, where some propositions about the
transactions can be proved without revealing all its
information [12].

Blockchain-based PKI has the following limitations:

1) Blockchain-based PKI does not provide privacy
awareness. Therefore, building a privacy blockchain-
based PKI is a complicated task that may have mul-
tiple conflicts in its requirements.

2) High resource consumption, such as CPU memory,
especially in the mining process [18].

3) Blockchain-based PKIs have a master authority in
charge of authentication and trust. The master au-
thority becomes the central part of the network se-
curity and the critical point of vulnerability that at-
tackers attack [18].

Figure 4: Chain of trust [24]

4.2 Blockchain-based PKI using X.509
Extension

Before introducing blockchain-based PKI, we must briefly
discuss the chain of trust to understand types of CAs and
to simplify the idea of blockchain. We already discussed
CA. We defined CA as a third-party issuing certificates
to anyone or any website to guarantee the confidentiality
and integrity of the communicating entities’ messages [24].
When a user logs in to any social media platform through
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Figure 5: The X.509 hybrid certificate structure [3]

a browser, the browser first validates the platform cer-
tificate. Each browser usually has a list of known CAs
already trusted and accepts certificates only from those
trusted CAs. Root CA and sub CA, which is trusted by
root CA, signatures are the only CAs that can issue a
certificate that will be trusted to be used [24].

Figure 4 demonstrates how the chain of trust works.
The web browser checks the validity of the end-entity cer-
tificates, if it’s not issued by trust CA, the browser moves
forward to check the validity of the CA that issued the
certificate to the end entity, and so on, until the browser
finally finds a trusted CA or an error is displayed [24].
Blockchain is blocks linked with each other using cryptog-
raphy, with each block containing the hash of the previous
block, a timestamp, and transaction data. Blockchain is
a decentralized approach, so it solves the problem of sin-
gle points of failure that occur in CAs. Blockchain-based
PKI is basically an X.509 certificate (Figure 4) with an
extension filed contains information about PKI.

The X.509 hybrid certificate structure works with the
three types of certificates mentioned before, root CA, sub
CA and end-user CA. Blockchain-based PKI is a hierarchy
of hybrid certificates and it contains the following fields:
Certificate, issued by, issued to, contract ID, and issuer
CA ID. Blockchain-based PKI works as follows: the root
CA certificate is issued and signed by the root CA and no
issuer CA ID, the sub CA must be issued by the root CA
and the issuer CA ID is the root CA contract ID. There
could be more than one sub CA between root CA and
end-user CA. The end-user CA must be issued by the sub
CA and the issuer CA ID is the sub CA contract ID. The
end-user CA has no contract ID because of the fact that
the end user cannot issue certificates.

Blockchain-based PKI has the following advantages
over the traditional PKI:

1) Blockchain-based PKI provides a certificate revoca-
tion mechanism, and only the parent CA that issued
the certificate has the privilege to revoke the certifi-
cate and that makes Blockchain-based PKI reliable;
because any modification in the network’s nodes ev-

Table 1: The blockchain hybrid certificate [24]

ery other node will be notified [24].

2) The validation process of CAs and certificates are
simple and fast [24].

3) Provides a high level of protection against Man in
The Middle attack; because when one CA revokes
or publishes a public-key of a website or domain on
the blockchain th3e modification will be distributed
across thousands of nodes which makes it impossible
for anyone to tamper the public-key [24].

Blockchain-based PKI has the following limitations:

1) Due to the blockchain nature, as the blockchain’s size
increases more space needed, which may affect the
performance [24].

2) The blockchain operation cost depends mainly on the
price of the cryptocurrency, for example: In May
2017 Ether price was 85.43 dollars growing 8 times
just in 7 months apart December 2017 to be 729.01
dollars [24].

3) If the user lost his/her account’s password of the
blockchain platform, his/her account becomes irre-
vocable and he/she will lose the right to access and
modify certificates authority data.

5 Discussion

In this section, we analyze the previous PKI approaches
by comparing their features and limitations based on
several criteria, including system structure, management
framework, validation process, revocation process, certifi-
cate transparency, level of protection, scalability, privacy,
trust, and performance. Table 2 shows a summary of the
compression between PKI approaches.

System Structure: The traditional approach CA-based
PKI is centralized since it relies on a trusted third party
to control the process of issuing, validating, and revoking
the certificate. Therefore, the CA is subject to bottleneck,
single point of failure, and different attacks because of its
centralized structure.

In contrast, the WoT is a decentralized structure in
which each participant can introduce the public keys of
other participants. The modern approach is also decen-
tralized based on blockchain technology, where a public
ledger’s linking identity with the public key is distributed
over a peer-to-peer network. Decentralization does not
have a single point of failure and solves security issues of
the central authority.
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Table 2: Comparing the discussed techniques based on different factors

Features-
approach

CA WOT PB-PKI Blockchain-
based PKI using
X059

System Structure Centralized Decentralized Decentralized Decentralized
Management
Framework

Organized but no
real-time monitor-
ing

Complex and no
real-time monitor-
ing

Real-time monitor-
ing

Real-time monitor-
ing using a smart
contract

Validation process Simple and fast Complicated and
time-consuming

Simple and fast Simple and fast
through The Smart
contract or Web
service

Revocation process Cumbersome, not
instant and revoca-
tion lists are not
immutable

No way for direct
revocation

Revocations in-
stantly and the
revocation lists are
immutable

Revocations in-
stantly and the
revocation lists are
immutable

Certificate Trans-
parency (CT)

Does not use CT Does not use CT Use CT Use CT

Security ( Level of
protection)

Low level of protec-
tion and exposed to
different attacks

Low level of protec-
tion and exposed to
different attacks

High level of pro-
tection

High level of pro-
tection

Trust Has trust issues Different levels of
trust

Trustable Trustable

Privacy privacy Does not consider
privacy

High level of pri-
vacy

Does not consider
privacy

Scalability No concerns not always reliable significant concerns significant concerns
Performance Reasonable Affected by some

factors
Affected by some
factors

Affected by some
factors

Management framework: CA-based PKI is a popular
and commonly used approach compared with other meth-
ods. The CA has evolved over the years, which makes
the management framework in CA well designed, man-
ageable, and organized. Thus, the management process
of CA is more precise and adaptable. However, the CA
still does not provide real-time monitoring. WoT is the
less popular approach because of the complexity in the
framework management and registration process. The
modern approaches provide real-time monitoring, but the
PB-PKI [2] is not suitable for identity management be-
cause of its strict privacy and transparency requirements.
The management process of blockchain-based PKI [24] is
performed using a smart contract for each CA that makes
the management of framework straightforward because
the smart contract is stored in the blockchain, accessi-
ble to every peer in the network and cannot be tampered
with.

Validation process: In traditional approaches, the
CA’s validation process is considered simple with few
steps and not time-consuming. Conversely, the WoT
model is complicated and time-consuming because
new users must meet in person with another user
already in the WoT network. In the modern imple-

mentation of PKI, both approaches perform a simple
validation process without revealing all information
in the certificate validation in [24] using the smart
contract or Web service.

Revocation process: The CA can revoke the certifi-
cate, but the process of revocation is cumbersome
and not instant. The CA’s revocation lists are not
immutable and can be recreated with a different con-
tent. In WoT, it does not have a way for direct re-
vocation. The only one solution is to choose another
user on the network to revoke the certificate. For
modern approaches, they can revoke the certificate
instantly and the revocation lists are immutable.

Certificate transparency (CT): The modern imple-
mentations of PKI use the certificate transparency
(CT) while the traditional PKI implementations do
not use it. The CT is an Internet standard provid-
ing public logs that record all certificates issued. CT
goals are to monitor, auditing, and detecting mistak-
enly or maliciously issued certificates [14].

Security (level of protection): The security level of
the traditional approaches is considered low since the
CA and WoT are highly exposed to different attacks,
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such as MITM. In many scenarios, CAs had been
attacked and issued falsified certificates. The secu-
rity level of blockchain is high since it has not been
attacked until now. Both blockchain and WoT rely
on a decentralized structure. However, blockchain is
more secure than WoT because it uses a timestamp,
immutable ledger, encryption, and consensus proto-
col such as proof of work and proof of stack.

Trust: CA has trust issues because it was exposed to
different attacks. In some cases, the user or organi-
zation needs to trust multiple certification centers. In
WoT, the users assign different levels of trust (from
one to four) to other users. These levels of trust indi-
cate how trustworthy the signature of the certificate
holder is. The modern approaches are trusted for
many reasons. such peer-to-peer network, transac-
tions being visible and stored in all peers, and trust
given only to the parent CA that issued the certifi-
cate.

Privacy: The CAs have some level of privacy, but some
of the privacy requirements are not included. WoT
and blockchain-based PKI [24] do not consider pri-
vacy, and a transaction’s information is publicly
available to the network participants. On the other
hand, PB-PKI’s privacy requirements are considered
in the design phase, which provides a high level of
privacy to PB-PKI.

Scalability: There are significant concerns about the
scalability in the blockchain-based PKI because of
the increase in the chain’s size that may affect other
aspects of the blockchain [7].

WoT scalability is not always reliable. The users
can trust and join other users, not in their group
of trusted users. For example, if user A has B in
his trusted group and B has C in his trusted group,
then user A can trust C. The scalability of CA is bet-
ter and more efficient when compared with the other
approaches.

Performance: The performance here means the time
consumed, the consumption of resources, and stor-
age overhead. The CA’s performance is reasonable
in terms of the consumption of time and resources.
CA-efficient storage keeps certificates on individual
devices. PKI-based blockchain has factors that affect
performance, such as the decentralization system,
peer-to-peer networks, and consensus algorithms in
which the participants perform most of the work.
Thus, blockchains cannot ensure fast and stable data
transfer as centralized systems CA.

In the end, the most critical question is, what is the best
implementation of PKI’ From our point of view, security
is the most important thing to consider when configuring
a PKI. The system needs a guaranteed and secure man-
agement of public keys. In a modern approach, the PKI

model using blockchain technology provides a higher level
of security than other approaches and removes the poten-
tial points of failure created by the use of CAs. Indeed,
the modern approach faces some limitations and chal-
lenges. However, blockchain is a recent technology that
has gained much attention. We believe that blockchain’s
scalability and performance issues will be overcome soon,
especially because of the emergence of a new generation of
blockchain 3.0 [17] that focuses on solving these problems.

6 Conclusion

The PKI method is used to implement strong authenti-
cation, data encryption, and digital signatures. The tra-
ditional approaches of PKI use CAs and WoT models.
These approaches have security flaws. An emerging so-
lution to constructing secure PKIs is blockchain. This
paper investigates the modern and traditional implemen-
tations of PKI. It studies these approaches and presents
their advantages and limitations. The paper also provides
a comparison between all approaches based on various cri-
teria, such as system structure, management, revocation,
validation, privacy, security, and performance. For future
research, we will conduct experiments for all approaches
against several criteria, evaluate their security, and mea-
sure their performance.
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Abstract

Although many proposed researches on differential pri-
vacy protection in correlation time series have made great
progress, there are still some problems. Because different
methods are based on different models and rules. There
is no uniform attack model, their privacy protection in-
tensity cannot be compared and measured horizontally.
This paper designs an attack model for the differential
privacy in correlation time series based on adaptive itera-
tive wiener filtering. Experimental results show that the
attack model is effective and provides an uniform mea-
surement for the privacy protection with different meth-
ods.

Keywords: Adaptive Iterative Wiener Filtering; Differen-
tial Privacy Protection; Time Series

1 Introduction

Time series is a sequence formed by chronological arrange-
ment of certain statistical indicators. As an important
form of data storage and distribution, time series are ubiq-
uitous in many fields. Data mining of time series can
obtain rich information, which is of great significance for
government decision-making, enterprise management and
public services [3, 6].

Data mining [22, 25] for time series can bring a lot of
conveniences, because the time series contains personal
sensitive information, the results of data mining may re-
veal personal privacy. Therefore, how to publish personal
data and ensure that sensitive information is not leaked
becomes the focus of researchers. In response to the above
problems, Yin [26] proposed a differential privacy protec-
tion framework. It had a strict mathematical axiomati-
zation model and was independent of the attacker’s back-
ground knowledge. It was an important privacy protec-
tion method in the current privacy protection field.

Differential privacy mechanism [8, 11] is essentially a

noise disturbance mechanism, which initially aims at the
privacy leakage of independent data. It defines a global
sensitivity function, namely the maximum impact of a
single record on the data set, and calculates the noise
level added to the original data according to the global
sensitivity function. In correlation data, correlation will
increase the global sensitivity of differential privacy. If
the noise is designed according to the original differen-
tial privacy mechanism, the corresponding noise level will
increase leading to the reduction of data availability.

Therefore, designing a differential privacy protection
mechanism that satisfies the security and availability of
correlation data has become the important emphasis. As
a typical correlation data, time series contains some dif-
ferential privacy protection methods which are mainly di-
vided into two categories:

1) Modeling-based method;

2) Transformation-based method [12,27].

The modeling-based method reconstructs the sensitivity
function by establishing a correlation model. The correla-
tion model mainly includes Markov [19], Bayesian [7] and
other probability models and coefficient matrix model.
There are two main methods based on transform, one is
to transform the time series of correlation into an inde-
pendent sequence of another domain. The representative
algorithms are discrete Fourier transform (DFT) [1] and
discrete wavelet transform (DWT). The other extracts
the correlation characteristics of time series and is char-
acterized by a set of independent characteristics. The
representative algorithm has the data feature extraction
method such as principal component analysis [13]. The
existing correlation time series differential privacy pro-
tection method reconstructs the sensitivity function by
establishing different correlation models or data transfor-
mations to reduce the correlation of time series to bring
additional noise.
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Aiming at the above two problems, Naskar [17] pre-
sented DNA encoding and channel shuffling for secured
encryption of audio data. Naskar [15] showed a secured
key-based (k, n) threshold cryptography scheme, where
key as well as secret data was shared among set of partic-
ipants. Then a robust image encryption technique using
dual chaotic map was proposed in reference [18]. And
there are some other proposed methods [2, 14, 16, 28].
Therefore, this paper designs an attack model for the cor-
relation time series differential privacy. According to the
principle of filtering in signal processing, an adaptive iter-
ative wiener filter is designed to filter out the noise added
by the correlation time series differential privacy protec-
tion mechanism and calculate the change of privacy pro-
tection intensity of the existing methods before and after
filtering to provide their privacy protection intensity with
an unified measurement. The contributions of this paper
mainly include the following three aspects.

• Since the Laplace noise of the existing method design
is independent and identically distributed, unlike the
time series with correlation, this provides an oppor-
tunity to design an attack model to filter out part of
the noise.

• In order to filter out the Laplace noise in the noisy
sequence, an optimal filter is designed as the at-
tack model, which increases the probability of the
attacker’s success.

• The attack model proposed in this paper can provide
an unified measurement for the privacy protection
strength of each correlation time series differential
privacy protection method.

The remainder of this paper is organized as follows.
Section 2 introduces some related works. In Section 3, we
give the differential privacy protection definition which
will be used in the later. We detailed describe the attack
model in Section 4. Experiments and analysis are con-
ducted in Section 5. Conclusions and remarks are given
in Section 6.

2 Differential Privacy Protection

2.1 Differential Privacy

The main idea of differential privacy [10, 20] is to add
noise to each record in data set D, so that the probability
of data leakage is controlled within a certain range. The
formal definition of differential privacy is as follows.

Definition 1. ε − difference privacy. Given the ran-
dom algorithm K, and all possible output sets S of K.
For a given data set D and any adjacent data set D′ with
a maximum difference of one record, if algorithm K sat-
isfies,

Pr[K(D) ∈ S ≤ eε × Pr[K(D′) ∈ S]. (1)

Algorithm K provides ε − difference privacy protec-
tion for the output results. Through privacy budget ε, the
query results of the adjacent data sets D and D′ with a
maximum difference of one record are indistinguishable
within a certain probability range. Where, if ε is smaller,
the data security is higher.

Since the differential privacy mechanism is essentially
a noise disturbance mechanism, it is generally adopted by
Laplace mechanism to add noise into the original data set,
which satisfies ε− difference privacy.

Definition 2. Laplace mechanism. For the query func-
tion f : D → R, the random algorithm K provides
ε− difference privacy protection.

K(D) = f(D) + Lap(λ). (2)

where Lap(λ) is the noise obeying the Laplace distribu-
tion, and λ is calculated as,

λ =
∆f

ε
(3)

Where the global sensitivity ∆f measures the maximum
change in output S after removing a record in D, which
is defined as follows.

Definition 3. Global sensitivity. For the query function
f : D → R, the global sensitivity of f is:

∆f = max
D,D′

||f(D)− f(D′)||p (4)

where R represents the real space of the map, p denotes
the Norm distance measuring ∆f .

2.2 Problem Statement

The correlation of time series will increase the global sen-
sitivity of differential privacy. However, existing methods
only propose various privacy protection models from the
perspective of decreasing the global sensitivity of correla-
tion time series. In fact, the correlation of sequences can
be used by attackers to improve the probability of suc-
cessful attack. And the probability of successful attack
will increase.

The time series is processed by differential privacy to
obtain the noisy sequence X ′. After querying X, X ′

and the adjacent sequence X” of the original time series,
the probability density distribution curves K(X), K(X ′)
and K(X”) of the query results are respectively obtained.
Since X is correlated with each other. The noise N added
by the differential privacy mechanism is independently
and identically distributed, part of the noise can be fil-
tered out by an adaptive iterative wiener filter to obtain
a sequence. Compared with K(X), the probability den-
sity distribution curve K(A) of the filtered query result is
closer to the probability density distribution curve K(X)
of the original time series.
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3 Attack Model

3.1 Attack Model Principle

Proposed attack model is a filter-based correlation time
series differential privacy attack model. Due to the differ-
ence, the noise added by the privacy mechanism is small,
so the correlation of the time series before and after fil-
tering does not change so much. Assuming that the cor-
relation of the original time series is known, since the
added noise is an independent and identically distributed
Laplace sequence, the correlation time series can be re-
garded as a short-term stationary process, the attacker
can filter out part of the noise by the filter to increase the
probability of its attack being successful.

The noise sequence ofX ′ is obtained by Laplace mecha-
nism adding noise N in the original time series X, namely,

X ′ = X +N. (5)

Where X = [x(1), x(2), · · · , x(k)]T , X ′ =
[x′(1), x′(2), · · · , x′(k)]T , N = [n(1), n(2), · · · , n(k)]T .
When an adaptive iterative wiener filter with an impulse
response of h(k) is passed, it can be known from the
relevant knowledge of signal and filtering in the system
that the filtered sequence X̃ is:

X̃ = HTX ′. (6)

Therefore, the noise filter N is:

N ′ = X ′ − X̃. (7)

3.2 Solution of Filter Impulse Response

Since wiener filter can filter out the independently dis-
tributed noise from the stationary process, the solution
process of filter impulse response h(k) is expounded by
taking the classical wiener filter as an example, and h(k)
can be obtained from the impulse response vector H.

According to the Wiener-Hough equation, the solution
of the wiener filter impulse response vector is,

PT = HTR. (8)

Where R is the autocorrelation function of X ′, P
is the cross-correlation function of X and X ′, H =
[h(1), h(2), · · · , h(k)]T .

Therefore, the impulse response vector of wiener filter
is,

H = R−1P. (9)

Since noise sequence N is white noise sequence, its auto-
correlation function is,

Rn = δ(k). (10)

So the autocorrelation function R of noisy sequence X ′

and the cross-correlation function P of original time series

and noisy sequence X ′ can be obtained. The solution
formula is,

R = E[X ′X ′T ]. (11)

P = E[X ′X ′]. (12)

Where R is a column vector and P is a square matrix.
They are substituted into Equation (9). And we get the
impulse response vector H of wiener filter. The detailed
algorithm processes are as Algorithm 1.

Algorithm 1 Filter the noise in the noisy time series

1: Input. Original time series X and noise time series
X ′.

2: Output. Filtered time series X̃.
3: Step 1. Calculate the autocorrelation function R of
X, and the cross-correlation function P of X and X ′.

4: Step 2. Design an optimal filter impulse response vec-
tor H according to R and P to filter noise as much as
possible in X ′.

5: Step 3. Use the optimal filter to filter out the inde-
pendent identically distributed noise in X ′ and obtain
the filtered time series.

6: Step 4. Return X̃.

Algorithm 1 describes the working process of the attack
model. In here, the most important part is the solution
of the impulse response vector H of the filter.

3.3 Intensity Assessment

This section evaluates the change in privacy protection
strength of the correlation time series differential privacy
protection method under the attack model designed in
this paper. Since,

Pr[K(X) ∈ S]

Pr[K(X ′) ∈ S]
=

Pr[K(N) ∈ S −X]

Pr[K(N ′) ∈ S −X ′]
(13)

Therefore, it is only necessary to analyze the Laplace noise
sequence N through the attack model. After the noise
expression, the change of the privacy protection intensity
before and after filtering can be obtained.

First, we analyze the noise representation of Laplace
noise after passing through the Wiener filter as shown in
Theorem 1.

Theorem 1. The Laplace noise sequence N consisting of
m points noise with a scale parameter λ is passed through
a Wiener filter with an impulse response vector of H. The
output sequence Ñ approximates a Gaussian distribution

with a variance of 2mλ2

|H|2 . That is, Ñ ∝ N(0, 2mλ2

|H|2 ).

Proof. According to the knowledge of filtering in signal
processing, after the noise sequence N passing through
the adaptive iterative wiener system with impulse re-
sponse h(k), the output sequence is,

Ñ = HTN. (14)
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Therefore, ñ(k) =
∑∞
k=−∞ h(k)n(j − k), the impulse

response h(k) can be seen as the weight coefficient of n(k).
ñ(k) is the weighted adaptive iterative wiener combina-
tion of n(k). According to the properties of the Laplace
probability density function, it can be seen that n(k) is an
independent and identically distributed Laplace sequence,
and the scale parameter is λ̃ = λ

|H| .

Filter generally contains many adders, and it can be
known from the central limit theorem, if random variable
sequence N with expect µ, variance σ2 is independently
and identically distributed. When the number of variables
m of the sequence is sufficiently large, the sum

∑m
k=1 n(k)

of the first m terms of the sequence N approximates a
Gaussian distribution with expectmµ, variancemσ2, that
is,

m∑
k=1

n(k) ∝ N(mµ,mσ2). (15)

Therefore, the Laplace noise sequence N passes through
the Gaussian distribution of the output sequence N after
the filter. Since the variance of the Laplace noise sequence
N is D[N ] = 2λ2, the variance of output sequence N is,

D[Ñ ] = 2mλ̃2 =
2mλ2

|H|2
(16)

The value of the Laplace noise added in the differential
privacy protection method is 0. That is, µ = 0. So

Ñ ∝ N(0,
2mλ2

|H|2
). (17)

According to Theorem 1, the noise sequence added by the
Laplace mechanism approximates the Gaussian distribu-
tion through the output sequence of the Wiener filter, and
obtains the mean and variance of the output sequence.
The filtered privacy protection strength is shown in The-
orem 2.

Theorem 2. It uses the differential privacy protection
mechanism by attacking the correlation of time series

model, the intensity of privacy protection ε′ = (R−1P )2

2m ε2,
where R = [X ′X ′T ], P = E[X ′X ′]. m is the noise points.

Proof. Because the Gaussian noise can guarantee δ −
approximate ε − difference privacy, when ε >√
ln(1/n)/σ2, Gaussian noise can guarantee 1/σ2 −

unidentifiability, σ2 is variance. Because the ε > 0,
and the δ value is small, so the inequation is correct in
the general case.

Take count query as an example, its global sensitivity
is ∆f = 1, and λ = ∆f

ε , it can be concluded that the
privacy protection intensity after filtering is,

ε′ =
1

σ2
=
|H|2

2mλ2
=
|H|2

2m
ε2 (18)

And from Equation (9), the privacy protection intensity
after attack is,

ε′ =
(R−1P )2

2m
ε2 (19)

4 Experiment and Analysis

The experimental environment is Win-
dows 10, 2.2GHz, 62.0 GB of memory and Matlab
R2017a. Each experiment runs 500 times. In order to
evaluate the effectiveness of the attack model presented
in this paper and the existing differential privacy protec-
tion methods of correlation time series, four correlation
time series data sets are selected from the four fields
including transportation, medical care, network and
finance (Trajectory, Diabetes, NetTrace and Amazon
Access Samples) [24]. The Trajectory has the strongest
correlation, and the Amazon Access Samples has the
weakest correlation.

4.1 Experiment Process

• For four original time series data set X, we use WT,
DFT, CIM, Bayesian and Markov correlation time
sequence to perform difference privacy protection re-
spectively. Set the budget of the privacy ε and obtain
four noise sequences X ′.

• From Equations (11) and (12), we get the autocor-
relation function R of X ′, and the cross-correlation
function P of X and X ′. It is substituted into
type (9) and gets the filter impulse response vector
H.

• It is substituted into type (6) and obtains the at-
tacked time sequence X̃.

• Query X, X ′, X̃ and their adjacent data sets.

A set of query functions F containing 1000 random
linear queries is set, and the total number of query
functions is expressed as |F |. For Trajectory, the
result of the query returns a number of attributes
whose value is greater than a fixed value. For Di-
abetes, the query results return the mean of each
indicator. For NetTrace, the query results return
the number of internal and external host connections.
For Amazon Access Samples, the query results return
the number of users that might be supported. The
probability of query results is all within the range
of [0, 1].

• Calculate the probability density function of the
query result. The actual privacy protection inten-
sity and the effective privacy protection intensity af-
ter the attack model can be obtained from Equa-
tion (20).

Pr[K(X) ∈ S]

Pr[K(X ′) ∈ S]
≤ eε (20)

If the ε is smaller, the intensity of privacy protec-
tion is higher. Dwork [26] pointed out that when
privacy budget ε ≤ 1, better privacy protection can
be achieved. Therefore, the range of privacy bud-
get ε set in this experiment is in [0.1, 0.9], and query
results are counted every interval 0.2.
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• The availability measurement of proposed method in
this paper. The probability density function of four
time sequence data sets and its adjacent data set
query results are calculated. The accuracy of the
query results is measured by the mean square error
(MSE).

MSE =
1

|F |
∑
Fi∈F

(F̃i(X)− Fi(X))2. (21)

If the MSE is lower, then the data availability is
higher.

4.2 Privacy Protection Strength Evalua-
tion

Firstly, this section calculates the actual privacy protec-
tion intensity of the existing differential privacy protec-
tion method of correlation time series. Secondly, the ef-
fective privacy protection degree of each method is calcu-
lated under the attack model.

In order to evaluate the impact of the correlation
background knowledge possessed by the attacker on the
privacy protection intensity, attackers with all correla-
tion background knowledge and without correlation back-
ground knowledge adopt the attack model proposed in
this paper and low-pass filter respectively to attack the
four time series protected by ε − difference privacy at
the same time. According to the Equation (20), the ef-
fective privacy protection intensity ε′′ after attacking can
be obtained.

It can be seen from the Figure 1, the known cor-
relation background knowledge of the attacker in the
ε − difference privacy after four time series of attacks,
under different ε, the actual strength of privacy protection
ε′′ is lower than irrelevant background knowledge knowl-
edge of the attacker. For example, when the Trajectory
sequence is attacked, ε = 0.7, the attacker with the rele-
vant background gets an ε′′ of 3.221. The attacker with
no relevant background knowledge gets 1.343.

The experimental results show that the attackers with
correlation background knowledge and the optimal filter
designed in this paper have a higher probability of suc-
cess than the attackers with low filter and no correlation
background knowledge.

The four time series and their adjacent sequences af-
ter differential privacy protection of each correlation time
series are queried, and the actual privacy protection in-
tensity is calculated according to the experimental Step 5
and expressed by ε′. As it can be seen from Figure 2, the
actual privacy protection intensity of all sides is different
when protecting the same data set.

For Trajectory, the actual intensity of privacy protec-
tion with the Markov approach is 0.345, while it is 0.826
with the WT approach when ε′ = 0.1. And similar trends
have been observed in other data sets. In addition, it can
be observed that when protecting the same time series,
the ε′ of Markov, Bayesian and CIM is lower than WT

(a) (b)

(c) (d)

Figure 1: The influence with and without relevant back-
ground knowledge on privacy protection (horizontal coor-
dinate is privacy budget and vertical coordinate is privacy
protection strength)

(a) (b)

(c) (d)

Figure 2: The comparison of actual privacy protection in-
tensity with each method (horizontal coordinate is privacy
budget and vertical coordinate is actual privacy protec-
tion strength)
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and DFT. This indicates that the privacy protection in-
tensity of the model-based approach (Markov, Bayes and
CIM) is higher than that of the transformation-based ap-
proach (WT and DFT).

This section calculates the effective privacy protection
intensity ε′′ of each method under the attack model ac-
cording to experimental Step 5. Compared to Figure 2,
the value in Figure 3 is higher.

(a) (b)

(c) (d)

Figure 3: The comparison of actual privacy protection
intensity with each method in Step 5 (horizontal coordi-
nate is privacy budget and vertical coordinate is effective
privacy protection strength)

For Trajectory, when ε = 0.5, ε′′ = 0.98 of CIM, while
in Figure 2, the ε′ = 0.65 of CIM. It can be inferred from
the experimental results that the privacy protection inten-
sity of each method under the attack model is reduced.

In order to make the effect of the attack model pro-
posed in this paper more intuitive, we conduct the experi-
ment of privacy protection intensity with each method be-
fore and after the attack changes, when ε = 0.7. The ex-
perimental results in Figure 4 are the comparison between
the actual and effective privacy protection strengths un-
der the proposed attack model in this paper.

For the Trajectory, the actual privacy intensity ε′ of
the CIM approach is 1.18, and the effective privacy inten-
sity ε′′ is 1.39. Similarly, for Diabetes, the actual privacy
intensity ε′ of the DFT approach is 0.95, and the effective
privacy intensity ε′′ is 1.65. Experimental results indicate
that the proposed attack model requires a smaller privacy
budget.

Then we make comparison experiments with other re-
lated methods including LDP [21], TPTID [5], TSL [4] in
terms of MSE and time consumption. The results are as
Table 1.

Table 1 also shows that the proposed method has better
result than other methods.

(a) (b)

(c) (d)

Figure 4: The comparison of privacy protection intensity
before and after attack

Table 1: Comparison results

Method MSE Time/s
LDP 12.85 5.8

TPTID 10.26 4.6
TSL 9.57 3.7

Proposed 8.95 2.1

5 Conclusions

In order to solve the problem that there is no uniform
attack model for the differential privacy protection meth-
ods of correlation time series, and the privacy protection
intensity of different methods cannot be compared and
measured horizontally, this paper designs an attack model
for the differential privacy of correlation time series from
the perspective of signal processing. This paper assumes
that the attacker knows all the background knowledge of
correlation, designs an adaptive iterative wiener filtering
according to the principle of filtering in signal processing
to filter out the noise added in the differential privacy
protection mechanism of correlation time series, and cal-
culates the change of privacy protection intensity before
and after filtering with the existing protection methods.
Experiment results show that under the attack model
presented in this paper, the effective privacy protection
degree of each method for the correlation time series is
greatly decreased. In the future, we will study more pri-
vate protection methods and apply them into practical
engineering.
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Abstract

To improve the discrimination and robustness of the ex-
isting speech authentication and solve low security in the
process of mobile communication transmission, a novel
long sequence speech perceptual hash authentication al-
gorithm based on multi-feature fusion and Arnold trans-
form is proposed. Firstly, the wavelet low-frequency log-
arithmic energy spectra of the pre-processed speech sig-
nals and the feature matrix of the low-frequency MFCC
are extracted. Secondly, the two sets of feature matrices
are transformed into binary hash long sequences. Finally,
the two long hash sequences are fused into a novel long
hash sequence after Arnold encryption to complete the
hash matching. The proposed algorithm adopts a hash
long sequence, which significantly improves the discrim-
ination of existing algorithms. When each frame of the
speech signal is converted into a binary hash sequence of 8
bits, the algorithm’s robustness is virtually balanced. Ex-
perimental results show that compared with the existing
speech authentication algorithms, the proposed algorithm
has better comprehensive performance and ensures the se-
curity of the hash sequence in the transmission process.

Keywords: Arnold Transform; Discrimination; Percep-
tual Hash Long Sequence; Speech Authentication; Wavelet
Logarithmic Energy Spectrum

1 Introduction

In the face of today’s massive data processing require-
ments, hash technology has drawn much attention on its
efficient storage and search capabilities. Speech percep-
tual hash is mainly explored to map the raw speech into
a sequence of binary codes while preserving the similarity
structure of the original data. Existing speech authenti-

cation algorithms use short hash sequences to easily map
multimedia signals with different perceived content to the
same perceived hash value, resulting in a low discrimi-
nation of the algorithm. Since the opening of network
communication channels may cause leakage of important
information, the security of hash sequences faces serious
challenges. Therefore, it is especially important to im-
prove the discrimination and security of the perceptual
hash authentication algorithm [5,9, 17,19].

At present, the features extracted from speech signals
include short-term energy, short-term zero-crossing rate,
Mel-frequency cepstral coefficient (MFCC) [13] , linear
prediction coefficient [6], cochleagram [7], spectral en-
tropy [22], discrete wavelet transform (DWT) [23], spec-
tral centroid [21], spectrogram [25], and multiple fusion
features. Li et al. [14] proposed an audio hash scheme
based on non-negative matrix factorization (NMF) of
modified discrete cosine transform (MDCT) coefficients.
The algorithm has good robustness, especially compres-
sion aspects such as MP3 and AAC, but its processing ef-
ficiency is greatly reduced. Zhang et al. [22] proposed an
efficient perceptual hash based on LP-MMSE for speech
authentication. The algorithm has highly efficiency, but
its anti-collision and performance at the MP3 compression
is poor. Jiang et al. [11] proposed an audio fingerprinting
extraction algorithm based on lifting wavelet packet and
improved optimal-basis selection. Although the algorithm
has strong robustness and efficiency, the features of the
speech data it reflected are fragmentary and have certain
limitations. Huang et al. [10] proposed a strong robust-
ness hash algorithm of speech perception based on tensor
decomposition model. The algorithm is robust against
background noise and flexible model building. The dis-
crimination of the algorithm needs to be further improved.
In [3], the speech authentication algorithm used a ternary
hash sequence instead of a binary hash sequence, and the
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hash construct proved to be flexible. The algorithm is
not only robust to content preserving operations, but also
highly efficient.

In order to ensure the security of the speech authenti-
cation algorithm in mobile communication transmission,
the encryption methods of the existing algorithms include
equal length sequence key encryption, logistic chaotic en-
cryption, measurement matrix combined with logistic en-
cryption, etc. These encryption algorithms are relatively
complex and require simplification of the encryption algo-
rithm while ensuring its security. Zhang et al. [23] com-
bined the measurement matrix with the logistic chaotic
sequence. The algorithm obtains better security and ef-
ficiency, however, it has poor discrimination. The exper-
imental signal is required to satisfy the sparse condition
then the algorithm has no universality. The main reason
for the low discrimination are that the existing perceptual
hash algorithm is to represent a frame of speech signals
with a binary hash sequence of 1 bit “0” or “1”, compress-
ing multidimensional features of one-dimensional features
produces a shorter hash sequence in lower anti-collision.
In [24], each frame of speech signal is represented by a
4 bits binary hash sequence of “0” or “1”, which get a
good discrimination. The algorithm simply compares the
influence of different length hash sequences in the discrim-
ination of the algorithm. It does not deeply study the fea-
tures of hash long sequences, and does not consider the
security of the algorithm.

Aiming at the above problems, we propose a long-
sequence speech perceptual hashing authentication algo-
rithm based on multi-feature fusion and Arnold trans-
form. The algorithm in this paper not only considers
distinguishability and robustness, but also guarantees the
security of hash long sequences. In this paper, the multi-
dimensional features of speech signals are expanded. Each
frame of speech signal is represented by a binary hashing
sequence of 8 bits “0” or “1”. The resulting hash-length
sequence has high anti-collision. MFCC takes advantage
of the non-linear characteristics of human hearing, and
the discrete wavelet transform conforms to the frequency
analysis characteristics of human ear basilar membrane,
which has a good robustness for various content preserv-
ing operations. The Arnold transform not only has a sim-
ple transformation, but also has a good encryption effect.

2 Related Theory Introduction

2.1 MFCC

The MFCC parameter takes into account the auditory
features of the human ear. It transforms the spectrum
into a non-linear spectrum based on the Mel-frequency
scale, and then converts it to the cepstrum domain. The
MFCC parameters have good recognition performance
and noise immunity due to the full consideration of hu-
man hearing features without any assumptions. The rela-
tionship between Mel-frequency and speech frequency is

Figure 1: Binary decomposition of signal

expressed in Equation (1):

fmel = 2595× lg(1 + f/700). (1)

Due to the non-linear correspondence between the Mel-
frequency and the Hz frequency, the calculation accu-
racy of the MFCC decreases from the increase in the
frequency. Therefore, the algorithm only used the low-
frequency MFCC in the application. The medium and
high frequency MFCC is discarded. This paper also uses
the MFCC of low-frequency.

2.2 DWT

The DWT can decompose the speech into sub-bands of
different frequency ranges, and the sub-bands can fur-
ther divide the smaller sub-bands. The signal needs to
be discretized to perform DWT, and the discrete signal is
transformed as shown in Equation (2):

DWT (j, k) =
1√
|2j |

∫ ∝

−∝
x(t)ψ(

t− k2j

2j
)dt, (2)

where, 2j and k2j are scale parameters and time-shift pa-
rameters respectively, and ψ are wavelet functions. The
idea of the DWT method is multi-resolution analysis of
signals, which essentially decomposes the signals by fre-
quency band. The signal decomposition method can be
equal frequency band division, or a binary decomposi-
tion can be used [15]. This paper uses binary decomposi-
tion. Figure 1 shows the specific decomposition process of
the second-order DWT. The proposed algorithm only uses
the low-frequency signal of the signal for analysis because
some high-frequency signals contain some noise signals.

2.3 Arnold Transform

The Arnold transformation is proposed by V. J. Arnold
in the study of ergodic theory, also known as cat face
transformation. The Arnold transform is intuitive, sim-
ple, and periodic, and is very easy to use. It is widely
used for image scrambling encryption. The Arnold trans-
form is divided into equal length Arnold transform and
non-equal length Arnold transform. In this paper, the
equal-length Arnold transform is adopted. The expres-
sion of the two-dimensional Arnold of (xn, yn) is:[

xn+1

yn+1

]
=

[
1 a
b ab+ 1

] [
xn
yn

]
mod(N),
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where, xn, yn represents the position of the value in the
matrix before the transformation, x(n+1), y(n+1) repre-
sents the position of the value after the transformation,
a, b is a parameter, n represents the number of current
transformations, N is the length or width of the matrix
(this article takes the same length Arnold transformation,
does not discuss the case where the length and width are
not equal), mod is the modulo operation.

Since the transformation is an iterative process, if the
position (x, y) is converted multiple times, it will return
to the original position after T iterations. T is called the
transform period and it depends on the parameters a, b
and N . The general algorithm chooses a, b and n as the
key, and this paper sets a = 1, b = 1 and only keeps n
as the key. The movement of the values in the matrix
has periodicity, and T, a, b and N(the size of the original
matrix) are related [2, 20]. Whenever the value changes,
a completely different Arnold map is generated. After
several multiplications, the correlation of the values in
the matrix will be completely chaotic. iterations.

3 The Proposed Scheme

The flow of long-sequence speech perceptual hashing au-
thentication algorithm based on multi-feature fusion and
Arnold transform is shown in Figure 2. The algorithm
steps in this paper are divided into perceptual feature ex-
traction and hash match.

3.1 Perceptual Feature Extraction

Step 1: Pre-processing. Pre-processing includes pre-
emphasis, framing, and windowing. The unprocessed
speech signal s(t) is discretized to obtain s(n), and
then the pre-emphasis is processed to obtain the sig-
nal x(n). Pre-emphasis can increase the features of
the speech signals high-frequency components, elim-
inate the influence of noise in the speech sounding
process, and flatten the signal spectrum, which is ad-
vantageous to further spectrum analysis.

x(n) = s(n)− a ∗ (n− 1),

where, a is a pre-emphasis coefficient, and its value
ranges from 0.9 to 1.0. Then, the processed signal
is framed and windowed, where in the window func-
tion selects a Hamming window to smooth the edge
of the frame. The length of frame is k. It is supposed
that the speech x(n) is divided into n frame, and sig-
nal xi(m) = {xi(m)|i = 1, 2, · · ·, n,m = 1, 2, · · ·, k}
is obtained.

Step 2: MFCC of low-frequency. First, the
fast Fourier transform (FFT) is performed
on each frame of the time domain signal
xi(m) to obtain a frequency domain signal
Ai = {Ai(m)|i = 1, 2, · · ·, n,m = 1, 2, · · ·, k}. Then
logarithmic function is used to obtain logarithmic

energy spectrum of the each frame of the frequency
domain signal Bi.

Bi(m) = log
{
|Ai(m)|2 + 1

}
.

Using the Mel filter bank to find the Mel frequency
signal Ci(j).

Ci(j) =

k∑
m=1

Bi(m)Hj(m), 1 ≤ j ≤ J,

where, Ci(j) is the Mel frequency energy ,Hj(m) rep-
resents the bandpass filter, J represents the number
of filters, j represents the jth filter. Finally, the co-
efficient transformed by the Mel filter is subjected to
discrete cosine transform to obtain the MFCC.

Di(l) =

√
2

J

J∑
j=1

Ci(j)cos

[
πl(2j − 1)

2J

]
,

1 ≤ l ≤M

where, M is the total number of lines. The MFCC
feature matrix of low-frequency G1(L, n) is extracted
from the MFCC feature matrix D(M,n).

Step 3: Wavelet low-frequency coefficient. The frame
signal xi(m) is subjected to four-stage wavelet de-
composition to obtain a low-frequency coefficient ma-
trix E(M,n) (The dimension of the wavelet low-
frequency coefficient matrix is the same as the dimen-
sion of the MFCC feature matrix). Extracting front
L row matrix of wavelet low-frequency coefficient as
the feature matrix F (L, n) (Same as low-frequency
MFCC feature matrix dimension L).

Step 4: Wavelet low frequency logarithmic energy spec-
trum. Calculating the logarithmic energy for the
wavelet low-frequency feature matrix G2(L, n).

G2(L, n) = log
{
|F (L, n)|2 + 1

}
.

Step 5: Constructing the hash long sequence.

V1 Constructing the low-frequency Mel-hash long se-
quence: The arrangement and fusion of each di-
mension feature gi(1, n) of the G1(L, n) matrix
to obtain the one-dimensional matrix T1.

T1 = [g1, g2, · · ·, gL] .

Binary hashing construction is performed by T1,
the low frequency Mel hashing long sequence
H1(1, L× n) is obtained.

H1(1, L× n) = [L1(1), L1(2), · · ·, L1(L× n)]

The previous column vector is subtracted from
the current column vector in the parameter ma-
trix. If it is greater than 0, the data of the
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Figure 2: The flow chart of proposed algorithm

current column becomes 1, otherwise the data
of the current column is 0. h1(1) is set to 0.

h1(i) =

{
1, if T1(i) > T1(i− 1)

0, Otherwise

where, i represents each column of the matrix
T1,i = 2, · · ·, L× n.

V2 Constructing the wavelet low-frequency logarith-
mic energy hash long sequence: The wavelet
low-frequency coefficient matrix G2(L, n) is
converted into an one-dimensional matrix T2,
and then the hash sequence construction as
in V1 is performed to obtain a wavelet
low-frequency logarithmic energy hash long-
sequence H2(1, L× n).

Step 6: Arnold transform. The low-frequency Mel hash
long sequenceH1 is converted into a square matrix P1

in which the number of rows and columns are both p,
and then the transformation of Arnold is performed,
and finally the transformed matrix Q1 is obtained.

P1(p, p) =


P1(1, 1) P1(1, 2) · · · P1(1, p)
P1(2, 1) P1(2, 2) · · · P1(2, p)

...
...

. . .
...

P1(p, 1) P1(p, 2) · · · P1(p, p)



Q1(p, p) = Arnold(P1(p, p), k)

Q1(p, p) =


Q1(1, 1) Q1(1, 2) · · · Q1(1, p)
Q1(2, 1) Q1(2, 2) · · · Q1(2, p)

...
...

. . .
...

Q1(p, 1) Q1(p, 2) · · · Q1(p, p)



where, k is not only the number of Arnold trans-
form, but also the key of the algorithm. The trans-
formed Q1(p, p) is restored to the one-dimensional
matrix R1(1, L × n). In the same way, the wavelet
low-frequency logarithmic energy hash long sequence
H2 is transformed, and finally the transformed ma-
trix R2(1, L× n) is obtained.

3.2 Hash Match

The low-frequency Mel-hash long sequence R1 and the
wavelet low-frequency log energy hash long sequence R2

are spliced and fused to obtain a hash long sequence
H(1, N) = [R1, R2] of the speech signal. Speech authen-
tication matches the given speech to the original speech.
The normalized Hamming distance d(:, :) of the percep-
tual hash sequence generated by the speeches s1 and s2
is BER. The calculation formula is shown as follows:

d (hs1, hs2) =

N∑
i=1

(|hs1 − hs2|) /N, (3)

where, d is BER, hs1 and hs2 correspond to the perceptual
hash values generated by speech clip s1 and s2, and N is
the length of the perceptual hash values. The probability
of the appearance of “0” and “1” sequence is equal in
theory, and the average normalized hamming distance is
N/2.

This paper uses hypothesis testing to evaluate the
speech authentication system, which is described as fol-
lows:

W0: If two speech clips s1 and s2 are the same clip, then:
d ≤ τ .

W1: If two speech clips s1 and s2 are the different clip,
then: d > τ .

By setting the size of matching threshold τ , the per-
ceptual hashing sequence mathematical distance of the
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speech clips s1 and s2 are compared. If the two mathe-
matical distances d ≤ τ , and their perceptual content are
treated as the same, the certification is passed, otherwise
it doesn’t pass the certification.

4 Experimental Results and Anal-
ysis

The experimental speech data comes from the Texas
Instruments and Massachusetts Institute of Technology
(TIMIT) speech database and the Text to Speech (TTS)
speech database. There are different 1280 speech clips
in experimental database recorded. The format of each
speech clip is wav with the length 4 s, which is of the
form of 16 bits PCM, mono and sampled at 16 kHz. Each
speech signal is divided into 361 frames, and each frame
of speech signal is represented by an 8 bits 0 or 1 binary
hash sequence, and the length of the speech hash sequence
is 2888 bits.

The operating experimental hardware platform is In-
tel(R) Core(TM) i5-7500 CPU, 3.40 GHz, with computer
memories of 4G. The operating software environment is
MATLAB R2018b of Windows 7 system.

Parameter settings: n = 361, p = 38, L = 4,M =
16, N = 2888.

4.1 Discrimination Test and Analysis

Discrimination is mainly used to evaluate the reliability of
the algorithm for distinguishing different speech contents
read by different or same persons. BER is a basic indica-
tor for testing the digital distance of the hash algorithm
and evaluating the performance of the algorithm in binary
form. BER refers to the proportion of the number of er-
ror bits in the total number of bits, and the normalized
Hamming code distance is calculated as Equation (3).

BER of the perceptual hash value of different speech
content basically obeys a normal distribution. In this pa-
per, the pairwise comparison of the perceived hash values
of 1200 speech segments yields 719,400 BER data. The
distribution law is shown in Figure 3.

According to the De Moivre-Laplace central limit the-
orem, the hamming distance is approximate obeying nor-
mal distribution (µ = p, σ =

√
p(1− p)/N , N is the num-

ber of bits in a hashing sequence). The closer the BER
distribution curve is to the normal distribution, the better
the randomicity and collision resistance of the perceptual
hashing sequence. It can be concluded from Figure 3 that
as the length of the sequence increases, the closer the BER
curve is to the theoretical curve, the better the discrimina-
tion and collision resistance. The algorithm in this paper
uses a long hash sequence. When the sequence length
is 2888 bits, the overall performance is optimal. Accord-
ing to the central limit theorem of De Moivre-Laplace, the
normal distribution parameters of different length hash-
ing sequences can be calculated. The specific parameters
are shown in Table 1.
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Figure 3: The BER normal distribution diagram

As shown in Table 1 and Figure 4, as the length in-
creases, the theoretical value of the normal distribution
parameter is closer to the actual value, which means that
the algorithm is feasible. When the sequence length of
the algorithm in this paper adopts 2888 bits, it has good
discrimination and randomness. In order to verify the
correctness of the experiment, the FAR and FRR of the
algorithm can be calculated by Equations (4) and (5).

FAR (τ) =

∫ τ

−∞

1

σ
√

2π
e

−(x−µ)2

2σ2 dx, (4)

FAR (τ) = 1−
∫ τ

−∞

1

σ
√

2π
e

−(x−µ)2

2σ2 dx, (5)

where, FAR is the false accept rate, FRR is the false rejec-
tion rate, τ is the perceived authentication threshold, µ
is the BER mean, σ is the BER standard deviation. The
higher the FRR value, the weaker the robustness. The
higher the FAR value, the worse the discrimination. Ta-
ble 2 compares the misrecognition rates of different long
hash sequence algorithms, and Table 3 compares the mis-
recognition rate of different algorithms.

Table 1: Normal distribution parameters

parameter N Theoretical Actual
µ 1444 bits 0.5 0.4880
µ 2166 bits 0.5 0.4919
µ 2888 bits 0.5 0.4939
µ 3610 bits 0.5 0.4951
σ 1444 bits 0.0131 0.0155
σ 2166 bits 0.0107 0.0125
σ 2888 bits 0.0093 0.0107
σ 3610 bits 0.0083 0.0096

As shown in Table 2, the smaller the matching thresh-
old τ is, the smaller the FAR value is. When the matching
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Table 2: FAR of hash sequences of different lengths

τ 1444 bits 2166 bits 2888 bits 3610 bits
0.20 1.842× 10−77 4.262× 10−121 6.398× 10−165 1.025× 10−209

0.25 1.420× 10−53 7.236× 10−84 2.689× 10−144 2.093× 10−145

0.30 3.405× 10−34 1.410× 10−53 4.715× 10−73 5.755× 10−93

0.35 2.607× 10−19 3.237× 10−30 3.538× 10−41 2.185× 10−52

Table 3: FAR of the different algorithms

τ [23] [22] [13] [14]
0.20 1.405× 10−24 1.395× 10−19 1.111× 10−05 1.019× 10−21

0.25 1.215× 10−17 5.656× 10−14 2.715× 10−04 1.696× 10−15

0.30 6.166× 10−12 2.146× 10−09 1.682× 10−03 2.080× 10−10

0.35 1.874× 10−7 7.788× 10−06 9.999× 10−03 1.916× 10−06

threshold τ = 0.35, there are approximately 3.538 speech
clips misjudged in 1 × 1041 speech clips, it means that
the generated hash sequences will not be the same, which
greatly improves the collision resistance of the algorithm.
When N is 3610 bits, only 3.092 of each 1 × 1052 speech
segment is misidentified. As the length of the hashing
sequence increases, the higher the recognition rate. How-
ever, the magnitude of the FAR reduction is decreasing,
and the robustness is also weakening. The algorithm in
this paper fully balances the FAR and the FRR. The hash
sequence length 2888 bits is used to achieve the optimal
performance of the algorithm. Feature fusion can not only
effectively reduce the FAR and FRR, but also improve the
robustness and distinguishability of the algorithm.

According to the data in Table 2 and Table 3, When τ
is 0.35, [13,14,22,23] can completely discriminate between
speech and content preserving operations, but FAR of this
paper is much lower than the above algorithm. Only 3.538
of the 1×1041 speech data is wrong. The algorithm of this
paper is 1.9× 1034 times of [23], 4.5× 1034 times of [22],
3.5 × 1039 times of [13], and 1.8 × 1035 times of [14]. It
is not difficult to conclude that FAR of this algorithm is
far lower than other algorithms, which also shows that
the algorithm has strong anti-collision and has very good
discrimination.

Entropy rate (ER) is a comprehensive evaluation in-
dex of discriminative perception hash algorithm, which
mainly overcomes the shortcomings of the algorithm be-
ing susceptible to sequence size. The larger the value, the
stronger the recognition ability, which can be calculated
by Equations (6) and (7).

ER = − [qlog2q + (1− q)log2(1− q)] , (6)

q =
1

2

√ |σ2 − σ12|
σ2 + σ12

+ 1

 , (7)

where, σ and σ1 are theoretical and experimental stan-
dard deviation of BERs respectively, q is experimental
mean value.
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Figure 4: FAR curve of hashing sequences of different
lengths

Table 4: ER of hashing sequences of different lengths

Hash sequence length ER
1444 bits 0.8762
2166 bits 0.8857
2888 bits 0.8970
3610 bits 0.8931

Table 5: ER of the different algorithms

Algorithms ER
[23] 0.9187
[22] 0.9732
[13] 0.6794
[14] 0.5449
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As can be seen from Table 4, when the hash sequence
size is 2888 bits, the entropy rate is the highest, which is
the best distinguishing. By comparing Tables 3 and 4, the
ER of this algorithm is slightly lower than that of [22,23],
it is much higher than [13,14].

Through the above analysis, the algorithm of this pa-
per has a very good distinction.

4.2 Robustness Test and Analysis

In order to evaluate the robustness of the proposed al-
gorithm, content preserving operations are performed on
each speech in the speech data, including twelve oper-
ations such as echo, resampling, noise, and filters. For
the 1200 speech segments in the above speech library, the
content preserving operations shown in Table 6 are per-
formed, and various BERs of the proposed algorithm are
obtained, as shown in Table 7.

As can be seen from Table 7, it can be seen that the
average BER values of the proposed algorithm are less
and the maximum value is 0.2240. Therefore it denotes
that the proposed algorithm has better robustness. When
the algorithm is manipulated on the filter, average BER
is relatively high, because the low-pass filter has an ef-
fect on the speech spectrum, which causes average BER
to be higher than the other content preserving opera-
tions. Because the algorithm uses the combination of
low-frequency MFCC and wavelet low-frequency logarith-
mic energy spectrum, the increase and decrease of volume
have little effect on the hash sequence of the algorithm,
and it indicates that the volume adjustment has little ef-
fect on the BER mean of the algorithm. Since the re-
sampling, narrowband noise and echo operations do not
change the speech spectrum significantly, the BER aver-
age of these operations is small, and the corresponding
holding operations are very robust. When the MP3 op-
eration is performed, the BER value is small, indicating
that the algorithm has strong robustness to the compres-
sion of the speech.

As shown in Table 7, the average BER of various
content preserving operations increases in addition to
noise, as the length of the hash sequence increases.
When adding 30db of noise, the average BER of the
hash sequence length 2888 bits is the smallest. When
adding 50db of noise, the average BER of the algorithm
in this paper is also relatively small. As the length of the
hash sequence increases, the robustness decreases. The
length of the hash sequence in this paper is 2888 bits,
which fully balances the discrimination and robustness.

According to BER data obtained in Table 7, FAR and
FRR are obtained, and FAR-FRR curve is plotted. Fig-
ure 5 shows the FRR-FAR curves for different length hash
sequences. The length of the hash sequence used in this
paper is longer than the length of the traditional hash
sequence, and the FRR-RAR curves of different sequence
lengths do not intersect, which fully demonstrates the sci-
entificity of the hash long sequence.

As shown in Table 8, the average BER of the algo-

rithm are smaller than the three algorithms compared
with [6, 14, 22], which can show that the proposed algo-
rithm has good robustness to the content preserving oper-
ations. This algorithm works best in volume adjustment
and resampling, and it is far lower than the other three
algorithms in MP3 operation. In terms of low-pass filter,
the effect of this paper is slightly lower than [14, 22]. A
pairwise comparison of the perceived hash values of 1200
segments of speech yielded 719,400 BER data.

As indicated in the result in Figure 6(c) and (d), FRR
and FAR are intersected. The discrimination and ro-
bustness cannot be solved well regardless of the threshold
value, so [6,14] cannot be very wonderful to discriminate
between the same processed speech and different content
speech. Compared with [22], the obvious advantage of the
proposed algorithm is that the threshold can be selected
within a large range of 0.280 to 0.440. Although FAR
and FRR of [22] does not intersect, the threshold selec-
tion does not balance the robustness and discrimination
well.

It can be seen from Table 9, the wavelet low-frequency
energy coefficient is relatively poor in FIR filtering. The
BER reaches 0.3278, while the low-frequency MFCC is
only 0.0975. The robustness of the feature fusion is sig-
nificantly improved, and the BER is reduced to 0.1957.
In terms of echo, narrowband noise and MP3 compres-
sion, the BER of the low frequency MFCC is above 0.20,
which indicates that the MFCC is poor in this respect,
and the wavelet low frequency energy coefficient is rela-
tively robust in terms of echo and so on. The algorithm
combines these two characteristics, and the BER of the
three aspects is relatively low. Overall, this paper has
strong robustness.

Comparing Figure 6(a) with Figure 7, FAR of the three
algorithms are very close and all have good distinguisha-
bility. The FRR-FAR curves of the low-frequency MFCC
long-sequence algorithm have intersections, so the thresh-
old selection does not balance the discrimination and ro-
bustness well. The threshold of wavelet low-frequency
logarithmic energy coefficient long sequence algorithm is
0.440 to 0.450. Compared with the proposed algorithm,
the selection space is much smaller. Through the above
analysis, the proposed algorithm has better robustness.

4.3 Efficiency Analysis

Efficiency is also a relatively important evaluation stan-
dard in speech authentication. In order to evaluate the
computational efficiency of the perceptual hash authenti-
cation algorithm in this paper, 100 speech segments are
selected from the speech library for the calculation of au-
thentication efficiency, and finally the average running
time of the algorithm is counted.

As shown in Table 10, the efficiency of the proposed
algorithm is relatively good, 1.17 times that of [24], 1.70
times of [6], and 2.89 times of [7]. However, compared
with [22], there is some gap, which is 0.10 times slower
than [22]. Because the hash sequence is used for speech
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Table 6: Content preserving operations

Operating means Operation method Abbreviation
Volume Adjustment 1 Volume down 50% V.1
Volume Adjustment 2 Volume up 50% V.2
FIR Filter 12 order FIR low-pass filtering, Cutoff frequency of 3.4 kHz F.I.R
Butterworth Filter 12 order Butterworth low-pass filtering, Cutoff frequency of 3.4 kHz B.W
Resampling 1 Sampling frequency decreased to 8 kHz, and then increased to 16 kHz R.8→16
Resampling 2 Sampling frequency increased to 32 kHz, and then dropped to 16 kHz R.32→16

Echo Addition 1
Superimposed attenuation 30%, delay 100 ms,initial strength were
10% of the echo

E.A1

Echo Addition 2
Superimposed attenuation 60%, delay 300 ms, initial strength were
25% of the echo

E.A2

Narrowband Noise 1
SNR=30 dB narrowband Gaussian noise, center frequency
distribution in 0 ∼ 4 kHz

G.N1

Narrowband Noise 2
SNR=50 dB narrowband Gaussian noise, center frequency
distribution in 0 ∼ 4 kHz

G.N2

MP3 Compression 1 Re-encoded as MP3, and then decoding recovery, the rate is 48 k M.48
MP3 Compression 2 Re-encoded as MP3, and then decoding recovery, the rate is 128 k M.128

Table 7: Comparison of average BER of hashing sequences of different lengths

Hash sequence length 1444 bits 2166 bits 2888 bits 3610 bits
Operating means Average BER

V.1 0.0085 0.0087 0.0092 0.0098
V.2 0.0036 0.0039 0.0042 0.0046

F.I.R 0.1705 0.1871 0.1957 0.2017
B.W 0.2021 0.2168 0.2240 0.2291

R.8→16 0.0654 0.0672 0.0685 0.0700
R.32→16 0.0080 0.0077 0.0078 0.0080

E.A1 0.0482 0.0566 0.0624 0.0671
E.A2 0.1234 0.1562 0.1684 0.1807
G.N1 0.1525 0.1359 0.1320 0.1322
G.N2 0.0427 0.0411 0.0418 0.0433
M.48 0.0727 0.1309 0.1607 0.1892
M.128 0.0109 0.0117 0.0126 0.0136

Table 8: Comparison of average BER of different algorithms

Algorithm Proposed algorithm [22] [6] [14]
Operating means Average BER

V.1 0.0092 0.0047 0.1761 0.0630
V.2 0.0042 0.0455 0.1469 0.0002

F.I.R 0.1957 0.1248 0.3668 0.1821
R.8→16 0.0685 0.0074 0.1567 0.0217
R.32→16 0.0078 0.0910 0.3766 0.0128

E.A2 0.1684 0.1109 0.2132 0.1700
G.N1 0.1320 0.1570 0.3883 0.0346
M.48 0.1607 0.2952 0.4835 0.4852
M.128 0.0126 0.2248 0.4817 0.4851
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Figure 5: The FRR-FAR curve of the content preserving operations of different length hashing sequences
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Figure 6: The FAR-FRR curves of different perceptual hashing algorithm
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Figure 7: Comparison of the same hash sequence length
FRR-FAR curves under different features

authentication, the algorithm structure is relatively com-
plex and the running time is relatively long, which leads
to the relatively low efficiency of this paper. Although
shorter hash sequences are adopted in [6, 7, 24], its algo-
rithm structure is complex, resulting in low-efficiency.

In summary, the proposed algorithm of this paper has
certain efficiency and meets the requirements of real-time
voice communication quality.

4.4 Security Analysis

In order to improve the security of the algorithm, the
Arnold transform is used for scrambling encryption, and
the number of scrambling is used as the key. In order to
verify the security of the algorithm, a piece of speech of
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Figure 8: Hash sequence difference graph. (a) Arnold
transform hashing sequence difference graph, (b) Arnold
inverse transform hashing sequence difference graph
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Figure 9: Hash sequence difference graph. (a) Different
key hashing sequence difference graph, (b) Same key hash-
ing sequence difference graph

the speech library is randomly selected for testing.
After the Arnold transform, the correlation between

the original sequences is disrupted. After the inverse
Arnold transform, the state of the original sequence can
be restored. Arnold transform encryption is not only se-
cure, but also flexible. In Figure 8(a), The difference be-
tween the transformed sequence and the original sequence
is 1, 0, -1, the difference between the two is large, indicat-
ing that the algorithm is more secure. In Figure 8(b),
there is no difference between the inverse transformed
sequence and the original sequence, and the difference
between the two is all zero, indicating that the original
sequence can be restored intact after the inverse transfor-
mation by Arnold.

As shown in Figure 9, if the keys are different, the orig-
inal hash sequence cannot be obtained after the Arnold
inverse transforms from the encrypted sequence. Only
when the same key is used, the encrypted sequence ob-
tains the original hash sequence. Figure 9 further demon-
strates that the algorithm is highly secure and has good
encryption effect.

After the hash matrix is scrambled by the Arnold
transform, thus realizing the initial hiding of information.
At the same time, the number of scrambling can be used
as the key of the hash matrix, thereby further enhanc-
ing the security and confidentiality of the algorithm, and
ensuring the security of the speech signal transmission in
the channel.

5 Conclusions

In this paper, a long sequence speech perceptual hash au-
thentication algorithm based on multi-feature fusion and
Arnold transform is proposed, which solves the problem of
discrimination, robustness and security existing in speech
authentication. Not only the discrimination of the algo-
rithm has been greatly improved, but also has a strong
comprehensiveness. Especially in the case of volume ad-
justment and resampling, it has strong robustness and
solves the problem of poor MP3 compression robustness.
In addition, this paper uses Arnold transform to scramble
and encrypt the transmitted signal to improve the secu-
rity of signal transmission.

The structure of the proposed algorithm is relatively
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Table 9: Comparison of different characteristic BER

Algorithm Proposed algorithm
Wavelet low frequency
logarithmic energy spectrum

Low frequency MFCC

Operating means Average BER
V.1 0.0092 0.0023 0.0205
V.2 0.0042 0.0010 0.0101

F.I.R 0.1957 0.3278 0.0975
R.8→16 0.0685 0.3021 0.1248
R.32→16 0.0078 0.0235 0.0151

E.A2 0.1684 0.0026 0.2195
G.N1 0.1320 0.1740 0.1999
M.48 0.1607 0.0774 0.2138
M.128 0.0126 0.1575 0.0292

Table 10: Comparison of operating efficiency of algorithms (average running time)

Algorithms Hashing sequence length Working frequency Average time
Proposed algorithm 2888 bits 3.40GHz 0.3133s

[22] 266 bits 2.30GHz 0.0310s
[24] 256 bits 2.50GHz 0.3681s
[7] 360 bits 3.20GHz 0.5323s
[6] - 3.30GHz 0.9008s

complex, the efficiency is low, and the robustness against
filter interference is poor. The following research will opti-
mize the algorithm structure, combined with support vec-
tor machine and other models to improve the efficiency.
Further, the characteristics of other features to construct
hash long sequence will be explore, and the speech tam-
pering and approximate recovery will be study.
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