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Abstract

In the Internet era of big data, the emergence of
crawlers significantly improves information retrieval effi-
ciency. This paper briefly introduced the basic structure
of crawler software, the scrapy framework, and the clus-
tering algorithm used to improve the performance of in-
formation crawling and classification. Then, the crawler
software and clustering algorithm were programmed by
the python software. Experiments were carried out us-
ing the MATLAB software in the LAN in a laboratory
to test the Weibo data between October 1 and October
31. Moreover, a crawler software that adopted the scrapy
framework but did not add the clustering algorithm was
taken as a control. The results showed that the scrapy
framework based crawler software could not achieve the
same Weibo information classification as the actual clas-
sification whether the clustering algorithm was added or
not; the crawler software that was added with the cluster-
ing algorithm was closer to the exact proportion in clas-
sification and obtained classification results with higher
accuracy and lower false alarm rate in a shorter time.

Keywords: Clustering Algorithm; Crawler Software; Net-
work Data; Scrapy Framework

1 Introduction

With the development of computer technology and the
birth of the Internet, the speed of information generation
has gained an explosive improvement [9]. Especially in re-
cent years, with the popularization of 4G communication
technology, the mobile Internet has been fully developed.
After combining the mobile Internet and the traditional
Internet, the generation and transmission speed of infor-
mation data further increases.

The advent of the big data era makes people’s life more
convenient, which is mainly reflected in the fact that users
can use more data to assist their different choices and ser-
vice providers can optimize their services according to big
data. However, the emergence of big data not only brings

convenience but also brings difficulties. The excellence
of big data is reflected in a large number of laws hidden
in a large number of data, which can assist the decision-
making of individuals or enterprises better. However, due
to a large amount of data, data fragments that support
different laws are scattered, and the method of human re-
trieval alone cannot meet the retrieval needs [2]. Crawler
technology can replace manual search to retrieve big data
and also can carry out preliminary classification of the
retrieved data, which is convenient for mining the rules.

In order to crawl deep web pages, Feng et al. [13]
designed an intelligent crawler with a two-stage frame-
work. In the first stage, with the help of a search engine,
the central page search based on the site is performed
to avoid visiting a large number of pages. In the sec-
ond stage, the most relevant links are mined to realize
fast site search. The simulation results showed that the
crawler could effectively retrieve the deep web interface
in large-scale websites and obtained a higher harvest rate
than other crawlers. Seyfi [10] proposed a focus crawler
that uses specific HTML elements of a page to predict the
topic focus of all pages in the current page that have un-
visited links and verified the effectiveness of the method
through simulations.

Huang et al. [5] put forward an extensible GeoWeb
crawler framework that could search various GeoWeb re-
sources and verified through simulations that the frame-
work had good extendibility. This paper briefly intro-
duced the basic structure of crawler software, the scrapy
framework, and the clustering algorithm that was used for
improving the performance of information crawling and
classification. Then, the crawler software and clustering
algorithm were programmed by the python software. Ex-
periments were carried out using the MATLAB software
in the LAN in a laboratory to test the Weibo data be-
tween October 1 and October 31. Moreover, a crawler
software that adopted the scrapy framework but did not
add the clustering algorithm was taken as a control.
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2 Crawler Software Based on the
Scrapy Framework

2.1 The Basic Structure of Crawler Soft-
ware

The basic framework of the crawler software for network
data crawling [6] is shown in Figure 1. In the overall
structure, crawler software is divided into an interaction
layer, logical business layer, and database layer. The in-
teraction layer is the top layer of the software, responsible
for the human-computer interaction with users.

The main content of the interaction layer is the de-
sign of the application form, which includes the main
page module, task view module, server view module, and
client view module. The main page module is responsi-
ble for querying the task information list and carry out
various operations on the task. The task view module is
the module for editing the task information, which can
directly edit the task by visualizing the task data. The
module is generally nested in the main page module. The
server module is responsible for monitoring the user’s use
of the client. The client module is used by the user to view
the software’s connection to the server and to receive or
release tasks.

Application form | pieraction layer

Logical business|

Serapy framework
layer

Cusiom database | Database layer

Figure 1: The basic framework of crawler software

Next is the logical business layer, which is mainly com-
posed of a scrapy framework [1]. It is the functional core
of the whole crawler software. Its main function in the
software is to realize the task description submitted by
the interaction layer, generate the corresponding crawler,
download the network data in the given URL address, and
summarize and count the string.

The last one is the database layer, whose main struc-
ture is a custom database. Its main function is to store or
delete the network data searched in the URL address in
the logical business layer. The user-defined database will
be created according to the user’s needs. When creating
the database, the user only needs to input the necessary
information such as database type, name, and account
password into the configuration file of the database. The
user-defined database will also automatically layer differ-
ent crawling tasks for the easy query.
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2.2 Scrapy Framework

After the Internet has entered the era of big data, the
amount of information data has expanded rapidly, which
greatly increases the difficulty of information retrieval.
The huge amount of data not only increases the difficulty
of information retrieval but also brings more high-value
hidden rules. In the face of the increasing amount of net-
work information, the emergence of search engines makes
information retrieval more convenient. The working prin-
ciple of a search engine is to crawl information data in the
Internet using crawler software and classify the informa-
tion according to the needed keywords.

As Python is easy to learn and has a large stan-
dard library of modules, crawlers are usually written in
Python. Scrapy is a crawler framework completely writ-
ten by Python language [4], and its operation diagram
is shown in Figure 2. The crawler framework consists of
a scrapy engine, scheduler, crawler, crawler middleware,
downloader, download middleware, project pipeline, and
the Internet. The scrapy engine is the core of the whole
operating framework, which is used for processing the
data flow in the operation process. The scheduler is con-
nected with the engine to store the crawling requests from
the engine and provide the stored crawling requests to the
engine, i.e., a crawling task list.

The downloader is connected with the Internet, down-
loads the web page information on the Internet accord-
ing to the task target order given by the scheduler, and
transmits it to the crawler. The crawler module that
contains the Internet crawling logic and parsing rules for
downloaded content is responsible for generating the pars-
ing results and subsequent search requests. The project
pipeline will receive the result data from the crawler, clean
and verify the data to reduce the interference of bad in-
formation, and store them in the database. The crawler
middleware and download middleware are the intermedi-
ate processing modules between the crawler and engine
and between the downloader and engine, respectively [8].
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Figure 2: Scrapy operation framework

The basic operation flow of scrapy is as follows:
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1) The crawler generates the request according to the
crawling logic and then transmits it to the sched-
uler to get the crawler request list without being pro-
cessed by the engine.

2) The engine obtains the crawler request from the
scheduler and starts to crawl the information, and
the request is passed to the downloader through the
download middleware.

3) The downloader downloads the web page information
from the Internet according to the address given by
the crawler request and transmits it to the engine
through the download middleware.

4) The engine feeds back the web page information to
the crawler through the crawler middleware, and the
crawler parses the information according to the set
parsing rules.

5) The data obtained after parsing is transferred to the
project pipeline by the engine to clean and verify the
data.

The above steps cycle until there are no more crawler
requests in the scheduler.

2.3 Clustering Algorithm for Data Ar-
rangement

Crawler software usually crawls the network information
to obtain the needed information and improve the re-
trieval efficiency. Facing the huge amount of network in-
formation, in order to facilitate storage and subsequent
retrieval, crawler software will classify the crawled infor-
mation.

The traditional crawler software usually classifies the
string of the crawled information by word segmentation
and divides the information containing the same keywords
into one category. This method is relatively simple, and
information containing the same keywords is generally rel-
evant on the surface. However, in the era of big data,
it is more important to deeply mine the hidden rules in
the network information. Classifying by relying on key-
words only is likely to divide the information with the
same or similar content but different keywords into differ-
ent topics, which will ultimately affect the effectiveness
and comprehensiveness of the retrieval results. Cluster-
ing algorithm [14] is an algorithm that divides based on
the difference between data, which not only depends on
the difference of keywords but also depends on the deep
connection of information.

In the crawler software, the crawler of the scrapy frame-
work crawls the information data according to the URL.
Before storing the data in the database, the data are clas-
sified using the clustering algorithm to facilitate the sub-
sequent accurate storage and retrieval. The data classi-
fication flow of the clustering algorithm is shown in Fig-
ure 3.

1) Firstly, the crawling data are preprocessed to re-
move the information noise and segment words. The
removal of information noise includes deleting the
meaningless characters and the text that cannot ex-
press the meaning because of few words. The seg-
mentation of words is to obtain individual words from
the text to form the vector features of the informa-
tion data.

2) Then, Gibbs sampling is performed on the prepro-
cessed information data [7] to reduce the vector
feature dimension of the information data and the
amount of calculation. The sampling formula is:
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where Z; is the 4t word in all information data sets,
1 is a two-dimensional subscript, which is composed
of m and n, representing n words in m information
data, K represents for the number of hidden themes,
W stands for a word, and « and S are the prior
superparameter of information data theme and the
prior superparameter of words under the theme re-
spectively, both of which obey the Dirichlet distribu-
tion [11]. After repeated sampling to convergence,
the theme distribution of every information data (6)
can be obtained, which is taken as the vector feature
of information data.

3) According to the input K value, K cluster centers are
randomly generated, and then the distance between
information data and different cluster centers is cal-
culated according to the distance calculation formula:

d(iL’, Z]) =

where d(z, Z;) stands for the distance between data
x and cluster center Z;, x; stands for the it" dimen-
sional data of x, and Z;; stands for the i*" dimen-
sional data of Z;. Then, according to the distance,
the information data are allocated to different cluster
centers.

4) After clustering, the cluster center of every kind of
data set is recalculated, and then Step 3 is repeated
to reclassify.

5) Steps 3 and 4 are repeated until the clustering cri-
terion function reaches the predetermined standard,
and its equation expression [12] is:
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Figure 3: The calculation flow of the clustering algorithm

where J(I) stands for the square error of the I th clus-
tering results, o7 stands for the i*" data in j category,
Z;(I) stands for the cluster center of the j category
at the I'" clustering, and € is a threshold for deter-
mining whether the iteration terminates or not.

3 Simulation Analysis

3.1 Experimental Environment

In this study, the crawler software and its clustering algo-
rithm were programmed using the python software. The
simulation experiment was carried out in a laboratory
server using MATLAB [3]. The configuration of the server
was Windows 7 operating system, 16G memory, and Core
i7 processor.

3.2 Experimental Data

In order to verify the effectiveness of the crawler software
in crawling information data after adding the clustering
algorithm, this study compared it with the crawler soft-
ware without the clustering algorithm. In order to ensure
the accuracy of the comparison results, it is necessary to
know the actual information data of the subject crawled
by the crawler software. However, in the real Internet,
new information will be generated constantly, and it is
nearly impossible to collect complete actual information
data. Therefore, the experiment in this study built a LAN
in the laboratory.

In the LAN, a server provided website services, and the
rest of PC used the crawler software to crawl the website
information. The web page data in the server providing
website service came from the collectible information of
Weibo. The Weibo data between October 1 and October
31 were collected through the application programming
interface (API) of Weibo. There were a total of 3000 text
messages, including five themes: 5G (520 messages), mo-
bile payment (390 messages), anti-corruption work (650
messages), animation (750 messages), and environmental
protection (690 messages). Through the manual review,
the theme of Weibo data came from the central idea re-
flected by each message. The messages might not include
the same keywords as the theme name. There was also
a connection between different themes, and there was a

small amount of Weibo information containing keywords
of other theme names.

The above situation of keyword mixing in different
themes could be used as the interference of crawler soft-
ware on crawling information classification storage. In the
experiment, crawler software with clustering algorithm
and software without clustering algorithm were used to
crawl the micro blog information in the laboratory LAN,
and then the information after crawling classification was
analyzed.

3.3 Experimental Results

Two kinds of crawler software crawled the Weibo infor-
mation in the LAN of the laboratory and then classi-
fied and stored the crawled information. The final re-
sults are shown in Figure 4, showing the actual pro-
portion of Weibo information classification. It was seen
from Figure 4 that “5G” messages accounted for 17.33%,
“mobile payment” messages accounted for 13.00%, “anti-
corruption work” messages accounted for 21.67%, “an-
imation” messages accounted for 25.00%, “environmen-
tal protection” messages accounted for 23.00%, and the
rest of messages accounted for 0% among the actual
Weibo information; in the classification of the crawler
software without the clustering algorithm, “5G” messages
accounted for 16.00%, “mobile payment” messages ac-
counted for 12.00%, “anti-corruption work” messages ac-
counted for 21.07%, “animation” messages accounted for
24.37%, “environmental protection” messages accounted
for 22.5%, and the rest of messages accounted for 4.07%.

In the classification of the crawler software that was
added with the clustering algorithm, “5G” messages
accounted for 17.30%, “mobile payment” messages ac-
counted for 12.93%, “anti-corruption work” messages ac-
counted for 21.57%, “animation” messages accounted for
24.93%, “environmental protection” messages accounted
for 22.97%, and the rest of messages accounted for 0.30%.
It was seen from Figure 4 that both crawler software could
effectively crawl effective information from Weibo and
classify information. There were only five classification
themes in the actual Weibo information. Although the
two kinds of crawler software also classified five themes,
there were some other information classification, espe-
cially the classification by the crawler software without
the clustering algorithm. Only a small part of the infor-
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Table 1: Accuracy and false alarm rate of two kinds of crawler software for classification of Weibo crawling information

Crawler Software Crawler Software
without with
the Clustering Algorithm the Clustering Algorithm
Accuracy/% | False alarm rate/% | Accuracy/% | False alarm rate/%
5G 88.7 5.2 98.2 1.7
Mobile payment 89.6 5.6 98.3 1.6
Anti-corruption work 89.4 5.4 97.5 2.3
Animation 88.8 5.2 98.6 14
Environmental protection 89.2 5.7 99.1 0.7
Comprehensive evaluation 89.1 5.4 98.3 1.5

mation was classified as other categories by the crawler
software added with the clustering algorithm.

On the whole, the classification of the crawling infor-
mation by the crawler software that was added with the
clustering algorithm was very close to the actual Weibo
information classification; however, the crawler software
without the clustering algorithm classified more informa-
tion into other categories, and the classification of crawl-
ing information was more deviated from the actual infor-
mation classification.

25.00

Percentage/ s
3

0.00

5G Mobile payment Anti-commiption Animation Environmental Others

work proteciion
® The crawler software withowt = The crawler software = Actual microblog

the clustering algorithm mformation

with the clustering algoriltm

Figure 4: Classification proportion of Weibo crawling in-
formation by the two crawlers and the actual proportion

Although the classification proportion of Weibo crawl-
ing information shown above also reflected the effect of the
two crawler software on information crawling and classi-
fication, the classification proportion only evaluated the
classification information from the whole but could not re-
flect whether the different information was classified accu-
rately. Table 1 shows the classification accuracy and false
alarm rate of the two crawlers. By comparison, it was
found that no matter what kind of classification informa-
tion, the crawler software with the clustering algorithm
had higher accuracy and lower false alarm rate.

When the two kinds of crawler software classified the
Weibo information, there were other types that were not
identified in the actual Weibo information classification;

moreover, the crawler software with the clustering algo-
rithm had higher classification accuracy and lower false
alarm rate. The reason was that keyword mixing between
different themes interfered with the classification of the
two software, especially the crawler software that was not
added with the clustering algorithm. The crawler soft-
ware with the clustering algorithm classified the text in-
formation based on the vector features of the information;
therefore, the influence caused by fixed keyword mixing
was relatively small. As the keyword was also a part of
the vector feature, the keyword mixing still impacted the
features, leading to classification errors.

180
160+

The crawler software without The crawler software with

the clustering algorithin the clustenng algonthm
Figure 5: The time required for two kinds of crawler soft-
ware to crawl and classify Weibo information

As shown in Figure 5, it took 157 s for the crawler
software without clustering algorithm to crawl and clas-
sify Weibo information and 65 s for the crawler software
with the clustering algorithm. The comparison in Figure 5
shows that the scrapy framework based crawler software
that was added with the clustering algorithm could clas-
sify the crawling information faster in the face of big data
Weibo information could classify the crawled information
faster when faced with a large amount of Weibo infor-
mation. Combined with the above results, it was seen
that the crawler software that adopted the scrapy frame-
work could effectively crawl the Weibo information and
could classify the crawled information faster and more
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accurately after using the clustering algorithm.

4 Conclusion

This paper briefly introduced the basic structure of
crawler software, the scrapy framework, and the cluster-
ing algorithm that was used for improving the perfor-
mance of information classification. Then, the crawler
software and clustering algorithm were programmed by
the python software, and an experiment was carried out
on Weibo data between October 1 and October 31 us-
ing the MATLAB software in LAN. The crawler software
that adopted the scrapy framework but did not add the
clustering algorithm was used as the control. The final
experimental results are as follows:

1) In the statistics of the classification proportion of
Weibo information, the two crawlers could effectively
crawl the effective information from the Weibo and
classify the information, but neither of them could
make the same proportion as the actual classifica-
tion; the category except the five themes appeared
in the classification of both software, but the classi-
fication proportion obtained by the crawler that was
added with the clustering algorithm was closer to the
actual proportion;

2) The scrapy framework based crawler software had
higher accuracy and lower false alarm rate in crawling
and classifying Weibo information after being added
with the clustering algorithm;

3) The scrapy framework based crawler software spent
less time crawling and classifying information after
being added with the clustering algorithm.
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