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Abstract

With the development of blockchain technology, we can
build many different applications on the blockchain. For
example, in the financial industry, we can use blockchain’s
decentralized features to create an encrypted electronic
currency system that does not require a third party. The
system allows transactions without going through a third
party. People can save some transaction costs, such as
application fees or transaction fees. However, the sys-
tem does not have a third party to control the data. It
may lead to insufficient security of every wallet in the
blockchain. Therefore, we will use public-key certificates
and RFID technology to improve security. Use software
and hardware two-factor authentication to prevent wallet
theft. Blockchain is also a distributed ledger that anyone
can see. All transaction information and smart contracts
on the blockchain are entirely public. It also means that
anyone can view transaction records and contract the con-
tent. It may lead to the abuse of data by illegal users. In
this regard, we will use a multicast mechanism to protect
private data on the blockchain and prevent data leakage.
Finally, there are more and more transactions and smart
contracts in the blockchain. In Bitcoin, all transaction
data exceeds 80 G.B. It may cause a significant burden
on some computers. In this regard, we will propose a new
consensus algorithm to improve the performance of the
blockchain. Transactions in the blockchain can be more
efficient and faster.

Keywords: Blockchain; Consensus Algorithm; Electronic
Money; Public Key Certificate; Radio Frequency Identifi-

cation

1 Introduction

With the development of computer networks, the way
to shop is no longer the traditional way of paying money
at the physical store before taking the goods home [10,20].
Instead, it is gradually replaced by online exchanges,
which has developed many innovative business models.
For example, O2O (Online To Offline) [14, 22]. The con-
venience and speed brought by online exchanges have
gradually changed people’s buying and selling habits, and
this trend has driven the growth of the electronic com-
merce [1, 21,24].

Nowadays, electronic currency transactions mostly use
third-party intermediaries’ certification to ensure that
the transaction can be completed [11, 12, 16]. Still,
transactions through third-party intermediaries are time-
consuming and expensive, and there are other risks. For
example, consumer funds may be misappropriated by
unethical third parties, malicious bankruptcy, derivative
claims, or become a hotbed of criminal money laundering.
Blockchain can solve the above problems because it can
achieve decentralization; data cannot be tampered with,
indelible ledger, transparent and open transactions [2–4].

There are many related applications using blockchain
technology. For example, in the financial industry, we can
use blockchain’s decentralized characteristics to build an
encrypted electronic currency system that does not re-
quire a third-party trust center [19, 23, 32]. Using this
system can make transactions that do not need to go
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through an intermediary and save some additional trans-
action costs, such as application fees or transaction fees.
However, the system also lacks a third-party trust center
to control data, leading to insufficient security of various
currency wallets in the blockchain [6, 9, 17,25].

In this regard, we will use digital certificates and ra-
dio frequency identification technology [27,30] to improve
security. Use software plus hardware double verification
to prevent wallet theft. The blockchain is also an open
network ledger, and all transaction information and smart
contracts on the blockchain are entirely open [8,18,31]. It
also means that anyone can view other people’s transac-
tion records and contract content, leading to illegal users’
data abuse. In this regard, this research will propose a
group broadcast mechanism to protect private data on
the blockchain and use the group confidentiality function
in the group broadcast mechanism to prevent data leak-
age [13,33].

Finally, many transaction records and smart contracts
on the blockchain bring a heavy burden to the computer.
In this regard, this research proposes a new consensus al-
gorithm to improve the blockchain’s performance, thereby
making transaction data more efficient and faster [15].

This article will propose three research issues on the
security and performance of blockchain with innovation
architecture technology. This paper is organized as fol-
lows. Section 2 introduces three research motivations. In
Section 3, we will propose three research issues for solving
the research problems in Section 2. Finally, a conclusion
is conducted in Section 4.

2 Research Motivations

This research will propose ways to improve the
blockchain environment’s infrastructure to provide users
with high-security virtual currency wallets and privacy
protection while improving blockchain technology’s per-
formance. The following research is aimed at different
motivational statements presented by the environment.

Motivation 1. Construct a two-factor authentication
virtual currency wallet to improve security.

Blockchain is a technology based on privacy security,
consensus algorithms, and encryption breakthroughs.
In the past, to apply for membership on the Inter-
net, you had to fill in a lot of personal information,
but only one address is required in Bitcoin, which is
equivalent to an ordinary account that you can trade.
Due to this feature, coupled with Bitcoin transac-
tions’ anonymity, it has become a tool for criminals
to use Bitcoin as a tool for illegal transactions (for ex-
ample, drug trafficking, arms transactions, payment
of kidnapping ransoms, etc.).

Recently, there have been many cases of hackers
stealing bitcoins in various countries worldwide, mak-
ing everyone pay more and more attention to the se-
curity of virtual currency wallets. Virtual currency

wallets are just like the wallet you carry on your
body; actual wallets are used to put cash. The virtual
currency wallet is used to put your digital currency.
Just like in reality, you need to protect your wal-
let. Several recent major Bitcoin theft incidents are
due to insufficient security of wallet software service
providers. Victims of credit card theft can freeze and
cancel the card. Abnormal transactions, but trans-
actions on the blockchain are irreversible, so they are
especially popular with thieves.

There are mostly two ways of stealing. One is to steal
the private key database for the company’s internal
personnel to control all users’ public key and private
key (password) and then transfer the user’s money,
such as a foreign one. In the black market of Bitcoin,
Sheep Marketplace, the boss guarded the transfer of
the money and shut down the website, stealing up to
100 million U.S. dollars. Another way of stealing is
for external cyber hackers to obtain the user’s public
key and Private key (password) and then transfer
the money. This research will construct a two-factor
authentication virtual currency wallet to solve the
above security issues.

Motivation 2. Establish a multicast mechanism and
track illegally transmitted data to protect users’ in-
tellectual property rights.

Data privacy and ownership protection on the
blockchain are also significant issues. Today’s
most popular blockchain application, Ethereum, can
sign smart contracts on the blockchain, and the
blockchain is also used in healthcare. In various fields
such as finance, finance, and manufacturing, this re-
search will also study the transactions between enti-
ties and non-entities on the blockchain. The data
transmitted becomes more and more diverse. We
must also implement encryption mechanisms in data
transmission. Protect the rights of data owners.

To protect ownership to prevent and track illegal
distribution by others, the information transmitted
on the blockchain may be electronic medical records
or e-books, as well as music and other copyright
issues. Alphabet’s artificial intelligence company
DeepMind should also use blockchain technology to
protect medical privacy. To protect all rights and
interests, we must prevent the illegal transmission
of information and prevent others from transmitting
copyrighted information or private information be-
fore and after transmission. The researchers con-
structed a group broadcast mechanism and tracked il-
legally transmitted data. It uses previous key encryp-
tion technology and subsequent copyright tracking
to understand the person or node transmitting the
data. It will prevent others from efficiently transfer-
ring protected files. Protect users’ intellectual prop-
erty rights.

Motivation 3. Improve the computing performance of
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the blockchain to reduce the threshold and time re-
quired for transactions.

Nowadays, the transaction volume of blockchain is in-
creasing. For Bitcoin, all transaction data is close to
80G, which is not a small burden for ordinary com-
puter storage. How to store transaction data effi-
ciently and quickly becomes a challenge. One of the
reasons that affect performance is the consensus algo-
rithm, that is, how to ensure that each newly created
block has the same method through an invariant al-
gorithm. In the future, it needs to be applied to
larger industries. According to the current consensus
algorithm, the transaction speed per second cannot
meet the entire society’s payment needs, which is a
challenge for future scalability. For example, Bitcoin
can only process seven transactions per second, while
Ethereum can only process 25 transactions per sec-
ond. However, the transaction volume of the finan-
cial industry is 10,000 to 100,000 transactions per
second. There is still much room for improvement
in performance in the future. Besides, performance
issues will indirectly affect security issues.

Due to the above three motivations, this research ap-
plies various encryption and protection mechanisms to the
blockchain to solve the security and efficiency issues of
blockchain applications in various fields in the future.

3 Research Issues

The research framework of the blockchain security and
efficiency innovation architecture technology is shown in
Figure 1. Based on this structure, this article proposes the
following three research topics: 1) Research on blockchain
currency wallet; 2) Research on blockchain data privacy
and ownership protection technology; 3) Research on us-
ing consensus algorithms to improve blockchain perfor-
mance. We will introduce them in the following three
subsections.

Multicast Mechanism Ownership Protection

Consensus Algorithms

Certification Management Systems

Currency Wallet Users Smart Card

Blockchain

Figure 1: The research framework of the blockchain secu-
rity and efficiency innovation architecture technology

3.1 Research on the Security of
Blockchain Currency Wallet

The first research topic will focus on the security of
virtual currency wallets in the blockchain and combine
software and hardware for two-factor verification. Users
must first verify their identity through a certificate au-
thority (C.A.) to obtain a digital certificate. The private
key in the asymmetric key is stored in the smart card. The
software part is to prevent the database of third-party e-
wallet service providers from being stolen. We use a smart
card to read the private key to verify the user’s identity,
and the service provider cannot obtain the user’s key. By
combining hardware facility smart card and software au-
thentication identity, software and hardware two-factor
authentication, hackers who want to steal can even obtain
the user’s public key (smart card authentication) without
the private key—remit funds.

In the research on the security of the blockchain vir-
tual currency wallet, we will combine the certificate man-
agement system, the double verification of the RFID
card [5, 7], and the virtual currency wallet system to im-
prove the wallet’s security. The blockchain digital cer-
tificate and certificate management system’s development
phase and the verification phase of the RFID encrypted
private key will be executed [26,28,29]. The research top-
ics include users, certificate management systems, virtual
currency wallet systems, RFID cards, and blockchain.

1) The blockchain digital certificate and certificate man-
agement system’s development phase:
The architecture and flowchart of the blockchain dig-
ital certificate and certificate management system’s
development stage are shown in Figure 2. This topic
aims to issue legal digital certificates to confirm indi-
viduals, computers, and other entities on the Inter-
net. The digital certificate is encrypted and stored
on the blockchain. A certificate management sys-
tem is then established to read the electronic cer-
tificate and make the electronic certificate issue un-
modifiable. Multiple certificate management systems
can verify the digital certificate at the same time to
achieve the effect of identity verification. The re-
search process of blockchain trusted online identity
authentication and access control technology is as fol-
lows:

Step 1. The user applies for a digital certificate
from the CA.

Step 2. C.A. generates a series of public ellip-
tic curve cryptographic system parameters and
generates C.A.’s public key and private key pair.
According to the user I.D., the C.A. uses its pri-
vate key to sign the user I.D. and generate a
digital certificate.

Step 3. The CA encrypts the certificate’s content
and stores it on the blockchain. The remaining
C.A.s can verify the legality of this operation
and synchronize blockchain data.
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Step 4. Save the private key to the smart card.

Step 5. Save the public key to the currency wallet.

Step 6. The user reads the electronic wallet infor-
mation.

Step 7. Read the private key in the smart card and
verify the holder.

Smart Card Currency Wallet

Users

Certification Management Systems

Blockchain

6
Step 1

?
Step 2

6
Step 3

�
�
�
�
�
��

Step 4

A
A
A
A
A
AU

Step 5
HHHHj

Step 6

� Step 7

Figure 2: The architecture of blockchain virtual currency
wallet

2) The verification phase of the RFID encrypted private
key:
This topic aims to use a smart card to store the pri-
vate key issued by the C.A., send the private key
to the virtual currency wallet system, and verify it
to prevent the private key from being stolen by the
software service provider’s hackers. Obtain the user’s
wallet private key from the C.A. and store it on the
smart card. If a user wants to read the private wallet
key, the user needs to use his/her reader sensor tag to
send the private key to the back-end server (virtual
currency wallet system) for verification. The identity
proceeded as follows:

Step 1. The private key is encrypted and stored on
the smart card.

Step 2. The public key is stored in the virtual cur-
rency wallet system.

Step 3. The card reader reads the smart card to ob-
tain the private key and sends it to the back-end
server for verification.

Step 4. Obtain the wallet use permission through
verification.

3.2 Research on Blockchain Data Privacy
and Ownership Protection Technol-
ogy

The second research topic will focus on protecting data
privacy and ownership of the blockchain. First, design
a packet broadcast mechanism to protect the privacy of
data shared on the blockchain. The lack of security pro-
tection for sharing on the blockchain may result in illegal

users intercepting shared files and learning the content
and data of shared files—the files to be shared need to
have a more secure protection mechanism. As shown in
Figure 3, we plan to establish a secure file sharing mech-
anism so that only U2, U4, U5 can unlock the contents
of shared files, and U0, U1, U3 outside the group can-
not effectively know the shared files Content information.
Second, to protect the transmission of data, we will es-
tablish a prevention and tracking mechanism. We use the
blockchain to pre-transmit the key, read the proprietary
transaction key on the software, unlock the file, and use
the tracking mechanism to track the illegal transfer. Af-
terward, it will punish users of files equally to deter those
who intend to distribute files.

Figure 3: File security sharing mechanism

As far as the research topic of data privacy and own-
ership protection technology in blockchain is concerned,
this goal will be achieved by combining group broadcast-
ing mechanism, prevention mechanism, and post copy-
right tracking mechanism. Since it can share data on the
blockchain with multiple users simultaneously, the data
privacy part hopes to use packet broadcast encryption
technology to meet this demand. The key management
architecture diagram is shown in Figure 4. This research
aims to establish a system environment based on a cen-
tralized group key management method and design a se-
cure sharing mechanism for blockchain files. The technol-
ogy developed is to broadcast the file to be shared while
sharing the file. When encrypting, only users who are au-
thorized to share can unlock the file, and the key update
message is sent together with the file message to improve
efficiency.

This topic will use the Chinese Residual Theorem
(CRT) and the concept of privacy homomorphism to in-
crease the amount of calculation when using public-key
mechanisms to encrypt and decrypt shared files. How-
ever, it must also resolve the ensuing key update prob-
lem to make it more practical. Therefore, this part of
the research can adopt a media-dependent secure multi-
cast architecture; when a member changes, the key up-
date operation that needs to be performed will be re-
served for transmitting shared information to avoid shar-
ing groups. Team members update the keys frequently.
Besides, each group member still only needs to maintain
a secret key in this mechanism, so the amount of calcu-
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Figure 4: The key management architecture diagram of
secure file sharing

lation and transmission required for key update messages
is relatively saved.

Ownership protection methods need to prevent vari-
ous attack methods, so its technology and method pro-
tection require incredibly high flexibility. Therefore, it is
necessary to discuss and analyze the issue of flexibility
repeatedly.

There are certain restrictions on the capacity and com-
puting power of the smart card. When storing, it is nec-
essary to consider whether the smart card’s capacity and
computing power can store the encrypted private key.
The encryption length is the security length in the en-
cryption process: it needs more detailed discussion and
analysis.

3.3 Research on Using Consensus Algo-
rithms to Improve Blockchain Perfor-
mance

The third research topic will focus on the improvement
of the blockchain performance of the consensus algorithm.
It will study new consensus algorithms, the basic param-
eters of the consensus mechanism will be studied, and
it will improve the more popular consensus algorithms
currently in use. Then we will develop a more effective
method.

This topic will first focus on the eight basic parame-
ters of the consensus mechanism and conduct more in-
depth research, as shown in Figure 5. Currently, we have
a preliminary understanding of the consensus algorithm
used in different blockchains. Therefore, we will further
discuss and compare transaction calculation performance
and combine the basic parameters of the consensus mech-
anism to find a consensus algorithm closer to the entire
society’s future transaction performance.

The innovative consensus mechanism’s research direc-
tion is mainly based on studying the basic parameters of
the consensus mechanism and the in-depth discussion of
transaction calculation efficiency as an improved method.
The idea is as follows:

1) The storage method of each transaction is a Merkle
tree, and the transaction data hash is the Merkle root
hash.

2) The public key and private key are generated by
the Ellipse Extraction Digital Signature Algorithm
(ECDSA). Hash is used for signatures because this
method is easy to calculate the public key. Still, the
public key is not easy to calculate the private key.
The length of the key is more difficult to crack than
traditional RSA.

3) Take advantage of PoW and PoS, using a hybrid con-
sensus mechanism for maintenance.

Besides, we think we can start from the blockchain
architecture. When many computers process blockchain
transactions, not every user participates in every trans-
action, but an intermediate layer is established. Our idea
is to centrally process a specific transaction intermediary
mechanism, provide sufficient security and maintain suffi-
cient decentralization features by the institution, and then
divide blockchain transactions into parallel batch process-
ing through the network. For example, cutting a large
blockchain into several small blockchains is necessary to
ensure that these small blockchains still have sufficient se-
curity. For example, permission control can also continue
to each small blockchain.

When inventing a new consensus algorithm, some prob-
lems will arise. The first is whether the data security
cryptography is reliable enough, and the second is which
industries the algorithm is suitable for. Therefore, the
new consensus algorithm must be repeatedly tested with
different attack methods and evaluate its actual benefits
and applications.

4 Conclusions

This article has proposed three future research issues
for blockchain’s security and performance with innovation
architecture technology.

We summary the main works of these research issues
as follows:

Topic 1: Research on the Security of Blockchain Cur-
rency Wallet

1) Development of blockchain digital certificates
and certificate management systems.

The following research work will carry out to de-
velop the blockchain digital certificate and man-
agement center:

a. Develop trusted digital certificates and
store them on the blockchain.
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b. Establish a certificate management system.

2) Research and development of verifying smart
card encryption private key.

The following research work will carry out to en-
able smart card devices to store encrypted pri-
vate keys:

a. Use smart cards to store encrypted private
keys without being stolen by others.

b. The background server verifies the private
key and public key.

Topic 2: Research on Blockchain Data Privacy and
Ownership Protection Technology

1) Research on the development of the blockchain
data privacy and group broadcast mechanism.

The following research work will carry out to re-
search and develop the blockchain data privacy
and group broadcasting mechanism:

a. Research and develop the group broadcast-
ing mechanism on the blockchain;

b. Establish a centralized group key manage-
ment system.

2) Research and development of prevention and
post-tracking mechanism for ownership protec-
tion.

The following research work will carry out re-
garding the prevention and tracing mechanism
of ownership protection:

a. Develop a mechanism to transmit the trans-
action key on the blockchain and decrypt it
on the other party’s software.

b. Establish a tracking mechanism to track the
spread of illegal users.

Topic 3: Research on Using Consensus Algorithms to
Improve Blockchain Performance

1) Research the eight basic parameters of the con-
sensus mechanism.

2) Research on different consensus mechanisms in-
depth analysis.

3) Research and develop more effective consensus
algorithms.

4) Evaluate the effectiveness of the developed con-
sensus algorithm.

5) Research and develop innovative blockchain ar-
chitecture.

The irreversible characteristics of the blockchain and the
trust machine model make electronic money flourish and
exchange. The convenience of e-commerce will drive the
country’s economic development and will make a con-
siderable contribution to the development of information
technology and the entire world economy.
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Abstract

With the increasing development of computer and net-
work technology, blind signature scheme has been widely
used in electronic cash, electronic election, casual trans-
mission and other fields. It can resolve the conflict be-
tween anonymity and controllability, protecting user’s pri-
vacy while tracing their identities. The traditional blind
signature scheme has many problems, such as high storage
cost and communication cost. To solve the above prob-
lems, a blind signature scheme based on elliptic curve-
identity is proposed, which adopts the dot product oper-
ation on elliptic curve to replace the bilinear pair opera-
tion and reduces the computational overhead. Under the
random oracle model, the unforgeability attack is proved.
And we give the security analysis of the new scheme.

Keywords: Blind Signature; Elliptic Curve; Identity; Ran-
dom Oracle Model

1 Introduction

With the cryptography deeply research, the application
of cryptography has come into every aspect of social life,
especially in financial system and military system [6, 14].
As the main content of cryptography research, digital sig-
nature is widely used in many fields [8, 15]. Therefore, it
has attracted people’s attention. Many different concepts
of digital signature had been proposed, such as blind sig-
nature, group signature, proxy signature and threshold
signature. Electronic cash system, electronic election sys-
tem and other applications play an increasingly important
role in life [10,13], but the resulted security problems are
also ubiquitous. In order to better protect the privacy
of users and ensure that the information submitted by
the client are not stolen by the third party, the concept
of blind signature is proposed. Meanwhile, various blind
signature schemes come into being and are widely used
in fields with anonymous requirements. Fan [4] presented
a blind signature scheme with randomization based on
bilinear pairing primitives. Furthermore, it provided con-

crete security proofs for the required properties of the
proposed scheme under the random oracle model. He [5]
proposed an identity based blind signature scheme with-
out bilinear pairings to save the running time and the
size of the signature. Cao [2] presented a quantum proxy
weak blind signature scheme. It was based on controlled
quantum teleportation. Five-qubit entangled state func-
tions as quantum channel. The scheme used the phys-
ical characteristics of quantum mechanics to implement
message blinding, so it could guarantee not only the un-
conditional security of the scheme but also the anonymity
of the messages owner. However, some schemes are with
large computational time, others are low efficiency.

In blind signature, the signer does not know the spe-
cific content of the signed message, but the complete
anonymity will leave a security risk. In electronic vot-
ing, for example, complete anonymity may allow voters
to revote or change their vote multiple times. As a digital
signature with special characteristics, blind signature was
first proposed by CHAUM in 1982. In addition to meet
the nature of ordinary digital signature, blind signature
also needs to meet the following requirements:

1) The signer is invisible to the content of the document,
that is, the signer does not know the specific content
of the message.

2) The signature message is untraceable, that is, after
the signature message is published, the signer cannot
know which time he signed it [1].

The most intuitive metaphor for blind signature is that
the document owner first puts the document to be signed
into an envelope with carbon paper, and seals it (blind),
then gives the document to the signer; When a signer
signs an envelope, his signature is signed onto the doc-
ument through carbon paper (signature); When the file
owner opens the envelope, the real signature of the file can
be obtained (de-blinding). Since the signer cannot see the
contents of the file when signing, the blind signature is es-
pecially suitable for the domain where the privacy of the
file owner needs to be protected. In this paper, we propose
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a blind signature scheme based on elliptic curve-identity.
Under the random oracle model, the scheme is proved to
be effective in resisting the existence unforgeability at-
tack in adaptive selection message. The new scheme does
not use bilinear pairs, which reduces the computational
overhead. This paper is organized as follows. Section 2
introduces the preliminaries including bilinear pairs and
review of traditional blind signature scheme. In Section 3,
we detailed explain the proposed blind signature scheme
based on elliptic curve-identity. Section 4 gives the perfor-
mance analysis of proposed scheme. Finally, a conclusion
is conduced in Section 5.

2 Preliminaries

2.1 Bilinear Pairs

G1 is a q − order cyclic addition group generated by g.
G2 is a q − order cyclic multiplication group. q is a large
prime number [9]. a, b ∈ Z∗q , e : G1 ×G2 is bilinear pairs
with the following properties:

1) Bilinear: For all P,Q ∈ G1 and all a, b ∈ Z∗q ,

e(aP, bQ) = e(P,Q)ab.

2) Non-degenerate: There is g ∈ G1, so that e(g, g) 6= 1.

3) Computability: For all P,Q ∈ G1, there is an effec-
tive algorithm to calculate e(P,Q).

2.2 Difficulty Hypothesis

1) DDHP (Decisional Diffie-Hellman Problem). Known
P , aP , bP , cP , where a, b, c ∈ Z∗q . Judging whether
c ≡ abmodq is correct.

2) CDHP (Computational Diffie-Hellman Problem).
Known P , aP , bP , cP , where a, b, c ∈ Z∗q . Compute
abP .

If DDHP is easy, but CDHP is difficult in group G,
G is called the Gap Diffie-Hellman group.

3) DLP (Discrete Logarithm Problem). Set the order
of cyclic group G as p, g ∈ G is a generator. Given
(g, ga), in group G, calculating a ∈ Z∗p is difficult.

DLP problem is said to be difficult if there is no prob-
ability polynomial time algorithm C to solve the DLP
problem with insuperable advantage.

3 Traditional Blind Signature
Scheme

3.1 Review of Blind Signature

In this section, we will review the traditional blind signa-
ture scheme according to reference [3, 7].

1) System establishment. Input system safety param-
eter 1k. KGC (Key generation center) generates
p−order cyclic addition groupG1, G2 and cyclic mul-
tiplication group GT , where p ≤ 2k is prime number.
Q ∈ G2 is selected as generator, homeomorphic map-
ping ϕ : G2 → G1, calculating P = ϕ(Q) ∈ G1. Bi-
linear pair mapping is e : G1 ×G2 → GT . KGC ran-
domly selects s ∈ Z∗p , which is used as the main key
of the system to keep secret. Computing Qp = sQ as
the public key of the system. Selecting the safe Hash
function: H1 : (0, 1)∗ → Z∗p , H2 : (0, 1)∗ ×GT → Z∗p ,
H3 : (0, 1)∗ → Z∗p . Public parameters is params =
G1, G2, GT , H1, H2, H3, P,Q,Qp, q, ϕ.

2) Extracting key. KGC calculates the private key of
signer A SA = 1

H1(IDA)+sP . The SA is sent to signer

A through a secret channel.

3) Signature protocol. This algorithm needs to be com-
pleted by interaction between signer A and user B. It
is known that the public parameter of the system is
params, the identity and private key of A are IDA

and SA respectively, the message m ∈ 0, 1∗. c is the
public information agreed by B and A in advance.
It pre-computes g = e(P,Q). The following is the
interaction process between A and B:

• Commitment. A randomly selects x, y ∈ Z∗q ,
computing r1 = gx1 , r2 = gx2 , v1 = gy1 , v2 = gy2
and sending (r1, r2, v1, v2) to B.

• Blind. After receiving (r1, r2, v1, v2), B ran-
domly selects blind factor α, β ∈ Z∗q , comput-

ing r̄1 = rα1 g
αβ
1 g

αH−1
1 (A)H−1

3 (c)
1 v

H−1
3 (c)

1 , r̄2 =

rα12g
αβ
2 v

αH−1
3 (c)

21 , R = r̄
H1(IDA)
1 r̄2, h =

α−1H2(m, c,R) + βH3(c). Then it sends h to
A.

• Signature. After receiving h, A calculates V1 =
(xH3(c) + y + h)P + SA and sends V1 to B.

• Removing blind. After receiving V1, B computes
V = αV1, so the signature of message m is σ =
(m, c,R, V ).

4) Verification. The verifier receives the signature pair
σ = (m, c,R, V ), verifies equation e(V,H1(IDA)Q +

QP = RH3(c)g
H1(IDA)H2(m,c,R)
1 g

H2(m,c,R)
2 , if the

equation is correct, then the signature is valid, oth-
erwise, the signature is invalid.

3.2 Scheme Attack

Through analysis, it is found that the above traditional
scheme is not safe. Dishonest users can change the public
information c into ĉ without the signer and verifier being
aware of it. The following is the attack process in the
interaction between signer A and user B.

• Commitment. A randomly selects x, y ∈ Z∗q , com-
puting r1 = gx1 , r2 = gx2 , v1 = gy1 , v2 = gy2 and
sending (r1, r2, v1, v2) to B.
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• Blind. After receiving (r1, r2, v1, v2), B randomly
selects blind factor α, β ∈ Z∗q , computing r̄1 =

r
αH3(c)
1 vα1 g

αβ
1 g

αH−1
3 (IDA)

1 , r̄2 = r
αH3(c)
2 gαβ2 vα2 , R =

r̄
H1(IDA)
1 r̄2, h = α−1H2(m, ĉ, R) + βH3(ĉ), h∗ =
H−1

3 (ĉ)h. Then it sends h∗ to A.

• Signature. After receiving h∗, A calculates V ′1 =
(xH3(c) + y + h∗)P + SA and sends V ′1 to B.

• Removing blind. After receiving V ′1 , B computes
V̂ = αH3(ĉ)V ′1 , so the signature of message m is
σ = (m, ĉ, R, V̂ ).

The signature verifies the equation. The dishonest user
successfully replaces c with ĉ.

4 ECID: Elliptic Curve-Identity-
Based Blind Signature Scheme

• Initialization. Input safety parameter k, KGC gen-
erates two major prime numbers p and q. Define
elliptic curve E(Fp) on finite domain Fp. Let G be
an additive group of points on E(Fp) whose order is
q. KGC selects one basis point p of G and two safe
Hash functions: H1 : 0, 1∗ ×G→ Z∗p and H2 : 0, 1∗

times0, 1∗timesG→ Z∗p . KGC randomly selects the
master key s ∈ Z∗p , the public parameter params =
p, q, E(Fp), G, P, Ppub, H1, H2. This phase consists of
the following two steps:

1) Step 1. The selected infinity point G is a large
number on the E(Fp) curve.

2) Step 2. Randomly select xID ∈ Z∗p , and cal-

culate the public key XID = x−1
IDP , YID =

x−1
IDPpub, PKID = (XID, YID).

• Generate part of the private key. Input identity ID
of A, system main key s and system public parame-
ter params. Obtain part of the private key DID =

1
1+s−1QID

P . Where, QID = H1(ID,XID, YID).

• Signature protocol. This algorithm needs to be com-
pleted by interaction between signer A and user B.
The message m ∈ 0, 1∗. c is the public information
agreed by B and A in advance. The following is the
interaction process between A and B:

– Commitment. A randomly selects x, y ∈ Z∗q ,
computing r1 = gx, r2 = gy and sending (r1, r2)
to B.

– Blind. After receiving (r1, r2), B randomly se-
lects blind factor α, β ∈ Z∗q , computing r̄ =

(r1r2)αgβ , h = α−1H2(m, c, r̄). Then it sends
h to A.

– Signature. After receiving h, A calculates V1 =
((x+ y)H3(c) + hSID) and sends V1 to B.

– Removing blind. After receiving V1, B computes
V = αV1 + βH3(c), so the signature of message
m is σ = (ID,m, c, r̄, V ).

• Verification. The verifier receives the signa-
ture pair σ = (ID,m, c, r̄, V ), first computes
H1(ID), H3(c), H2(m, c, r̄) verifies equation gV =

r̄H3(c)P
H1(ID)H2(m,c,r̄)
pub , if the equation is correct,

then the signature is valid, otherwise, the signature
is invalid.

5 Performance Analysis of Pro-
posed Scheme

5.1 Correctness Analysis

The proposed scheme is correct.

h = H2(mPxAGPe(S, xA +RYA)g−h

= H2(mPYAPe(β
−1(r + h)xAR, xA +RYA)g−h

= H2(mPYAPe(β
−1(r + hβ + α)xARP, x

−1
A P

+Rx−1
A Ppub)g

−h

= H2(mPYAPe(β
−1(r + hβ + α)P, P )g−h

= H2(mPYAP (Ugα)β−1)

= H2(mPYAPV ). (1)

5.2 Security Analysis

The proposed blind signature scheme satisfies the blind-
ness.

Assume that the blind signature is (m,S, h), and any
set of views (U, h′, S′) generated by the publishing pro-
cess of blind signature. The blind factor α, β is randomly
selected. The following equations are established.

β = logSS
′modp. (2)

α = h′ − hlogSS′modp. (3)

There is a unique α and β, which makes above formulas
true. So the proposed blind signature scheme satisfies the
blindness.

5.3 Unforgeability Proving

Theorem 1. Under the random oracle model, based on
the discrete log-difficult problem, the scheme satisfies the
existence unforgeability under the adaptive selection mes-
sage attack and identity attack.

Lemma 1. Assuming that adversary A wins the follow-
ing game with a non-negligible advantage ε after a se-
ries of queries (including qHi Hash queries, qE private
key extraction queries and qV signature queries) within a
polynomial bounded time t. The challenger C solves the
discrete logarithm problem by an advantage no less than
ε√
qH2

.



International Journal of Network Security, Vol.23, No.1, PP.9-13, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).02) 12

Table 1: Performance comparison with four schemes

Scheme Requester Signer Verification Total computation
IPB 2M+E 2M+4E 2P+M+2E 2P+2M+6E

DLM 2M+E 3M+5E P+2M+2E 2P+2M+4E
IAQ M+E 3M+3E P+2M+3E 2P+4M+10E

ECID M+E M+2E 2M+2E 4M+4E

Proof. Assuming ID∗ is a target user, the following is the
interaction process between C and A.

• System establishment stage. C runs system estab-
lishment algorithm, and returns system parameter
params = (G,H1, H2, H3, p, g, Ppub) to A, set Ppub =
ga.

• H1 inquiry. C maintains list L1 = (IDi, ωi), and its
initial value is null. When receiving H1 inquiry, if
QIDi

is already in list L1, QIDi
is returned. Other-

wise, C randomly selects ωi ∈ Z∗p and returns ωi to
A, then updates list L1.

• H2 inquiry. C maintains list L2 = (mi, ci, r̄i, hi), and
its initial value is null. When receiving H2 inquiry, if
Hash value li of L2 is already in list L2, Hash value
li is returned. Otherwise, C randomly selects li ∈ Z∗p
and updates list L2.

• H3 inquiry. C maintains list L3 = (ci, hi), and its
initial value is null. When receiving H3 inquiry, if
h̄i is already in list L3, h̄i is returned. Otherwise, C
randomly selects h̄i ∈ Z∗p and updates list L3.

• Key extraction inquiry. C maintains list L1. When
receiving the key extraction inquiry, if IDi = ID∗,
C fails to exit. Otherwise, C looks up table L1, cal-
culates SIDi = aωi, and returns SIDi to A, updates
list L1.

• Signature query. If such query is received (assuming
that relevant Hash query and key extraction query
have been done), C looks up table L1 to get the pri-
vate key of user IDi. Then V is calculated and re-
turned to A by combining the signature algorithm
and table L1 − L3.

• Forgery. Challenger C and adversary A have qHi(i =
1, 2, 3) random oracle inquiries (each inquiry time is
tHi

(i = 1, 2, 3)), qE key extraction inquiries (each in-
quiry time is tE), qv signature inquiries (each query
time is tv, if algorithm C does not stop, under the
condition of no key extraction query for ID∗ and
signature query for (ID∗,m∗, C∗), A can success-
fully forge the signature (ID∗, r̄, V ) of the message
(m∗, c∗) with probability 1√

qH2
under a non-negligible

advantage ε within time t′ < t+ (tH1
qH1

+ tH2
qH2

+
tH3

qH3
+ tEqE + tvqv).

According to Forking lemma, through the Hash re-
play of A, C can obtain two valid signatures (ID∗,
m∗, c∗, r̄, l1, ω1, h̄1, V1) and (ID∗, m∗, c∗, r̄, l2, ω2, h̄2, V2)
about (m∗, c∗. Let k ∈ Z∗p represent the discrete loga-

rithm value, namely gk = r̄.

5.4 Comparison Results

We make comparison with three other blind signature
schemes including IPB [11], DLM [12] and IAQ [16].
Defining point operations as P, scalar multiplication of
group G1, G2, GT and G as M and power multiplication
as E.

As can be seen from Table 1, the total calculation
amount of the proposed scheme in this paper is 4M +4E,
in which the modular exponentiation is 4E. Compared
with the scheme in reference IPB and DLM, the calcu-
lation cost of ECID is the lowest. Compared with the
scheme in IAQ, the calculation cost of ECID is greatly re-
duced, and it improves the computational efficiency. More
importantly, the scheme in this paper does not use bilinear
pairings which has the largest computational overhead,
and overcomes the defect of tampering with public infor-
mation, so it is superior to the above schemes in terms of
efficiency and security.

6 Conclusions

Based on the security analysis of traditional blind sig-
nature, this paper reveals that the public information is
easy leaked. To solve this problem, this paper proposes
an identity-based identity blind signature scheme. The
new scheme does not use the bilinear pairings with the
largest computational overhead, and can effectively resist
tampering with public information attacks. Compared
with the existing schemes, the new scheme has significant
improvement in efficiency and safety.
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Abstract

Quick Responding codes, namely QR codes, are widely
used in various communication applications and electronic
transactions such as electronic payments and information
integrations, since they provide excellent characteristics
such as large data capacity, widely coding domain, and
stronger error correction ability etc. However, as the QR
code is transmitted on public channel and can be scanned
by any QR reader, one can obtain the data from the en-
coded QR code. Simultaneously, the encoding and de-
coding algorithms are public, the sensitive data such as
paying account and password will be revealed to the QR
reader, which might incubate the risk of privacy leakage.

For solving this problem, this paper proposes a novel
approach to protect the private data in QR code. In our
method, the secret information is embedded in the ran-
dom position of a QR code matrix by utilizing an error-
correcting mechanism, and only authorized user in posses-
sion of required keys will be able to retrieve and recover
this secret data embedded and hidden in the QR code.
The user without the secret key can only decode pub-
lic information from the QR code. Although our hiding
scheme will decrease the rate of error-correctness of QR
decoding, we indicate that the analysis shows that scheme
is effect om practical applications. Compared with related
schemes, the proposed scheme provides higher security
that is less likely to attract the attention of potential at-
tackers.

Keywords: Data Hiding; Error-Correcting Code; Privacy
Preservation; Quick Response Code

1 Introduction

Compared with traditional one-dimensional code, two-
dimensional QR code provides higher storage and error
correction capabilities, therefore, the QR code has been

widely used in the practical application such as data input
interface [14], object tracking [10], mobile payment [12],
and product marketing [2] etc. Even though the QR code
is used extensively and has many desirable properties, it
still exists some security and privacy issues [7]. Because
the QR code is transmitted over common channels and
the encoding and decoding algorithms are public, the en-
coded and embedded message can be obtained by decod-
ing the QR code with a QR reader. If a sender tries to
employ two-dimensional codes to transmit private infor-
mation, i.e., paying account and password in QR code,
will be revealed, abd thus there will lead to serious pri-
vacy leakage problems.

Generally, to protect the privacy of QR codes, the sen-
sitive data can be stored in a back-end database, and the
end users can obtain this private data by accessing to
database linked with QR code URL [16, 18]. However,
the URL that links to back-end databases might attract
intruders’ attention, which will lead to potential risks. In
previous works, most of the researches on QR codes usu-
ally introduce typical security mechanism such as image
steganography and text encryption, however they ignore
the characteristics of the QR code and can not used in
QR coding environment explicitly.

Li et al. [8] devised a paper-based document and cre-
dentials protection scheme using authenticatable QR bar-
code. In 2012, Eldefrawy et al. [3] proposed a document
authentication scheme that is based on public-key encryp-
tion in two-dimensional QR code, which focuses on the
QR code authentication with a public encryption mecha-
nism. However, public-key encryption methods not only
require heavy computational power but also attract the
attention of attackers, as the QR is encoded into a cipher
form. The digital watermarking schemes [4, 11, 13, 17],
embedded a watermark into the high-frequency part of
a QR image, can also protect the copyright of QR im-
age, however because the pixels in QR codes are only the
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blocks of white or black, which is inefficient for the digital
watermarks.

Recently, several image hiding schemes that treat the
QR code as a secret image and then embed the QR code
into the special domain of an image. Huang et al. [5] pro-
posed a reversible data embedding approach for hiding a
QR code in special areas of an image. Wu et al. [15] de-
vised a data embedding method for an image using QR
codes. However, embedding QR code into the domains
of an image will reduce the quality of the image, and the
schemes in [5,15] do not take advantage of the character-
istics of encoding approach of QR Code itself.

For the encoding of QR code in ISO standard
ISO/IEC18004 [6], to avoid the error or damage of a QR
code, it uses the error correction mechanism, i.e., Reed-
Solomon code (RS code), to allow the data to be recovered
even if its portions are damage. Lin et al. [9] proposed
a scheme for embedding secret data in a QR code, which
exploits the error correction redundancy property of QR
code. Later, Chow et al. [1] developed an efficient scheme,
namely covert QR code, for hiding a secret QR code into
a specific area of a public QR code and the only autho-
rized user could retrieve the secret. However, the scheme
proposed by Chow et al. [1] can extract codewords by ob-
taining the difference between covert QR code and the
original QR code, which means that if some part of the
covert QR is damaged, the embedded codewords can not
be correctly extracted, whereby the hidden secret data
can not be recovered.

In this paper, we propose an efficient approach for em-
bedding a secret data into a QR code, in which the code-
words of secret data are embedded into random positions
of encoding matrix of public QR code by employing error
correction redundancy. In order to embed the sensitive
data into the QR codes by encoding the sensitive data in
replace of the area of error-correct code. Our contribution
is described as follows.

1) We provide a novel approach to encode the private
data into secret data in replace of the area of error-
correct code. In the proposed scheme, the secret data
and its Reed-Solomon error correction code are em-
bedded in the QR code together, which ensures that
the secret data can be decoded correctly even if it is
damaged or modified.

2) In the correction process of the QR reading, the ba-
sic computational unit is one byte, even destroying
or modifying any bit or bits within a given byte could
produce the same effect on the error correction per-
formance. Thus, the processing unit of our scheme
needs only one byte, which can embed as much data
as possible with a given error rate.

3) In our scheme, the secret information codewords are
embedded into the random positions of QR encoding
matrix and also can be recovered secretly, in which
it hardly attracts the extra attention of potential at-
tackers.

Table 1: Notations and symbols

Symbols Remark
P Public message
M Secret data
~P Final codewords sequence of public mes-

sage
~C Codewords sequence of encrypted secret

message
~C∗ Final codewords sequence of encrypted se-

cret message
k Symmetric secret key
kl Location secret key
~L The sequence of location information
~P ∗ Codeword sequence of public message em-

bedded with secret message

The rest of this paper is organized as follows. In Sec-
tion 2, we provide some preliminaries and our security
requirements. We present our scheme in Section 3, and
analyze and discuss the correctness and security in Sec-
tion 4. The conclusion is drawn in Section 5.

2 Preliminaries

In this section, we first outline the structure and coding
process of the QR code according to the QR code bar
code symbology specification (ISO/IEC18004) [6] which
promulgated by the international standard organization,
and then we briefly introduce RS error correction code.
Finally, we describe the security model of the proposed
scheme.

2.1 Notations

We denoted assigning the output of an algorithm A, which
takes x as input to z by A(x) → z. We list the notations
and terms in this paper in Table 1.

2.2 Encoding of QR codes

Each QR code symbol is composed of nominal square
modules set out in a regular square array, which consists
of a encoding region and a function patterns (namely,
finder pattern, separator pattern, timing pattern, and
alignment pattern, respectively). Encoding region con-
tains the symbol characters representing data, those rep-
resenting error correction codewords, the format informa-
tion and the version information, which will provide the
basis for decoding. On the contrary, the pattern cannot
be used for data encoding and the symbols are surrounded
by blank areas. Figure 1 illustrates the structure of a QR
Code with version 7.

The QR code encoding process as shown in Figure 2 [6].
Data encoding includes converting data characters into
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Figure 1: Structure of QR code framework

bit streams and then split the resulting bit stream into 8-
bit codewords. The codeword sequence is divided into
required blocks so that the error correction algorithm can
be processed. Error correcting codewords are generated
for each block, and the error correcting codewords are
appended to the end of the data code sequence so that
in case of damage of the codeword can still be identified
correctly. The steps in Figure 2 are described in detail as
follows:

1) Data analysis: Analyze the input data stream to
identify the variety of different characters to be en-
coded.

2) Data encoding : Convert the data characters into a
bit stream in accordance with the rules for the mode
in force.

3) Error correction coding : Divide the codeword se-
quence into the required number of blocks to enable
the error correction algorithms to be processed.

4) Structure final message: Interleave the data and
error correction codewords from each block as de-
scribed in and add remainder bits as necessary.

5) Module placement in matrix : Place the codeword
modules in the matrix together with the Finder Pat-
tern, Separators, Timing Pattern, and Alignment
Patterns.

6) Data masking : Employ the masking patterns in turn
to the encoding region of the symbol, and then evalu-
ate the results and select the pattern which optimizes
the dark/light module balance and minimizes the oc-
currence of undesirable patterns.

7) Format and version information: Generate the for-
mat and applicable version information, and then
output the symbol finally.

2.3 Error Correction of QR Encode

QR code adopts Reed-Solomon error control coding to de-
tect and correct errors while the QR is damaged, in which
the error-correcting codewords can correct two types of
errors, i.e., rejection error such that the location of the

Table 2: Error correction levels in QR code

Error correction level Recovery capacity % (ap-
prox.)

L (low) 7
M (medium) 15
Q (quality) 25
H (high) 30

error codeword is known and replacement error such that
the location of the error codeword is unknown. Infor-
mally, a rejection error is a symbol character that has not
been scanned or can not be decoded.

A replacement error is a symbol character that has
been decoded incorrectly, for example, it changes a dark
module (bit 1) into a light module (bit 0) or a light module
into a dark module, and the symbol characters are mis-
interpreted as superficially valid, but they are different
codewords, which replacements error requires two error
correcting codewords to correct.

Based on the feature of error correction code technol-
ogy, the error correction code redundancy of the QR code
can also be employed for data hiding. For example, we put
the encoded sensitive data into the area of error correc-
tion. The error correction levels of the QR code is related
to the embeddable capacity of secret data in a QR code.
The QR code standard offers four kinds of error correction
levels that is shown in Table 2.

2.4 The Model

In order to clarify the security model, we use following
natations to indicate possible inputs and outputs of vari-
ous algorithm:

Definition 1. (PQR Scheme, PQRS). A perfo-
rated QR code scheme PQRS consists of the fol-
lowing algorithms: PQRS = (Setup, QRC, QRD,
Enc, Dec, RLG, RS, Embed, Extract), whose functionali-

ties are described as follows:

• Setup(1λ) → k: Taking a security parameter λ as
input, this algorithm returns a secret key k.

• QRC(M) → QRM : Taking a message M as input,
this algorithm returns a QR code QRM for M .

• QRD(QRM ) → M : Taking a QR code QRM as in-
put, this algorithm outputs a message M for QRM .

• Enck(M) → ~C: This algorithm takes a plaintext M
and a secret key k as inputs, and outputs the corre-
sponding ciphertext bytes array ~C.

• Deck(~C) → M : This algorithm takes a ciphertext

bytes array ~C and a secret key k as inputs, and re-
turns the corresponding plaintext M .
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Figure 2: Encoding procedure

• RLG(k, n,Max)→ ~L: Using the key k and a bounded
number Max as input, this algorithm outputs an ar-
ray of pseudo-random numbers ~L. Note that the ar-
ray element is no more than Max and n is the array’s
length.

• RS( ~A) → ~A∗: This algorithm takes an array of bytes
~A as input, and returns its RS code ~A∗.

• Embed(P,M, k) → PQR: This algorithm takes a
public message P , a secret data M , and a secret key k
as inputs, and generates a perforated QR code PQR.

• Extract(PQR, k) → M : This algorithm takes a per-
forated QR code PQR and a secret key k as inputs,
and outputs the secret data M .

Correctness. For a public QR code QRP ← QRC(P )
where P is a public message, and a perforated QR
code PQR ← Embed(P,M, k), the following condi-
tions should hold:

1) QRD(QRP ) = QRD(PQR) = P ;

2) Extract(PQR, k) = M .

Note that in the scheme, we employ a symmetric key en-
cryption scheme (Enc,Dec) under key k, which can be
separately deployed with any secure symmetric encryp-
tion algorithm such as AES. The security is described as:
Let A be an adversary whose running time is polynomial.
We say that the PQRS scheme is secure if there exists a
negligible function such that

Pr[M ← A(PQR)] ≤ ε(λ). (1)

3 Our Scheme

In this section, we present a sensitive-data hiding scheme
that embeds the secret into a QR code. Figure 3 illus-
trates an overview of the proposed scheme, in which the
encoding procedure is generally divided into four steps.

1) At first, it extracts the codewords sequence of public

message ~P in public QR code.

2) Then, it call the encryption algorithm to generate

the encrypted secret data codeword sequence ~C, and
then creates the error-correcting codeword sequence

of ~C that is connected with the end of encrypted
secret codeword sequence ~C to obtain the final ci-
phertext of codeword ~C∗.

3) Calling the key k of the seed of pseudo-random num-
ber generator to generate a random location sequence
~L. Afterward, ~C∗ is embedded into the ~P according
to the location information provided by ~L in the unit
of codeword, and obtains a codeword sequence ~P ∗

embedded with secret data. After that, it place ~P ∗

codeword modules in the matrix together with the
finder pattern, separators, timing pattern, respec-
tively, and adds the additional format and version
information.

4) Finally, it calls the encoding algorithm to create the
patched QR code.

Figure 3: Overview of data-hiding procedure of the pro-
posed scheme

According to the error correction mechanism of QR
code, as long as the number of code words replaced is less
than its error correction ability, the use of a standard QR
code reader to scan and decode PQR code will generate
public message ~P . On the other hand, for individuals
who have the secret key k, they only need to input PQR
code and k in the secret extraction algorithm to extract
the secret codeword sequence ~C∗, and then correct and
decrypt it to obtain the secret data M .

3.1 PQR Embedding Procedure

The purpose of embedding procedure is to embed the en-
crypted secret codeword sequence ~C∗ into the random po-
sitions associated with public codeword sequence ~P . The
PQR embedding algorithm is described in Algorithm 1.
Using the secret key k to place the codeword modules in
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the matrix, a standard QR code, i.e., PQR, is formed.
If we call the standard QR code reader to decode PQR,
only public message P can be achieved. However, for a
user who owns the symmetric secret key k, by calling the
extract algorithm he can obtain the secret data M from
PQR code.

We now take a version 5 and encoding level L as an
example: The QR code has 134 codewords including 26
error-correcting codewords. And thus it can accept up to
13 replacement errors. Let

~P = (p1, p2, · · · , p134),

~C∗ = (c1, c2, c3, c
∗
1, c

∗
2),

~L = (101, 8, 9, 68, 19).

Then, we have

~P ∗ = (p1, · · · , p7, c2, c3, p10, · · · , p18, c∗2, p20, · · · , p67,
c∗1, p69, · · · , p100, c1, p102, · · · , p134).

3.2 PQR Extracting Procedure

The PQR extraction algorithm is described in Algo-
rithm 2.

4 Analysis and Discussion

Table 3 lists the respective total number of codewords,
number of error correction codewords, number of error
correction blocks and the error correction code per block
(c, k, r) for three standard versions of the QR code, where
c denotes the total of codewords, k is the number of data
codewords and r indicates the error correction capacity.
For instance, an error correction code of version 5-M is
represented as (67, 43, 12), which indicates that the error
correction algorithm can correct less than 9 replacement
errors in the block. Notice that, the higher error correc-
tion capacity the higher version with more redundancy.
As shown in Table 3, it shows the embeddable capacity
of secret data under different QR versions and error cor-
rection levels.

As shown in Section 3.2, since the number of mod-
ified codewords is less than the error-correcting ability,
decoding a PQR with a standard decoder can only obtain
public information P . However, a key-holder could use a
special QR code reader, equipped with Extract algorithm,
can restore the secret data M . That is,

QRD(QRP ) = QRD(PQR) = P

Extract(PQR, k) = M.

Suppose that an adversary can suspect the secret infor-
mation of the propose scheme. It is easily for an adversary
to obtain the encrypted codewords by comparing and dis-
tinguishing between the generated original QR codes and
the PQR code. The adversary can obtain the informa-
tion of the number of embedded codewords. However, the

Algorithm 1 Framework of PQR embedding/encoding
procedure.

Require:
Public message P ;
Sensitive data M ;
Secret key k.

Ensure: QR code PQR that encode P and hide M .
1: Call the QR code standard algorithm to generate

QR code of public message P and extract its data
codeword sequence ~P = (p1, p2, · · · , pn), where pk
(1 ≥ k ≥ n) is an 8-bit binary sequence.

2: Compute the value of modifiable capacityN = bE/2c,
where E is the number of error correction codewords
in ~P .

3: Using key k to encrypt the secret data, Enck(M)→ ~C,
~C = (c1, c2, · · · , ci) is codeword sequence of encrypted
secret data, ck (1 ≥ k ≥ i) is an 8-bit binary sequence.

4: Generate the RS code of ~C, RS(~C) → ~C∗, where
~C∗ is final codewords sequence of encrypted secret,
~C∗ = (c1, c2, · · · , ci, c∗1, c∗2, · · · , c∗j ), (c∗1, c

∗
2, · · · , c∗j ) is

error correction coding of ~C, and c∗k (1 ≥ k ≥ j) is
an 8-bit binary sequence. Note that (i + j) ≤ n, be-
cause the number of replaced codewords is less than
the modifiable capcity.

5: Generate the location information with pseudo-
random number generator ~L = PRNG(kl, i + j, n),

where kl = H(k), n is the the total number of ~P ,
~L = (l1, l2, · · · , li+j), 1 ≥ lk ≥ n, (1 ≥ k ≥ i + j),
lk 6∈ {l1, l2, · · · , lk−1}.

6: Embed the final codewords sequence of secret data ~C∗

into the codewords sequence of public message ~P ac-
cording to the sequence of location information ~L, in
other word, replace (c1, c2, · · · , ci, c∗1, c∗2, · · · , c∗j ) with

(pL1
, pL2

, · · · , pLi+j
) in ~P according to sequence, and

obtain the codeword sequence of public message em-
bedded with secret data ~P ∗ .

7: Update the codeword sequence of public message em-
bedded with secret data ~P ∗ in the QR’s matrix to
obtain the QR code (PQR) that contains the public
message P and secret data M .

8: return PQR;
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Table 3: Embeddable capacity under different QR versions and error correction levels

version # of
codewords

error correction
level

# of error
correction
codewords

# of error
correction
blocks

error correction
code per block

(c, k, r)

embeddable
capacity

5 134

L 26 1 (134,108,13) 13
M 48 2 (67,43,12) 24

Q 72
2 (33,15,9)

36
2 (34,16,9)

H 88
2 (33,11,11)

44
2 (34,12,11)

7 196

L 40 2 (98,78,10) 20
M 72 4 (49,31,9) 36

Q 108
2 (32,14,9)

54
4 (33,15,9)

H 130
4 (39,13,13)

65
1 (40,14,13)

10 346

L 72
2 (86,68,9)

36
2 (87,69,9)

M 130
4 (69,43,13)

65
1 (70,44,13)

Q 192
6 (43,19,12)

96
2 (44,20,12)

H 224
6 (43,15,14)

112
2 (44,16,14)

Algorithm 2 Framework of PQR extracting procedure.

Require:
QR code contains public message P and PQR;
The secret key, k.

Ensure: extracted secret data M .
1: Extract codeword sequence in PQR, and obtain ~P

′
=

(p
′

1, p
′

2, ..., p
′

n).
2: Generate the location information with pseudo-

random number generator ~L′ = PRNG(k
′

l , i + j),

where k
′

l = H(k
′
), H(·) is a one way (hash) func-

tion. Note that n is the total number of ~P
′
, ~L′ =

(l
′

1, l
′

2, · · · , l
′

i+j), 1 ≥ l
′

k ≥ n, (1 ≥ k ≥ i + j),

l
′

k 6∈ {l
′

1, l
′

2, · · · , l
′

k−1}.
3: Extract the codeword sequence corresponding to

the location information ~L′ in ~P
′
, where ~C∗

′

=
(p

′

l1
, p

′

l2
, · · · , p′

li+j
).

4: Call the error-correcting algorithm to set ~C∗
′

=
(p

′

l1
, p

′

l2
, · · · , p′

li+j
). To distinguish the original infor-

mation, we write the corrected codeword to denote as
~C ′ = (c

′

1, c
′

2, · · · , c
′

i).
5: Decrypt the codewords sequence to obtain the secret

data: Deck( ~C ′) →M .
6: return M .

adversary can not obtain the correct order of these code-
words and he cannot decrypt these codewords without
secret key k. We assume that the number of embedded
codewords to be n, then the length of the random bits
r-bit used in encrypting the codewords is 8n. Therefore,
the probability of the adversary A obtaining a correct
message can be computed by

Pr[A succeed in outputting M ]

= Pr[A finds correct r-bit & codeword order]

≤ 1

n!
· 1

28n

=
1

n!× 256n

5 Conclusion

This paper proposed a novel sensitive data hiding scheme
by embedding the sensitive information into a QR code, in
which it employs the technique of error correction mech-
anism in QR encoding system to embed the secret code-
word sequence into the random position of the QR en-
coding matrix. When we used the two-dimensional QR
code reader to read the QR code, it can effective extract
the encoded public information. Simultaneously, an au-
thorized users who owned the secret key would be able to
obtain the secret information in the hidden QR code.
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Abstract

Big data system has the features of dynamic, complex-
ity and uncertainty. Privacy risk assessment can be used
to discover the factors that threaten privacy, determine
the degree of privacy leakage, and estimate the trend of
privacy leakage development. In this paper, intuitionis-
tic fuzzy set pair analysis (IFSPA) is proposed by com-
bining intuitionistic fuzzy and set pair analysis theory.
Relevant concepts, algorithms and ranking methods are
defined. In order to improve the information aggregation
effect, IFSPA weighted average operator (IFSPAWA), IF-
SPA weighted geometric operator (IFSPAWG), IFSPA or-
dered weighted average operator (IFSPAOWA), IFSPA
ordered weighted geometric operator (IFSPAOWG), IF-
SPA hybrid average operator (IFSPAHA), IFSPA hybrid
geometric operator (IFSPAHG) and their properties are
designed. A multi-attribute privacy risk decision-making
approach is proposed. Finally, the feasibility and effec-
tiveness of this method are verified through the analysis
of specific examples.

Keywords: Aggregation Operator; Intuitionistic Fuzzy
(IF); Multi Attribute Decision Making (MADM); Privacy
Risk Assessment; Set Pair Analysis (SPA)

1 Introduction

Big data has the characteristics of huge volume and fast
update speed, which not only brings convenience to peo-
ple but also causes many security risks. Improper or
uncontrolled collection, storage, use and distribution of
users’ information may not only result in the disclosure
of personal privacy information, but also endanger their
life and property security [2, 11, 13]. Privacy risk assess-
ment is important and realistic for reducing privacy leaks
and improving information security. However, the factors
that lead to privacy risks are all-encompassing, and the
methods of privacy risk assessment are different. In ad-

dition, the uncertainty, randomness and ambiguity intro-
duced from various aspects such as generation, collection,
storage and distribution of big data make privacy risk
assessment both a MADM problem and an uncertainty
problem.

Intuitionistic fuzzy set theory [1] describes the am-
biguity of things by membership function and non-
membership function, which is more accurate and effec-
tive than the traditional fuzzy set theory [18]. The essence
of IF set theory is the same as that of vague set theory [6].
The shortcoming of both is that they can not describe
the state of critical transition between membership de-
gree and non-membership degree (or between true mem-
bership degree and false membership degree). Set pair
analysis theory [19] starts out from the globality of sys-
tem, analyze the relations, constraints and influences of
things, and establish the connection function to describe
the support (or affirmative), uncertain (or hesitant), neg-
ative (or objection) state of things, depict the ambiguity,
certainty, uncertainty as well as the change of state in
things. Set pair analysis theory is more accurate and ef-
fective in describing fuzzy uncertain information. The
processing way of fuzzy information for set pair analysis
is closer to human’s cognitive thinking, which effectively
makes up for the deficiencies of fuzzy sets, IF sets and
vague sets.

So far, there have been many achievements on the re-
search of IF and SPA in decision-making systems. Liu et
al. [8] proposed operation laws for intuitionistic normal
fuzzy numbers and intuitionistic normal fuzzy aggrega-
tion operators with prioritization relationships. Shi et
al. [14] and Yan et al. [15] applied the multiple connec-
tion number set pair analysis theory into different risk
assessment application, and used uncertainty hierarchy
analysis to determine the weight range of each assessment
index. Liu et al. [12] studied the operation property and
conversion of set pair analysis interval numbers, MADM
method of connection numbers, intuitionistic decision-



International Journal of Network Security, Vol.23, No.1, PP.22-32, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).04) 23

making with three-parameters, multi-attribute set pair
analysis method with four-parameters, set pair analy-
sis of IF MADM and linguistic interval numbers. Har-
ish et al. [5] presented a nonlinear-programming (NP)
model based on interval-valued intuitionistic fuzzy (IVIF)
technique to solve MADM problems. In their approach,
both ratings of alternatives and weights are represented
by IVIF sets. The NP models are constructed on the
concepts of relative-closeness coefficient and the weighted
distance, and some NP models are further deduced to
calculate relative-closeness of sets of alternatives, which
can be used to generate the ranking order of the alter-
natives. Traditional MADM problems with IF informa-
tion are mainly focused on an binary relation. However,
real problems can not be effectively solved by an IF re-
lation. In order to solve these issues, Zhang et al. [20]
proposed two methods based on covering-based general-
ized IF rough sets as well as covering-based generalized
fuzzy rough sets. Comparative analysis show that the
results of covering-based generalized IF rough set models
and covering-based generalized fuzzy rough set models are
highly consistent. Yuan et al. [16] proposed intuitionistic
fuzzy entropy (IFE) to overcome the shortcomings of his-
tory studies that neglect hesitancy degree and uncertainty
degree. They proposed a new decision-making method
based on entropy and evidential reasoning for IF multi-
attribute group decision-making problems with unknown
or partially unknown weight information. Liu et al. [9,10]
extended the partitioned Heronian mean operator and the
Bonferroni mean operator, and develop some new oper-
ational rules of linguistic intuitionistic fuzzy number to
consider the interactions between membership function
and non-membership function. Harish [4] presented a new
strategy for solving MADM problem by using different en-
tropies and unknown attribute weights, where preferences
related to the attributes are in the form of interval-valued
IF sets.

Although IF and SPA can effectively express uncertain,
fuzzy and stochastic problems within a certain range,
there are still some shortcomings and deficiencies. IF sets
can better represent the fuzzyness of support and oppo-
sition status, but is powerless in describing the state of
critical transition between them. SPA method can better
describe certainty and uncertainty among the states of
support (or affirmative), uncertain (or hesitant) and neg-
ative (or objection), but can not reflect the trend from
anomaly to homomorphism and the anti-state changes.
In view of the above problems, the intuitionistic fuzzy set
pair analysis (IFSPA) method is proposed by combining
the two. Relevant concepts, operation rules and ranking
methods are provided and applied in MADM problems
for privacy risk assessment.

2 Definition and Properties of IF-
SPA

Definition 1. Given two associated sets N and M, com-
posing the pair A = (N,M), X is any non-empty set on
A, A = {< x, aA (x) , bA (x) , cA (x) >| x ∈ X} is denoted
as the set pair of X on A.

Where aA (x), bA (x), cA (x) represent the identical
connection coefficient, discrepant connection coefficient,
and contrary connection coefficient of element x belong-
ing to A in X. The form of set pair link function can be
expressed as:

ϕA (x) = aA (x) + bA (x) i+ cA (x) j. (1)

In Formula (1), aA (x) : x → [0, 1], bA (x) : x → [0, 1],
cA (x) : x → [0, 1], and they satisfy the normalization
condition aA (x) + bA (x) + cA (x) = 1. i ∈ [−1, 1], j is
the contrary degree coefficient, usually be set as j = −1,
sometimes it is a form of sign without actual meaning.
When bA (x) = 0, A degenerates into an intuitionistic
fuzzy set; when cA (x) = 0, A degenerates into a fuzzy set;
whenbA (x) = cA (x) = 0, A degenerates into a Cantor set.
For convenience, denote the set pair number of element
α as α = (aα, bα, cα), which satisfies the normalization
condition aα + bα + cα = 1.

Definition 2. X is a non-empty set, A =
{< x, µA (x) , νA (x) >| x ∈ X} is the IF set. µA (x)
and νA (x) represent the membership degree and
non-membership degree of element x belonging to A.
πA (x) = 1− µA (x)− νA (x) is referred to as uncertainty
degree.

Where µA (x) : x → [0, 1], νA (x) : x → [0, 1], and
µA (x) + νA (x) ∈ [0, 1]. For convenience, set the IF num-
ber of element β as β = (µβ , νβ), there is µβ + νβ ∈ [0, 1].

Definition 3. Given two IF sets A and B, composing the
pair X = (A,B), Y is any non-empty set on X, denoted
X = {< x, µY (x) , πY (x) , νY (x) >| x ∈ X} as the IF set
of Y on X. Where µY (x), πY (x), νY (x) represent the IF
identical connection coefficient, IF discrepant connection
coefficient, and IF contrary connection coefficient of ele-
ment x belonging to Y. The IF set pair link function can
be expressed as:

ϕY (x) = µY (x) + πY (x) i+ νY (x) j. (2)

Definition 4. For the IF set pair connection number
ϕY (x) = µY (x) + πY (x) i+ νY (x) j, the IF set pair po-
tential can be denoted as:

shi (ϕY (x)) =
µY (x)

νY (x)
(3)

If νY (x) = 0, there will be shi (ϕY (x)) → ∞. when
shi (ϕY (x)) > 1, it can be denoted as the IF set pair iden-
tical potential; when shi (ϕY (x)) = 1, it can be denoted
as the equilibrium potential; when shi (ϕY (x)) < 1, it can
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be denoted as the contrary potential. The IF set pair po-
tential reflects the trend of determinate-indeterminate re-
lation in IFSPA. It actually treats the problem through IF
set pair identical potential (feasible decision-making solu-
tion), IF set pair equilibrium potential (general solution)
and IF set pair contrary potential (infeasible solution),
which is a simple ”clustering” process.

Definition 5. Denote A = (µA, πA, νA) as the IF set pair
number, E (A) and σ (A) are the expectation and mean
square error of A:

E(A) = µA − νA (4)

σ (A) =
πA
3

(5)

When νA = 0, the IF set pair number degenerates into
fuzzy number, and E (A) degenerates into the membership
degree µA. The IF set pair number can be sorted based
on the expectation and mean square error. For IF set
pair number α = (µα, πα, να) and β = (µβ , πβ , νβ), if
E (α) < E (β), then α < β. If E (α) = E (β), then when
σ (α) = σ (β) there is α < β; when σ (α) > σ (β), α < β;
when σ (α) < σ (β), there is α < β.

Definition 6. For IF set pair number α = (µα, πα, να),
α1 = (µ1, π1, ν1) and α2 = (µ2, π2, ν2), operation rules
for IF set pair number can be defined as follows:

1) α = (να, πα, µα) ;

2) α1 ∩ α2 = (min(µ1, µ2), 1 − min(µ1, µ2) −
max(ν1, ν2),max(ν1, ν2));

3) α1 ∪ α2 = (max(µ1, µ2), 1 − max(µ1, µ2) −
min(ν1, ν2),min(ν1, ν2));

4) α1 ⊕ α2 = (µ1 + µ2 − µ1µ2, 1 + µ1µ2 − µ1 − µ2 −
ν1ν2, ν1ν2);

5) α1⊗α2 = (µ1µ2, 1−µ1µ2− ν1− ν2 + ν1ν2, ν1 + ν2−
ν1ν2);

6) nα = (1 − (πα + να)n, (πα + να)n − νnα , νnα) = (1 −
(1− µα)n, (1− µα)n − νnα , νnα) where n > 0;

7) αn = (µnα, (µα+πα)n−µnα, 1−(µα+πα)n) = (µnα, (1−
να)n − µnα, 1− (1− να)n) where n > 0.

In Definition 6, if π = 0, the IF set pair number de-
generates into an IF number, the operating rules still
holds [17]. According to Definition 6, the following prop-
erties can be obtained.

Property 1: The operation result of IF set pair number
is also a IF set pair number.

Take the operation ⊕ as an example to prove, others are
similar.

Proof. Set α1 = (µ1, π1, ν1) and α2 = (µ2, π2, ν2) as the
IF set pair number, from Definition 1 to Definition 3 we
can get: µ1, π1, ν1 ∈ [0, 1], µ1 + π1 + ν1 = 1; µ2, π2, ν2 ∈

[0, 1], µ2 + π2 + ν2 = 1. Thereby, µ1 + µ2 − µ1µ2 =
µ1 (1− µ2) +µ2 ≥ 0; µ1 +µ2−µ1µ2 = µ1 +µ2(1−µ1) ≤
µ1 + 1 − µ1 = 1; So that: µ1 + µ2 − µ1µ2 ∈ [0, 1]. And
ν1 ∈ [0, 1], ν2 ∈ [0, 1]; so that ν1ν2 ∈ [0, 1]. Because
(µ1 + µ2 − µ1µ2) + (1 − µ1 − µ2 + µ1µ2) + ν1ν2 = 1, so
that α1 ⊕ α2 is the IF set pair number.

Property 2: Set α = (µα, πα, να), α1 = (µ1, π1, ν1),
α2 = (µ2, π2, ν2) and α3 = (µ3, π3, ν3) to be the IF
set pair number, and n1,n2,n3 > 0, then:

1) α1 ⊕ α2 = α2 ⊕ α1

Proof. According to Definitions 6, there is:

α1 ⊕ α2 = (µ1 + µ2 − µ1µ2, 1 + µ1µ2 − µ1

−µ2 − ν1ν2, ν1ν2)

= (µ2 + µ1 − µ2µ1, 1 + µ2µ1 − µ2

−µ1 − ν2ν1, ν2ν1)

= α2 ⊕ α1.

2) α1 ⊗ α2 = α2 ⊗ α1

Proof. According to Definitions 6, there is:

α1 ⊗ α2 = (µ1µ2, 1− µ1µ2 − ν1 − ν2 + ν1ν2,

ν1 + ν2 − ν1ν2)

= (µ2µ1, 1− µ2µ1 − ν2 − ν1 + ν2ν1,

ν2 + ν1 − ν2ν1)

= α2 ⊗ α1

3) n(α1 ⊕ α2) = nα1 ⊕ nα2

Proof. According to Properties (4) and (6) of Defini-
tion 6, there is:

n(α1 ⊕ α2) = (1− (1− µ1 − µ2 + µ1µ2)n,

(1− µ1 − µ2 + µ1µ2)n − (ν1ν2)n,

(ν1ν2)n)

= (1− ((1− µ1)(1− µ2))n,

((1− µ1)(1− µ2))n − (ν1ν2)n,

(ν1ν2)n).

Because:

nα1 = (1− (1− µ1)n, (1− µ1)n − νn1 , νn1 ),

nα2 = (1− (1− µ2)n, (1− µ2)n − νn2 , νn2 ).

Thus:

nα1 ⊕ nα2 = (1− (1− µ1)n(1− µ2)n,

(1− µ1)n(1− µ2)n − νn1 νn2 , νn1 νn2 )

= (1− ((1− µ1)(1− µ2))n,

((1− µ1)(1− µ2))n − (ν1ν2)n, (ν1ν2)n)

So that: n(α1 ⊕ α2) = nα1 ⊕ nα2.
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4) αn1 ⊗ αn2 = αn1+n2

Proof. According to Properties (5) and (7) of Defini-
tion 6, there is:

αn1 = (µn1
α , (µα + πα)n1 − µn1

α , 1− (µα + πα)n1),

αn2 = (µn2
α , (µα + πα)n2 − µn2

α , 1− (µα + πα)n2),

So that:

αn1 ⊗ αn2

= (µn1
α µ

n2
α , 1− µn1

α µ
n2
α − (1− (µα + πα)n1)

−(1− (µα + πα)n2) + (1− (µα + πα)n1)

(1− (µα + πα)n2), (1− (µα + πα)n1)

+(1− (µα + πα)n2)

−(1− (µα + πα)n1(1− (µα + πα)n2)

= (µn1+n2
α , (µα + πα)n1+n2 − µn1+n2

α ,

1− (µα + πα)n1+n2)

While αn1+n2 = (µn1+n2
α , (µα + πα)n1+n2 − µn1+n2

α ,
1−(µα+πα)n1+n2). Therefore: αn1⊗αn2 = αn1+n2 .

5) (α1 ⊕ α2)⊕ α3 = α1 ⊕ (α2 ⊕ α3)

Proof. According to Property (4) of Definition 6,
there is: α1 ⊕ α2 = (µ1 + µ2 − µ1µ2, 1 + µ1µ2 −
µ1 − µ2 − ν1ν2, ν1ν2), so that:

(α1 ⊕ α2)⊕ α3

= (µ1 + µ2 − µ1µ2 + µ3 − (µ1 + µ2 − µ1µ2)µ3,

1 + (µ1 + µ2 − µ1µ2)µ3 − (µ1 + µ2 − µ1µ2)

−µ3 − ν1ν2ν3, ν1ν2ν3)

= (µ1 + µ2 + µ3 − µ1µ2 − µ1µ3 − µ2µ3 + µ1µ2µ3,

1 + µ1µ2 + µ1µ3 + µ2µ3 − µ1µ2µ3 − µ1

−µ2 − µ3 − ν1ν2ν3, ν1ν2ν3).

Besides:

α1 ⊕ (α2 ⊕ α3)

= (µ1 + µ2 + µ3 − µ2µ3 − (µ2 + µ3 − µ2µ3)µ1,

1 + (µ2 + µ3 − µ2µ3)µ1 − µ1

−(µ2 + µ3 − µ2µ3)− ν1ν2ν3, ν1ν2ν3)

= (µ1 + µ2 + µ3 − µ1µ2 − µ1µ3 − µ2µ3

+µ1µ2µ3, 1 + µ1µ2 + µ1µ3 + µ2µ3

−µ1µ2µ3 − µ1 − µ2 − µ3

−ν1ν2ν3, ν1ν2ν3).

Therefore, (α1 ⊕ α2)⊕ α3 = α1 ⊕ (α2 ⊕ α3).

6) (α1 ⊗ α2)⊗ α3 = α1 ⊗ (α2 ⊗ α3)

Proof. According to Property (5) of Definition 6,
there is: α1⊗α2 = (µ1µ2, 1−µ1µ2−ν1−ν2+ν1ν2, ν1+
ν2 − ν1ν2). Thus:

(α1 ⊗ α2)⊗ α3

= (µ1µ2µ3, 1− µ1µ2µ3 − (ν1 + ν2 − ν1ν2)

−ν3 + (ν1 + ν2 − ν1ν2)ν3, (ν1 + ν2 − ν1ν2)

+ν3 − (ν1 + ν2 − ν1ν2)ν3)

= (µ1µ2µ3, 1− µ1µ2µ3 − ν1ν2ν3
−(ν1 + ν2 + ν3) + (ν1ν2 + ν1ν3 + ν2ν3),

(ν1 + ν2 + ν3)− (ν1ν2 + ν1ν3 + ν2ν3)

+ν1ν2ν3).

In a similar way:

α1 ⊗ (α2 ⊗ α3)

= (µ1µ2µ3, 1− µ1µ2µ3 − ν1
−(ν2 + ν3 − ν2ν3) + (ν2 + ν3 − ν2ν3)ν1,

ν1 + (ν2 + ν3 − ν2ν3)− (ν2 + ν3 − ν2ν3)ν1)

= (µ1µ2µ3, 1− µ1µ2µ3 − ν1ν2ν3
−(ν1 + ν2 + ν3) + (ν1ν2 + ν1ν3 + ν2ν3),

(ν1 + ν2 + ν3)− (ν1ν2 + ν1ν3 + ν2ν3)

+ν1ν2ν3).

Therefore: (α1 ⊗ α2)⊗ α3 = α1 ⊗ (α2 ⊗ α3).

3 Aggregation Operator of IFSPA

Big data applications often have to face data publishing
tasks with the order of magnitude TB, ZB, or even more.
In order to gather useful information accurately and elim-
inate as much confusion as possible, we propose six IF set
pair information aggregation operators based on the op-
eration property of IFSPA, which can effectively gather
information such as real numbers, fuzzy numbers, and in-
terval numbers.

Definition 7. αi = (µi, πi, νi) , (i = 1, 2, . . . , n) is the
IF set pair number, the n-dimensional IF set pair anal-
ysis weighted average operator (IFSPAWA) is defined

as IFSPAWAω(α1, α2, . . . , αn) =
n∑
j=1

ωjαj, where w =

(w1,w2, . . . ,wn)T is the weight of attribute, wj ∈ [0, 1],
n∑
j=1

ωj = 1.

According to the operation property of Definition 6,
the IFSPAWA operator can be simplified into:

IFSPAWAω(α1, α2, . . . , αn)

= (1−
n∏
j=1

(πj + νj)
ωj ,

n∏
j=1

(πj + νj)
ωj −

n∏
j=1

ν
ωj
j ,

n∏
j=1

ν
ωj
j ).

(6)
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Definition 8. αi = (µi, πi, νi) , (i = 1, 2, . . . , n) is the IF
set pair number, the n-dimensional IF set pair analysis
ordered weighted average operator (IFSPAOWA) can be
defined as: IFSPAOWAω (α1, α2, . . . , αn) = w1ασ(1) ⊕
w2ασ(2) ⊕ ... ⊕ wnασ(n), w = (w1,w2, . . . ,wn)

T
, where

wj ∈ [0, 1],
n∑
j=1

ωj = 1. σ (1),σ (2),. . .,σ (n) is the permu-

tation for (1, 2, . . . , n). For ∀j, there is ασ(j−1) ≥ ασ(j).

According to the operation property of Definition 6,
the IFSPAOWA operator can be simplified into:

IFSPAOWAω (α1, α2, . . . , αn)

= (1−
n∏
j=1

(
πσ(j) + νσ(j)

)ωj
,

n∏
j=1

(
πσ(j) + νσ(j)

)ωj
−

n∏
j=1

ν
ωj
σ(j),

n∏
j=1

ν
ωj
σ(j)). (7)

Definition 9. Set αi = (µi, πi, νi) , (i = 1, 2, . . . , n) as the
IF set pair number, the n-dimensional IF set pair anal-
ysis weighted geometric operator (IFSPAWG) is defined
as IFSPAWGω (α1, α2, . . . , αn) = αω1

1 ⊗ α
ω2
2 ⊗ . . .⊗ αωnn ,

w = (w1,w2, . . . ,wn)
T

, where wj ∈ [0, 1],
n∑
j=1

ωj = 1.

According to the operation property of Definition 6,
the IFSPAWG operator can be simplified into:

IFSPAWGω (α1, α2, . . . , αn)

= (

n∏
j=1

µ
ωj
j ,

n∏
j=1

(1− νj)ωj −
n∏
j=1

µ
ωj
j , 1−

n∏
j=1

(1− νj)ωj ).

(8)

Definition 10. Set αi = (µi, πi, νi) , (i = 1, 2, . . . , n) to
be the IF set pair number, the n-dimensional IF set
pair analysis ordered weighted geometric operator (IFS-
PAOWG) is defined as IFSPAOWGω (α1, α2, ..., αn) =

αω1

σ(1) ⊗ α
ω2

σ(2) ⊗ . . . ⊗ α
ωn
σ(n), w = (w1,w2, ...,wn)

T
, where

wj ∈ [0, 1],
n∑
j=1

ωj = 1, and σ (1),σ (2),...,σ (n) is the per-

mutation for (1, 2, ..., n). For ∀j, there is ασ(j−1) ≥ ασ(j).

According to the operation property of Definition 6,
the IFSPAOWG operator can be simplified into:

IFSPAWGω (α1, α2, . . . , αn)

= (

n∏
j=1

µ
ωj
σ(j),

n∏
j=1

(
1− νσ(j)

)ωj − n∏
j=1

µ
ωj
σ(j),

1−
n∏
j=1

(
1− νσ(j)

)ωj
). (9)

Definition 11. αi = (µi, πi, νi) , (i = 1, 2, . . . , n) is the
IF set pair number, the n-dimensional IF set pair anal-
ysis hybrid average operator (IFSPAHA) is defined as
IFSPAHAω (α1, α2, ..., αn) = α̈ω1

σ(1) ⊕ α̈
ω2

σ(2) ⊕ . . . ⊕ α̈
ωn
σ(n),

where w = (w1,w2, . . . ,wn)
T

, wj ∈ [0, 1],
n∑
j=1

ωj = 1.

α̈σ(n) is the jth largest element of the IF set pair num-
ber, α̈j = nωjα̇j, (j = 1, 2, . . . , n), n is the balance factor,
and σ(1),σ(2),. . .,σ(n) is the permutation for (1, 2, . . . , n).
For ∀j, there is α̈σ(j−1) ≥ α̈σ(j).

According to the operation property of Definition 6,
the IFSPAHA operator can be simplified into:

IFSPAHAω (α1, α2, . . . , αn)

= (1−
n∏
j=1

(
1− µα̈σ(j)

)ωj
,

n∏
j=1

ν
ωj
α̈σ(j)

−
n∏
j=1

(
1− µα̈σ(j)

)ωj
,

n∏
j=1

ν
ωj
α̈σ(j)

).

(10)

Definition 12. Set αi = (µi, πi, νi) , (i = 1, 2, . . . , n) to
be the IF set pair number, the n-dimensional IF set pair
analysis hybrid geometric operator (IFSPAHG) is defined
as IFSPAHGω (α1, α2, ..., αn) = α̈ω1

σ(1)⊗α̈
ω2

σ(2)⊗. . .⊗α̈
ωn
σ(n),

where w = (w1,w2, . . . ,wn)
T

, wj ∈ [0, 1],
n∑
j=1

ωj = 1.

α̈j = α̇
nωj
j (j = 1, 2, . . . , n). n is the balance factor,

and σ (1),σ (2),. . .,σ (n) is the permutation for (1, 2, ..., n).
For ∀j, there is α̈σ(j−1) ≥ α̈σ(j).

According to the operation property of Definition 6,
the IFSPAHG operator can be simplified into:

IFSPAHGω (α1, α2, . . . , αn)

= (

n∏
j=1

µ
ωj
α̈σ(j)

,

n∏
j=1

(
1− να̈σ(j)

)ωj − n∏
j=1

µ
ωj
α̈σ(j)

,

1−
n∏
j=1

(
1− να̈σ(j)

)ωj
). (11)

According to Definition 6, the result of IF set pair in-
formation aggregation is still the IF set pair number, and
it is easy to prove that the IFSPAWA, IFSPAOWA, IFS-
PAWG, IFSPAOWG, IFSPAHA and IFSPAHG operator
are all satisfy the following property.

Property 3: Idempotence of the aggregation of IF set
pairs.

Set αi = (µi, πi, νi) , (i = 1, 2, . . . , n) to be the IF set
pair number, if αi = α, then there is: IFSPA(WA,
OWA,WG,OWG,HA,HG)ω (α1, ...αn) = α.

Proof. Take the IFSPAWA operator as an example to
prove Property 3, the other operators are similar. Sup-
pose there is αi = (µi, πi, νi) and αi = α, according to
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Definition 6, there is:

IFSPAWAω(α1, α2, ..., αn)

= (1−
n∏
j=1

(παj + ναj )
ωj ,

n∏
j=1

(
παj + ναj

)ωj − n∏
j=1

νωjαj ,

n∏
j=1

νωjαj )

= (1−
n∏
j=1

(
παj + ναj

)ωj
,

n∏
j=1

(
παj + ναj

)ωj − n∏
j=1

νωjαj ,

n∏
j=1

νωjαj )

= (µα, πα, να) = α.

Property 4: Monotonicity of the aggregation of IF set
pair number.

Suppose αi = (µαi, παi, ναi) , (i = 1, 2, . . . , n) and
βi = (µβi, πβi, νβi) , (i = 1, 2, . . . , n) to be two sets of
the IF set pair number, if αi ≤ βi, then there is:
IFSPA (WA,OWA,WG,OWG,HA,HG)ω (α1, ..., αn)
≤ IFSPA (WA,OWA,WG,OWG,HA,HG)ω (β1, ..., βn).

Proof. Take the IFSPAWA operator as an example to
prove Property 4, the other operators are similar. Since
αi ≤ βi, according to Definition 5, there is: µαi − ναi ≤
µβi − νβi , So that µαi − µβi ≤ ναi − νβi . There are two
situations to discuss:

1) When 0 ≤ µαi − ναi ≤ µβi − νβi , there
is (µαi − µβi)

ωi ≤ (ναi − νβi)
ωi , and

((1− µβi)− (1− µαi))
ωi ≤ (ναi − νβi)

ωi , so that∏n
i=1 (1− µβi)

ωi ≤
∏n
i=1 (1− µαi)

ωi ,
∏n
i=1 ν

ωi
α ≥∏n

i=1 ν
ωi
β . Therefore:

E (IFSPAWAω (α))− E (IFSPAWAω (β))

=

(
1−

n∏
i=1

(πα + να)
ωi −

n∏
i=1

νωiα

)

−

(
1−

n∏
i=1

(πβ + νβ)
ωi −

n∏
i=1

νωiβ

)

=

(
n∏
i=1

(πβ + νβ)
ωi −

n∏
i=1

(πα + να)
ωi

)

−

(
n∏
i=1

νωiα −
n∏
i=1

νωiβ

)

=

n∏
i=1

(1− µβ)
ωi −

n∏
i=1

(1− µα)
ωi

−

(
n∏
i=1

νωiα −
n∏
i=1

νωiβ

)
≤ 0.

That is E (IFSPAWAω (α)) ≤ E (IFSPAWAω (β)),
thus: IFSPAWAω(α1, · · · , αn) ≤ IFSPAWAω(β1,
· · · , βn).

2) When µαi − ναi ≤ µβi − νβi ≤ 0, it can be ob-
tained by the same way that E (IFSPAWAω (α)) −
E (IFSPAWAω (β)), therefore, Property 4 is true.

Property 5: Boundedness of the aggregation of the IF
set pair number.

Suppose αi = (µαi, παi, ναi), (i = 1, 2, ..., n) is the IF set
pair number, αmax = max (αi), αmin = min (αi), there
is: αmin ≤ IFSPA (WA,OWA,WG,OWG,HA,HG)ω ≤
αmax.

Proof. Take the IFSPAWA operator as an example to
prove Property 5, the others are similar. For ∀j, there
is min

{
παj
}
≤ παj ≤ max

{
παj
}

, min
{
ναj
}
≤ ναj ≤

max
{
ναj
}

, and min
{
µαj
}
≤ µαj ≤ max

{
µαj
}

. There-
fore:

1−
n∏
j=1

(
παj + ναj

)ωj
= 1−

n∏
j=1

(
1− µαj

)ωj
≥ 1−

n∏
j=1

(
1−min

{
µαj
})ωj

= 1−
(
1−min

{
µαj
}) n∑

j=1
ωj

= min
{
µαj
}

n∏
j

νωjαj ≥
n∏
j

(
min

{
ναj
})ωj

= min
{
ναj
} n∑
j=1

ωj

= min
{
ναj
}
.

Combined with Definition 5, there is: αmin ≤
IFSPAWAω(α1, α2, · · · , αn). Similarly:

1−
n∏
j=1

(
παj + ναj

)ωj
= 1−

n∏
j=1

(
1− µαj

)ωj ≤ 1−
n∏
j=1

(
1−max

{
µαj
})ωj

= 1− (1−max{µαj})
n∑
j=1

ωj
= max{µαj}.

Combined with Definition 5, there is: IFSPAWAω(α1,
α2, · · · , αn) ≤ αmax. Therefore: αmin ≤ IFSPAWAω ≤
αmax.
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Table 1: Index system for privacy risk assessment

Primary targets Secondary targets Tertiary targets

Privacy risk asset B1

Confidentiality C1

Data encryption T11
Data isolation T12

Key management T13
Data privacy T14

Completeness C2

Data backup T21
Data destruction delete T22

Software upgrade T23

Availability C3
Data migration T31

Risk identification T32

Privacy risk threat B2

Technical risk C4

Malicious attack T41
Network monitoring T42

Vulnerability processing T43

Personal risk C5

Internal staff T51
Authentication T52
Operation error T53

Privacy risk vulnerability B3

Organizational vulnerability C6

Review supports T61
Legal compliance T62

Responsibility and interests T63

Technical vulnerability C7
Service lock T71

Access control T72

Other C8

Rules and regulations T81
Privacy processing T82

Risk reporting T83

4 IFSPA-based Multi-attribute
Privacy Risk Decision-Making
Approach

4.1 Index System for Privacy Risk As-
sessment

The aim of privacy risk assessment is to estimate and
measure the privacy risks of system comprehensively and
systematically. The factors that lead to privacy risks are
all-encompassing, involving human-based and objective
factors, technical and equipment factors, intrinsic and ex-
trinsic factors, system vulnerabilities and confidential dis-
closure, incomplete system and deliberately attacks. In a
word, privacy risk is the possibility and negative influ-
ence of data leakage in privacy information. Privacy risk
assessment is useful to identify the possibility of secu-
rity risks and the negative influence. Combined with the
information technology security evaluation criteria (IT-
SEC [7]) and a large number of research about risk as-
sessment of privacy risk at home and abroad, we estab-
lish the index system for privacy risk assessment (shown
in Table 1).

4.2 Steps of Multi-attribute Privacy Risk
Decision-Making

In the process of privacy risk assessment, qualitative or
quantitative assessments are usually given by experts or
evaluation systems. The quantitative methods are well
established and relatively mature. The qualitative forms
of decision-making methods are relatively complex due
to possible interference and adverse effects caused by un-
certainty, ambiguity, randomness and other error factors
during the assessment process. It usually takes the form
of fuzzy numbers (such as IF, vague sets, trigonometric
fuzzy numbers, etc.) or semantics (such as fuzzy seman-
tics). The paper defines the MADM problem in privacy
risk assessment, which is qualitatively described by IF set
pair. The following takes the IFSPAWA operator as an
example to illustrate the steps of decision-making, other
operators are in the similar way.

Step 1: Convert privacy risk assessment index into the
IF set pair number. Get the semantics such as sup-
port, hesitation and negation in evaluation opinion,
and establish the IF set pair number in the privacy
risk assessment index. In this paper, the semantic
conversion relations of 9 scales are adopted (shown
in Table 2).

Step 2: The evaluation index of privacy risk may consist
of multiple sub-indexes, so the IFSPAWA operator is
used to aggregate the sub-indexes in decision matrix
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Table 2: Correspondence between 9 scales semantics and various fuzzy numbers

Fuzzy Semantic Interval Region 0-1 Scale Vague IFSPA number E(A) σ(A) Shi
Extremely High [1,1] 1 [1,1] (1,0,0) 1 0 ∞

Very high [0.8,0.9] 0.9 [0.9,0.95] (0.9,0.05,0.05) 0.85 0.0167 18
Higher [0.7,0.8] 0.8 [0.8,0.9] (0.8,0.1,0.1) 0.7 0.0333 8
High [0.4,0.6] 0.7 [0.7,0.85] (0.7,0.15,0.15) 0.55 0.05 4.667

Medium [0,0] 0.5 [0.5,0.5] (0.5,0,0.5) 0 0 1
Low [-0.4,-0.1] 0.3 [0.3,0.45] (0.3,0.15,0.55) -0.25 0.05 0.5455

Lower [-0.6,-0.4] 0.2 [0.2,0.3] (02,0.1,07) -0.5 0.0333 0.2857
Very low [-0.8,-0.7] 0.1 [0.1,0.15] (0.1,0.05,0.85) -0.75 0.0167 0.1176

Extremely low [-1,-1] 0 [0,0] (0,0,1) -1 0 0

to get the IF set pair decision matrix D̃ = [dij ]n×m,
where:

dij = IFSPAWA
(

d1
ij , d

2
ij , . . . , d

k
ij ,
)

= (1−
k∏
p=1

(πpj + νpj )
ωi ,

k∏
p=1

(πpj + νpj )
ωi −

k∏
p=1

νpjωj ,

k∏
p=1

νpjωj ).

(12)

Step 3: Determine the weight of IF set pair. IF set pair
can be established between the weight values and in-
terval [0, 1]. The value of weight is calculated by the
relative weight pi and uncertain relative weight.

w∗
i =

m∑
k=1

pikqik

n∑
i=1

m∑
k=1

pikqik

(13)

Where

pi =
1 + µi − νi

n∑
i=1

(1 + µi − νi)
=

1 + E (Ai)
n∑
i=1

(1 + E (Ai))
,

qi =
µi + νi

n∑
i=1

(µi + νi)

Step 4: Use the IFSPAWA operator to further aggre-
gate the decision matrix of privacy risk index D̃ =
[dij ]n×m, so as to obtain the integrated number of IF
set pairs. Where:

dij = IFSPAWA(di1, di2, ..., dim) (14)

= (1−
m∏
j=1

(πj + νj)
ω∗j

,

m∏
j=1

(πj + νj)
ω∗j −

m∏
j=1

νω
∗j

j ,

m∏
j=1

νω
∗j

j )

= (1−
m∏
j=1

µω
∗j
j ,

m∏
j=1

µω
∗j
j −

m∏
j=1

νω
∗j

j ,

m∏
j=1

νω
∗j

j ).

Step 5: Calculate the expectation and mean square error
of IF set pairs, and sort it according to Definition 5
to get the final decision result.

5 Analysis of Examples

According to the privacy risk assessment index con-
structed in Table 1, five experts gave the assessment opin-
ion on privacy risk assets, privacy risk threats and privacy
risk vulnerabilities (as shown in Table 3), and the privacy
risk assessment analysis is conducted accordingly.

Step 1: According to Table 2, the fuzzy semantics of
each indicator is processed by the IF set pair number,
and the privacy risk index decision matrix is obtained
as shown in Table 4.

Step 2: The IFSPAWA operator is used to aggregate the
subterm indexes in order to obtain the integrated de-
cision matrix, as shown in Table 5.

Step 3: Calculate the weight of each risk indicator
according to Formula (2), and get the result w∗

i =
(0.1257, 0.1217, 0.1246, 0.1106, 0.1272, 0.1262, 0.1276,
0.1364).

Step 4: Use the IFSPAWA operator to reaggregate the
decision matrix of privacy risk index in Table 5, so
as to calculate the integrated number of intuitionistic
fuzzy set pairs:

IFSPAWA(C1) = (0.4432, 0.1250, 0.4318),

IFSPAWA(C2) = (0.4562, 0.1210, 0.4228),

IFSPAWA(C3) = (0.4059, 0.1264, 0.4677),

IFSPAWA(C4) = (0.4637, 0.1156, 0.4207),

IFSPAWA(C5) = (0.4302, 0.1455, 0.4243),

IFSPAWA(C6) = (0.4572, 0.1321, 0.4107),

IFSPAWA(C7) = (0.4034, 0.1432, 0.4534),

IFSPAWA(C8) = (0.4312, 0.1338, 0.4350).

Step 5: Get the expectation, mean square error, and po-
tential value of the integrated IF set pair number (as
shown in Table 6).
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Table 3: Privacy risk assessment scoring table

Index Factors/weights Expert 1 Expert 2 Expert 3 Expert 4 Expert 5

C1

T11 0.3 High Medium High Higher High
T12 0.2 Low Lower Higher Higher Lower
T13 0.2 High Higher High High High
T14 0.3 Lower High High Low Low

C2

T21 0.4 High Higher Lower High Low
T22 0.5 Low Medium High Higher High
T23 0.1 High High Low Low Low

C3
T31 0.4 High Low High Medium High
T32 0.6 Higher High Lower Lower Low

C4

T41 0.3 Very High High High High High
T42 0.3 High Low Very low Medium Very low
T43 0.4 Low High Higher Higher High

C5

T51 0.5 Low Low High High High
T52 0.3 Very low Low Higher High Higher
T53 0.2 High Low Low Low High

C6

T61 0.4 High Higher Low Low Low
T62 0.4 Low Low High Higher High
T63 0.2 Higher High High High Medium

C7
T71 0.5 High Higher Low High Low
T72 0.5 High High Lower Lower Low

C8

T81 0.3 Low Lower High High High
T82 0.4 High High Lower Low Lower
T83 0.3 High High Low Low High

Table 4: Decision matrix of privacy risk index

Index Factors/Weights Expert 1 Expert 2 Expert 3 Expert 4 Expert 5

C1

T11 0.3 (0.7,0.15,0.15) (0.5,0,0.5) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.7,0.15,0.15)
T12 0.2 (0.3,0.15,0.55) (0.2,0.1,0.7) (0.8,0.1,0.1) (0.8,0.1,0.1) (0.2,0.1,0.7)
T13 0.2 (0.7,0.15,0.15) (0.8,0.1,0.1) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.7,0.15,0.15)
T14 0.3 (0.2,0.1,0.7) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.3,0.15,0.55) (0.3,0.15,0.55)

C2

T21 0.4 (0.7,0.15,0.15) (0.8,0.1,0.1) (0.2,0.1,0.7) (0.7,0.15,0.15) (0.3,0.15,0.55)
T22 0.5 (0.3,0.15,0.55) (0.5,0,0.5) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.7,0.15,0.15)
T23 0.1 (0.7,0.15,0.15) (0.7,0.15,0.15) (0.3,0.15,0.55) (0.3,0.15,0.55) (0.3,0.15,0.55)

C3
T31 0.4 (0.7,0.15,0.15) (0.3,0.15,0.55) (0.7,0.15,0.15) (0.5,0,0.5) (0.7,0.15,0.15)
T32 0.6 (0.8,0.1,0.1) (0.7,0.15,0.15) (0.2,0.1,0.7) (02,0.1,0.7) (0.3,0.15,0.55)

C4

T41 0.3 (0.9,0.05,0.05) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.7,0.15,0.15)
T42 0.3 (0.7,0.15,0.15) (0.3,0.15,0.55) (0.1,0.05,0.85) (0.5,0,0.5) (0.1,0.05,0.85)
T43 0.4 (0.3,0.15,0.55) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.8,0.1,0.1) (0.7,0.15,0.15)

C5

T51 0.5 (0.3,0.15,0.55) (0.3,0.15,0.55) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.7,0.15,0.15)
T52 0.3 (0.1,0.05,0.85) (0.3,0.15,0.55) (0.8,0.1,0.1) (0.7,0.15,0.15) (0.8,0.1,0.1)
T53 0.2 (0.7,0.15,0.15) (0.3,0.15,0.55) (0.3,0.15,0.55) (0.3,0.15,0.55) (0.7,0.15,0.15)

C6

T61 0.4 (0.7,0.15,0.15) (0.8,0.1,0.1) (0.3,0.15,0.55) (0.3,0.15,0.55) (0.3,0.15,0.55)
T62 0.4 (0.3,0.15,0.55) (0.3,0.15,0.55) (0.7,0.15,0.15) (0.8,0.1,0.1) (0.7,0.15,0.15)
T63 0.2 (0.8,0.1,0.1) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.5,0,0.5)

C7
T71 0.5 (0.7,0.15,0.15) (0.8,0.1,0.1) (0.3,0.15,0.55) (0.7,0.15,0.15) (0.3,0.15,0.55)
T72 0.5 (0.7,0.15,0.15) (0.7,0.15,0.15) (0.2,0.1,0.7) (0.2,0.1,0.7) (0.3,0.15,0.55)

C8

T81 0.3 (0.3,0.15,0.55) (0.2,0.1,07) (0.7,0.15,0.15) (0.7,0.15,0.15) (0.7,0.15,0.15)
T82 0.4 (0.7,0.15,0.15) (0.7,0.15,0.15) (0.2,0.1,0.7) (0.3,0.15,0.55) (0.2,0.1,0.7)
T83 0.3 (0.7,0.15,0.15) (0.7,0.15,0.15) (0.3,0.15,0.55) (0.3,0.15,0.55) (0.7,0.15,0.15)
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Table 5: Decision matrix of privacy risk index after subterm aggregation (IFSPAWA operator)

Index Expert 1 Expert 2 Expert 3 Expert 4 Expert 5
C1 (0.135,0.556,0.309) (0.087,0.643,0.270) (0.140,0.722,0.138) (0.125,0.514,0.361) (0.140,0.558,0.301)
C2 (0.150,0.553,0.287) (0.057,0.710,0.233) (0.130,0.553,0.316) (0.125,0.735,0.140) (0.150,0.563,0.287)
C3 (0.120,0.762,0.118) (0.150,0.598,0.252) (0.120,0.502,0.378) (0.061,0.327,0.612) (0.150,0.523,0.327)
C4 (0.121,0.697,0.181) (0.150,0.629,0.222) (0.101,0.685,0.215) (0.087,0.730,0.183) (0.121,0.626,0.252)
C5 (0.121,0.396,0.483) (0.150,0.300,0.550) (0.135,0.693,0.172) (0.150,0.656,0.195) (0.135,0.732,0.133)
C6 (0.140,0.627,0.233) (0.130,0.655,0.215) (0.150,0.598,0.252) (0.130,0.655,0.215) (0.122,0.557,0.321)
C7 (0.150,0.700,0.150) (0.125,0.752,0.123) (0.125,0.254,0.621) (0.125,0.551,0.324) (0.150,0.300,0.550)
C8 (0.150,0.629,0.222) (0.135,0.627,0.238) (0.130,0.460,0.410) (0.150,0.478,0.373) (0.130,0.592,0.278)

Table 6: Results of the integrated aggregation

Index E(A) σ(A) Shi Species of Potential Situation of Risk Control
C1 0.0114 0.0147 1.0264 Identical potential controllable
C2 0.0334 0.0403 1.079 Identical potential controllable
C3 -0.0618 0.0421 0.8679 Contrary potential uncontrollable
C4 0.043 0.0385 1.1022 Identical potential controllable
C5 0.0059 0.0485 1.0139 Identical potential controllable
C6 0.0465 0.044 1.1132 Identical potential controllable
C7 -0.05 0.0477 0.8897 Contrary potential uncontrollable
C8 -0.0038 0.0446 0.9913 Contrary potential uncontrollable

Combined with Table 6 and Definition 5, privacy risk in-
dicators and their situation of risk control can be ranked
from high to low: C6 > C4 > C2 > C1 > C5 > C8 > C7 >
C3. Further analysis shows that the privacy risk index
is clustered according to the expectation value, potential
value and classification of the IF set pair number. Expec-
tation value of the privacy risk index C6, C4, C2, C1, C5

is larger than 0, the potential value belongs to identical
potential, and its privacy risk is within the controllable
range. Temporarily, no measures need to be taken from
the perspective of privacy protection. While the expecta-
tion value of privacy risk index C3, C7, C8 is less than 0,
the potential value belongs to contrary potential, and the
privacy risk falls outside the controllable range. So that
some measures need to be taken to protect the privacy.
Besides, the privacy risk index C3, C7, C8 is in the same
level range, priority of protection covers the correspond-
ing content of privacy risk index C3 according to the size
of expectation value.

6 Conclusions

Privacy risk assessment is an uncertain problem which
is affected by many factors. The IF set pair aggrega-
tion method proposed in this paper has good applica-
tion prospect in the field of multi-attribute privacy risk
decision-making. Compared with the traditional SPA, IF,
Vague sets, Fuzzy and other methods, IF set pair ag-
gregation can solve the problems of randomness, uncer-
tainty and ambiguity in the real society more intuitively,
and can effectively describe the support (affirm), hesi-

tate (uncertain), oppose (negate) and other information
in decision-making voting without missing. It can ob-
tain more objective and accurate decision-making results
than other methods. IFSPA is the organic combination
and expansion of IF and SPA. The IFSPAWA, IFSPAWG,
IFSPAOWA, IFSPAOWG, IFSPAHA and IFSPAHG op-
erators defined on this basis can improve the aggregation
effect of IF set pair analysis. The method further enriches
and develops MADM theory and method, showing good
application value and practicability, and can be further
extended to other related application fields.
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Abstract
An android smartphone has various types of sensors in its de-
vice. All of these sensors produce data based on environmen-
tal condition that exists around the device. These data have
the potential to be used as the random number because of its
non-deterministic component. To realize it, some steps need to
be carried out, such as knowing the characteristic of the sen-
sor, estimating the entropy value possessed by the sensor data,
and so on. As a proof-of-concept, this research is conducted to
design and implement the entropy source and pseudorandom
number generator based on the android sensor. The research
result shows that by using accelerometer data with XOR re-
sult as the input of entropy source and HMAC DRBG as the
pseudorandom number generator, so the high quality of ran-
dom number based on the android sensor can be obtained.
Keywords: Android Sensor; Entropy Source; Pseudorandom
Number Generator

1 Introduction
In November 2017, there were already 2.3 billion active smart-
phone devices based on the Android operating system in the
world. The android smartphone provides various features for
its users, such as mobile banking. These features use a lot of
smartphone resources, especially the random numbers.

Actually, the android operating system has already a ran-
dom number generation system based on the interrupt process,
I/O disk operations, and the user input [14]. This random
number generation system is considered safe, but the android
smartphone also has a potential resource to be used as a ran-
domness source, which is the sensor. This paper is organized
as follows :

1) Related Work;

2) Entropy Source Based on Android Sensor;

3) Pseudorandom Number Generator (PRNG);

4) Conclusion.

2 Related Work

2.1 Android Sensor
The android smartphone divides its sensor into two types,
namely the base sensor and composite sensor. The base sensor
is a single physical sensor that measures certain phenomena
that exist in the sensor environment, whereas composite sensor
is a combination of one or more single physical sensor with a
specific algorithm to measure a phenomenon which is not cov-
ered by the base sensor. In this research, the composite sensor
is not selected as randomness source, because only base sensor
that actually produces non-deterministic data.

Table 1 shows a list of the base sensor and their reporting
mode. The base sensor with a ”continuous” reporting mode
will produce data continuously as long as the sensor operates,
whereas the base sensor with the ”on-change” reporting mode
will only produce data when a phenomenon in the environment
changes significantly. To get as many random numbers as pos-
sible, the base sensor with a” continuous” reporting mode is
selected as a randomness source.

Table 1: A list of base sensor in Android

Sensor name Reporting mode
Temperature On-change

Heart rate On-change
Light On-change

Proximity On-change
Relative humidity On-change

Pressure Continuous
Magnetometer Continuous
Accelerometer Continuous

Gyroscope Continuous

Because the pressure sensor is rarely owned by the majority
of the Android smartphone and the measurement result of the
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magnetometer is unstable, especially when the magnetometer
is placed close to the iron material, only accelerometer and
gyroscope are selected as the randomness source for now.

2.2 Micro-electromechanical Systems (MEMS)
MEMS is a modern technology to manufacture accelerome-
ter and gyroscope on the Android smartphone. With MEMS
technology, accelerometer and gyroscope can be produced as
a microscale integrated device by creating and combining me-
chanical and electrical components [5].

In the real-world, the MEMS accelerometer and gyroscope
have two dominant types of non-deterministic noise which
are bias instability (BI) and Angle/ Velocity Random Walk
(ARW/VRW) [4]. If the sensor is operated when not moving
(motionless) and two or more set data with size and sample is
created, the average value for a set data is different from each
other. This difference in value is called BI error. ARW/ VRW
error is caused by the Brownian motion of air particles trapped
inside the MEMS device [11]. These two non-deterministic er-
rors are the majority factors that cause MEMS accelerometer
output and gyroscope to always fluctuate randomly and subse-
quently have the potential to generate random numbers. The
magnitude of BI and ARW/VRW error owned by the MEMS
accelerometer and gyroscope can be estimated using the Allan
Variance (AVAR) method [10].

Table 2 shows the BI and ARW/VRW coefficient values
for MEMS accelerometer and gyroscope from different types
of Android smartphones, namely B and Q. For example, if
the gyroscope on Andromax R is operated for an hour (3.600
seconds), the ARW error in which the coefficient value is B
= 0.0012 rad.s1/2 causes the measurement result to deviate ap-
proximately 0.0012 x (3600)1/2 = 0.072 rad.

Table 2: The value of B and Q for the MEMS accelerometer
and gyroscope from five different types of Android

smartphones

Smartphone
Accelerometer Gyroscope
B[m/s2] Q[(m/s).s1/2 B[rad/s] B[rad/s1/2]

A 0.0046 0.0028 2.87x10−5 0.0012
B 7.34x10−4 0.0022 4.83x10−5 3.66x10−4

C 3.69x10−4 6.08x10−4 No gyroscope
D 6.39x10−4 0.0014 1.26x10−4 3.10x10−4

E 2.61x10−4 8.39x10−4 3.41x10−5 9.02x10−5

*Note: Smartphone A, B, C, D, E consecutively are Andro-
max R, Asus Zenfone 2, Galaxy Fame, Galaxy Note 10,1, &
Galaxy S III Mini.

2.3 Random Number Generator
There are two kinds of systems that can be used to generate
the random number, namely True Random Number Generator
(TRNG) and Pseudorandom Number Generator (PRNG) [13].
TRNG, or it can also be referred to as an entropy source, pro-
duces a random number with the highest quality because this
output is formed from purely non-deterministic input. How-
ever, the output size of TRNG is so little, specifically, the

maximum output size is equal or less than the number of the
input data. This problem can be overcome by using PRNG
which only involves two components, namely a seed (non-
determinism data with limited size) and a deterministic algo-
rithm. A deterministic algorithm is designed to be able to pro-
duce a long-size of high-quality random numbers from short-
size seed. The existing cryptographic algorithm, such as hash
function and symmetric encryption block, can be used as a
PRNG deterministic algorithm.

2.4 Entropy
Entropy represents the level of difficulty at guessing the next
output produced by the system [6]. For example, there are
machine 1 and machine 2 where each machine producing four
letters A, B, C, D randomly with the following probability of
occurrence:

Machine1 :
P(A) = 0, 25; P(B) = 0, 25;
P(C) = 0, 25; P(D) = 0, 25.

Machine2 :
P(A) = 0, 50; P(B) = 0, 25;
P(C) = 0, 125; P(D) = 0, 125.

Thus, the entropy value for machine 1 is greater than the en-
tropy value for machine 2, because machine 2 will produce let-
ters A and B more often than letters C and D. This is different
from machine 1 which producing its four letters with (almost)
equal quantity. Below is given the equation to calculate the
entropy value of a system that has n sample space:

Entropy = [ p1 x log2(p1) + p2 x log2(p2) + ... + pn-1 x
log2(pn-1) + pn x log2(pn)...],

with pi = the occurrence probability for the ith unique ele-
ment (1 ≤ i ≤ n).

3 Entropy Source Based on Android
Sensor

The entropy source used in this research is in conformance
with the NIST SP 800-90B recommendation. See Figure 1
and [9]. There are five components involved in this entropy
source, namely randomness source, digitization, entropy esti-
mation (for each sensor sample), health test, and conditioning.

3.1 Randomness Source
The randomness source is implemented by the accelerometer
or gyroscope. Several specifications shall be satisfied with col-
lecting sensor samples as follows:

1) Sensor samples are collected from five different types of
Android smartphones: Andromax R, Asus Zenfone 2,
Samsung Galaxy Fame (no gyroscope), Samsung Galaxy
Note 10.1, and Samsung Galaxy S III Mini.
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Figure 1: Entropy source model

2) The sensor sample is taken by placing the smartphone on
the table, the direction of the smartphone screen is facing
up to the rooftop, and the smartphone is in a motionless
state.

3) The sampling period is ±0.01 second.

4) Every sample sensor consists of three independent mea-
surement values which are the value of the measurements
in the x-axis, y-axis, and z-axis orientation.

3.2 Digitalization

There are three consecutive steps to implement the digitization
process:

1) Convert analog sample sensor into a binary sequence
in accordance with the IEEE-574 Single-Precision 32-
bit [7].

2) Choose the 8-bit position that is guessed to have the high-
est entropy value from the 32-bit binary sequence. The
following steps are the procedure to choose these eight
bits:

• Acquire 1,100,100 samples continuously.

• Choose 8 position bits with the occurrence percent-
age of bit 0 equal or very near to 50%.

3) Create a new data variant for each sample in addition to
the three measurement values (x, y, and z-axis) which is
the exclusive-or (XOR) result of these three measurement
values.

Now, each sensor sample has four 8-bit binary sequences
which are the measurement value in x-axis, y-axis, z-axis ori-
entation and the XOR result.

Figure 2: Entropy estimation process per sensor sample

3.3 Entropy Estimation Per Sensor Sample
Figure 2 shows the procedure of entropy estimation for each
sensor sample.

1) Data collection: For each type of sensor on each Android
smartphone, two types of data sets need to be formed,
namely sequential data set and restart data set. Sequen-
tial data set is formed by operating the sensor continu-
ously until 1,000,100 samples are obtained, while restart
data set is formed by restarting the smartphone (power on
power off power on) 1,000 times with each restart acquir-
ing 1,010 sensor samples so that a restart matrix of 1,000
x 1,010 sensor samples is formed.

2) Initial entropy estimation: In estimating entropy value for
each sensor sample, this research implements 10 entropy
estimators proposed by the NIST SP 800-90B recommen-
dation. These entropy estimators will measure entropy
contained on a data set from a different point of view.

The initial entropy estimation value Hinitial can be ob-
tained by calculating the following equation:

Hinitial = min(Horiginal, n x Hstring)

with n = the bits-length of one sensor sample = 8 bits.

The Horiginal and Hbitstring values are calculated ac-
cording to the brief description below:

• Calculating Horiginal value: Horiginal value can be ob-
tained by implementing 7 entropy estimators (the
collision, Markov, and compression estimator are
excluded) to the sequential data set.

• Calculating Hstring value: It is already known that
the size of the sequential data set is 1,000,100
samples. If all of these samples are concatenated
sequentially, it will form a very long binary se-
quence which its bits-length size is 8 bits/sample
x 1,000,100 sample = 8,000,800 bits. Hstring value
can be obtained by implementing all of the entropy
estimators to the first 1,000,100 bits of this binary
sequence.

3) Sanity check implementation: A sanity check is used to
check whether the occurrence frequency of the most com-
mon sample in every row and column of the restart ma-
trix is already as expected or not. If a smartphone sensor
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does not pass the sanity check, the entropy value of this
smartphone sensor will not be estimated specifically, the
entropy value is zero.

4) Restart test: The restart test is carried out to obtain row
and column entropy estimation, or Hrow and Hcolumn.
Both of these values are calculated by applying 7 entropy
estimators (the collision, Markov, and compression esti-
mator are excluded) to the row data set and column data
set that are formed from the restart matrix, as shown in
Figure 3.

The restart test is implemented to ensure that there is
no pattern or dependency between sensor samples in
a row/column matrix with sensor samples in another
row/column matrix. Thus, there is no additional advan-
tage for the attacker who has access/knowledge about
sensor samples obtained from one/more restart process to
guess the next sample.

5) Final entropy estimation: The final entropy estimation
value (H) is calculated with the following equation: H
= min(Hinitial,Hrow, Hcolumn)

Table 3 shows the H value for accelerometer and gyroscope
from five Android smartphones. Based on these values, the
gyroscope is not selected as a randomness source,

(a)

(b)

Figure 3: Construction of (a) row and (b) column data set

Because many gyroscopes do not pass the sanity check and
the majority of the H values for gyroscope are less than the H
values for the accelerometer. Next, only accelerometer with
XOR result is used as randomness source because this data
variant has the highest H value than another three data variants
(x, y, and z-axis) for the same sensor and smartphone type.

*Note: SC code representing that the sensor type for that
type of smartphone is not passed by the sanity check.

There is an argument on why accelerometer with XOR re-
sult has the highest entropy value. Bit b has the highest entropy
value if the occurrence probability b = 0 is equal to b = 1, or
specifically Pr[b = 0] = Pr[b = 1] = 0.5. Suppose that there
are two independent systems, X and Y, generating bit x and
bit y randomly, where x,y ∈ 0,1. These bits will be XORed

Table 3: The H value for accelerometer and gyroscope from
five Android smartphones

HSmartphone Sensor x y z XOR
Acccelrometer 1.63 0.35 1.94 4.98Andromax R Gryscope SC* SC* SC* SC*
Acccelrometer 1.78 2.38 3.07 6.35Asus Zenfone 2 Gryscope SC* 1.50 1.17 SC*
Acccelrometer 2.51 3.17 3.30 6.55Galaxy Fame Gryscope No gryscope
Acccelerometer 1.31 1.71 2.49 4.36Galaxy Note 10.1 Gryscope 2.52 4.53 SC* 6.97
Acccelrometer 3.29 3.28 3.41 3.85Galaxy S III Mini Gryscope 0.24 0.21 0.23 0.76

together to obtain bit z or z = x ⊕ y. It is known that the occur-
rence probability of bit 0 and bit 1 generated by X and Y are
as follows:

S yst.X : Pr[x = 0] = 0.5
Pr[x = 1] = 1˘Pr[x = 0] = 1˘0.5 = 0.5

S yst.Y : Pr[y = 0] = w

Pr[y = 1] = 1˘Pr[y = 0] = 1˘w

where 0 ≤ w << 0.5 or 0.5 >> w ≥ 1$
Therefore, the occurence probability in obtaining bit z equal

to 0 or 1 are

Pr[z = 0] = (Pr[x = 0]xPr[y = 0])
+(Pr[x = 1]xPr[y = 1])

= (0.5xw) + (0.5x(1˘w))
= 0.5w + 0.5˘0.5w = 0.5

Pr[z = 1] = 1˘Pr[z = 0] = 1˘0.5 = 0.5

The occurrence probability of bit z on the above equa-
tions shows that the XOR result between entropy bit with non-
entropy bit produces a probability occurrence value equal to
entropy bit (see Figure 4).

Figure 4: The XOR result between entropy bit (grey) with
non-entropy bit (white)

3.4 Health Test
Health tests ensure that the randomness source is not having
catastrophic failure or entropy deviation. To realize this, there
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are two types of health tests are used which are repetition count
test and adaptive count test. These health tests are always im-
plemented before operating the entropy source and when the
entropy source operates normally.

The repetition count test checks whether a certain sensor
sample is produced C1-times consecutively or not, where C1 is
the cutoff value of the repetition count test. If this cutoff value
is reached, an error status is given. The adaptive proportion
test checks whether the first sample in a block of 512 sensor
samples is produced C2-times on that block or not, where C2
is the cutoff value of an adaptive proportion test. Same with
the repetition count test, If this cutoff value is reached, an error
status is given. The value of C1 and C2 are determined using
the H value from Table 3.

3.5 Conditioning

Before explaining the conditioning process, starting from this
conditioning step until the sensor sample is used outside the
entropy source, the H value attributed to each accelerometer
sample with XOR result is replaced by the smallest value that
attributed to the x, y, and z-axis (see Table 4). This is done to
attribute each sensor sample with a conservative H value.

Table 4: The conservative H value for five Android
smartphones

Smartphone H
Andromax R H = min(1.63; 0.35; 1.94) = 0.35
Asus Zenfone 2 H = min(1.78; 2.35; 3.07) = 1.78
Galaxy Fame H = min(2.51; 3.17; 3.30) = 2.51
Galaxy Note 10.1 H = min(1.31; 1.71; 2.49) = 1.31
Galaxy S III Mini H = min(3.29; 3.28; 3.41) = 3.28

There are two reasons for implementing the conditioning
process: to accumulate entropy value from several sensor sam-
ples into a single binary sequence and to remove bias contained
in the sensor samples [2]. In this research, the conditioning
process is implemented using the SHA-1 function as shown in
Figure 5.

Figure 5: Conditioning process using SHA-1 function

where nin = w x n bit, hin = w x H bit, w = the number
of sensor samples input, H = the entropy value for each sensor
sample, and n = the binary size of a sensor sample = 8-bit.
SHA-1 output is a binary sequence consisting of 160-bit and it
is designed to have hout = 128 entropy bits. Figure 6 shows
before and after the conditioning process on Galaxy Note 10.1
sensor samples.

4 Pseudorandom Number Generator
(PRNG)

The PRNG system used in this research is implemented ac-
cording to the diagram shown in Figure 7.

Figure 6: Before and after the conditioning process on Galaxy
Note 10.1 sensor samples

Figure 7: The implementation of PRNG system

4.1 PRNG Mechanism
NIST SP 800-90A recommendation proposed three types
of PRNG mechanisms: Hash_DRBG, HMAC_DRBG, and
CTR_DRBG [1]. In this research, HMAC_DRBG is chosen
as the PRNG mechanism for the following reasons.

Reason not to select CTR_DRBG: CTR_DRBG uses en-
cryption block as the building block. Encryption block has
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a main character which is random permutation. Function f:
{0,1}p {0,1}p is considered as random function if:

1) All of the domain and range values are equal,

2) The mapping process from domain to range is bijective,

3) Each of the domain value has an equal chance to be cho-
sen by every domain values.

Because of the random permutation characteristic, encryp-
tion block is not appropriate to generate the random num-
ber [8]. For example, a PRNG based on encryption block is
used to generate a sequence of four digits random integers 0-9
where:

• The encryption block used in here is random permutation
function E(k,): {0,1}n x {0,9} ∩N {0,9} ∩Nwith k ε {0,1}n,

• The algorithm implemented by the PRNG in generating
four random digits is:

E(k, r + 1)||E(k, r + 2)||E(k, r + 3)||E(k, r + 4)
with r ε {0,9} ∩ N

Every digit in a sequence generated by the PRNG will
surely have a different number. So, the total combination of
four digits sequence that can be formed is 10 x 9 x 8 x 7 =

5,040 sequences from 10 x 10 x 10 x 10 = 10,000 sequences.
This huge decrement of sample space size by the block encryp-
tion like this is far from random.

Reason not to select Hash_DRBG:
HMAC_DRBG has two main advantages over

Hash_DRBG which are:

• The loss level when the attacker knows the critical state
value [12],

• The uniqueness of value produced by the HMAC function
over the value produced by the hash function.

Figure 8 shows the scheme of generating function for
Hash_DRBG. If the attacker knows the counter value of kth

transition state, or Vk = Vn + k for k ε [1,m], the attacker can
recover the initial counter value V0 and use it to obtain all of
the hash block outputs, both before and after the kth transition,
in the same generate function call.

Figure 8: Generating function for Hash_DRBG

Figure 9 shows the scheme of generating function for
HMAC_DRBG. If the attacker knows the initial key-value K0

and the output value of kth transition state, or rk, the attacker
can compute the next block outputs in the same generating
function call by itself, specifically r j = HMAC(K0, r j−1) where

j ε [k+1,m]. For the output blocks produced before kth tran-
sition state, these blocks are difficult to be recovered by the
attacker even though he has already K0 value because the at-
tacker needs to perform preimage attack of r j value, where r j =

HMAC(K0, r j−1) for j ε [1,k], to recover the r j−1 output block.

Figure 9: Generate function for HMAC_DRBG

It is known that the hash function is a deterministic function
where the output value will always be the same for the same in-
put value. Because the HMAC function implements hash func-
tion as its building block, the HMAC function is also deter-
ministic. One thing that differentiates between hash function
and HMAC function is the secret key involved in HMAC. Two
equal data inputs will generate two different data outputs if the
secret key used on both inputs are different. Figure 9 shows
that at the end of generating function call of HMAC_DRBG,
the key K0 always updated. So, for a counter value V on two
different generate function calls, the random number produced
by each call will be different.

Description of HMAC_DRBG mechanism: Figure 10
shows the HMAC_DRBG mechanism. There are four func-
tions involved in this mechanism, i.e instantiate function,
reseed function, generate function, and uninstantiated func-
tion. Before explaining these functions, there is a function
used by HMAC_DRBG to update internal state values K and
V called HMAC_DRBG_Update, which its algorithm is:

HMAC_DRBG_Update(provided_data, K, V):
1) K = HMAC(K, V||0x00||provided_data)
2) V = HMAC(K, V)
3) If (provided_data = Null)
return(K, V)
4) K = HMAC(K, V||0x01||provided_data)
5) V = HMAC(K, V)
6) return(K, V)

Instantiate function of HMAC_DRBG:

Instantiate function is used to initialize PRNG by creating
initial values for the internal state.
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Instantiate_function(entropy_input, nonce,
personalization_string):

1) seed_material = entropy_input
||nonce||personalization_string
2) K = 0x00 00 .. 00 comment: 160-bit
3) V = 0x01 01 .. 01 comment: 160-bit
4) (K, V) =

HMAC_DRBG_Update(seed_material, K, V)
5) reseed_counter = 1
6) return(K, V, reseed_counter)

where entropy input and nonce are the binary sequence pro-
duced by the conditioning process (consisting of 128 entropy
bits), while personalization string is a timestamp. Entropy in-
put is used to inject 128 entropy bits into the internal state,
nonce is used to ensure that the internal state is already in-
jected by 128 entropy bits, and personalization string is used to
differentiate the internal state value between two/more PRNG
instantiation.

Figure 10: HMAC_DRBG mechanism

Reseed function of HMAC_DRBG:
Reseed function is used to inject new entropy bit into the

PRNG internal state. where entropy input and additional input

Reseed_function(entropy_input, additional_input):
1) seed_material = entropy_input
||additional_input
2) (K, V) =

HMAC_DRBG_Update(seed_material, K, V)
3) reseed_counter = 1
4) return(K, V, reseed_counter)

are the binary sequence produced by the conditioning process
(consisting of 128 entropy bits). Same as before, entropy input
is used for injecting 128 entropy bits into the internal state.
Additional input has equal functionality with nonce, to ensure
that the internal state is already injected by 128 entropy bits.

It can be seen that the insatiate function algorithm is very
similar to the reseed function algorithm, specifically both algo-
rithms inject two binary sequences, each with 128 entropy bits,
into the internal state. Therefore, reseed function can be abol-
ished and, if new entropy bits are needed, the instantiate func-

tion can be called. However, this practice is not recommended
because it will be removed all of the entropy bits that previ-
ously collected; it shall be noted that the instantiate function
set K and V values with a constant value, which are 0x00..00
and 0x01..01, before these values are injected with the entropy
bits by calling HMAC_DRBG_Update, while the reseed func-
tion is directly injected entropy bit into K and V values without
initializing these values with constant value first.

Generate function of HMAC_DRBG:
Generate function is used to produce random number as fol-

low:

• When reseed_counter = 248 requests, 11

Figure 11: reseed

• When reseed_counter < 248 requests, 12

Figure 12: update

When reseed_counter is not yet reaching 248 requests (or equal
to 248 generate function calls), the reseed function is not called
at the initial of the generating process. The maximum value of
reseed_counter is determined by the NIST SP 800-90B recom-
mendation. This value is too big; it reaches the order of 1014.
For example, if the generate function is called every 1 sec-
ond, the reseed function will be implemented after ≈ 8 million
years. This is too vulnerable for the PRNG because the entropy
bits will not be injected into the internal state in this period. To
solve it, additional input, a 128 entropy bits binary sequence, is
involved in the generate function as long as the reseed function
is not called.

Uninstantiate function of HMAC_DRBG
Uninstantiate function is used to zeroing (i.e. erase) the in-

ternal state of a PRNG instantiation.

Uninstantiate_function():
1) K = null
2) V = null
3) reseed_counter = -1

4.2 Randomness Test
The randomness test for PRNG output is implemented with
15 randomness statistical tests proposed by the NIST SP 800-
22 recommendation [3]. In this research, the randomness test
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Table 5: The randomness test results for five Android smartphones

Andromax R Asus Zenfone 2 Galaxy Fame Galaxy Note 10.1 Galaxy S III Mini
Test Type Minimum

Pass Rate Test Result
Minimum
Pass Rate Test Result

Minimum
Pass Rate Test Result

Minimum
Pass Rate Test Result

Minimum
Pass Rate Test Result

Frequency 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%
Block Frequency 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%

Runs 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%
Longest Run 80.00% 100.00% 80.00% 100.00% 80.00% 90.00% 80.00% 90.00% 80.00% 100.00%

Rank 80.00% 100.00% 80.00% 90.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%
FFT 80.00% 100.00% 80.00% 100.00% 80.00% 90.00% 80.00% 100.00% 80.00% 100.00%

Non-Overslapping
Template 80.00% 99.19% 80.00% 98.92% 80.00% 98.04% 80.00% 98.85% 80.00% 98.78%

Overslapping
Template 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%

Universal 80.00% 90.00% 80.00% 90.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%
Linear Complexity 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%

Serial 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%
Approximate

Entropy 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00% 80.00% 100.00%

Cumulative Sums 80.00% 100.00% 80.00% 100.00% 80.00% 95.00% 80.00% 100.00% 80.00% 100.00%
Random Excursions 85.71% 100.00% 80.00% 100.00% 80.00% 100.00% 85.71% 100.00% 83.33% 97.92%
Random Excursions

Variant 85.71% 100.00% 80.00% 97.78% 80.00% 100.00% 85.71% 100.00% 83.33% 100.00%

is implemented on 10 data sets generated by HMAC_DRBG
from every Android smartphone (one data set consisting of
1,000,000 random bits). The test results show that all of the
randomness tests for five Android smartphones are passed (See
Table 5).

5 Conclusion
(A) There are only two types of Android smartphone that have

the potential to be used as randomness source, namely ac-
celerometer and gyroscope. These sensors are selected
because of its non-deterministic characteristic and its ca-
pability to produce sensor data in large numbers. Next,
the output of each sensor type is divided into four data
variants, which are the measurement value in the x-axis,
y-axis, z-axis, and the XOR result of these three measure-
ment values. After the implementation of the estimation
process is done, only accelerometer data with the XOR
result is chosen as the randomness source.

(B) The PRNG mechanism used in this research is
HMAC_DRBG. CTR_DRBG is not selected as the
PRNG mechanism because of the encryption block weak-
ness which reduces the total combination of random num-
bers that can be generated.Hash_DRBG is not selected
as the PRNG mechanism either because of the loss level
when the attacker knows the internal state value is greater
than HMAC_DRBG. Moreover, with the presence of the
secret key in HMAC, even though two data inputs have
equal value, HMAC will produce different output if the
secret key used for each data input is different.

(C) The randomness test proposed by the NIST SP 800-22
recommendation can be implemented to measure the ran-

domness quality of HMAC_DRBG output. In this re-
search, HMAC_DRBG output for five types of Android
smartphones is passed the randomness test.
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Abstract

Social Internet of Things (SloT), as a new carrier of in-
tegration of social and Internet of Things, applies the re-
search results of social networks from different aspects of
the Internet of Things. Different types of connected in-
telligent objects interact socially, compared with random
data access between them, access control technology is
more stringent. This paper integrates social attributes
into attribute-based access control of Internet of Things,
initializes relational attribute tags, and labels social in-
terest attributes for different objects, then quantifies tag
similarity and implements initial access control authoriza-
tion, integrates social attributes into game theory to dy-
namically adjust access control policies, so the adaptive
fine-grained division of access control under the Social
Internet of Things is effectively realized. The experimen-
tal results show that our method can not only effectively
carry out initial authorization according to tag similarity,
but also further adaptively adjust the permission policy
according to social attributes, and further meet the fine-
grained partition requirements of access control, which is
ensure the effective implementation of access control un-
der the Social Internet of things.

Keywords: Access control; Dynamic adaptation; Game
theory; Social Attributes; Social Internet of Things

1 Introduction

Internet of things is regarded as an important opportu-
nity for development and change in the field of informa-
tion. The European Commission believes that the devel-
opment and application of Internet of things will bring
great contribution to solving modern social problems in
the next 5-15 years. It is estimated that by 2020, there
will be 25 billion various things (devices, sensors, soft-

ware or databases) that can connect to the Internet wire-
lessly. [1]. Gartners predicts that the number of connected
things will be generated by consumer applications, and
most of the revenue will be contributed by enterprises.
This sudden development will support the Internet of
things as the economic effect of consumers, and enter-
prises will find new ways to use this technology. Accord-
ing to Manyika, by 2025, the use of the Internet of things
can create 4-11 trillion economic value, which is equiva-
lent to 11% of the world economy [9].

Social media is an Internet-based technology for shar-
ing ideas, activities and professional interests. The de-
velopment of the Internet of Things is changing the way
social media is used. The daily connection between peo-
ple, objects and data creates an intelligent network, which
adds value to the people involved [12]. The Social Inter-
net of Things adds attributes of social networks to the
Internet of Things, analogous to human social networks
to define the social relationships between objects in the In-
ternet of Things. The model of social Internet of things is
designed, the structure of social network based on objects
of the Internet of things is analyzed, so that the model
of human social network can be extended to a variety of
fields based on things-things ,things-people, people-things
and people-people [8].

Heterogeneous devices and information exchange are
ubiquitous in the social Internet of things, which re-
quires more effective access control measures for services.
Traditional access control based on Internet of Things
mostly choose to build trust model and risk model [5].
We propose an access control model in the social Inter-
net of Things, which integrates social attributes into the
attribute-based access control model in the Internet of
Things. The game theory is used to integrate social at-
tributes to achieve dynamic fine-grained rights partition-
ing in SloT environment.

The rest of this paper is organized as follows. In Sec-
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Figure 1: Access control model based on game theory

tion 2, we present the related work. Section 3 gives the
preliminaries of this paper. Section 4 describes the access
control model and the game process in detail. The 5th
section carries on the experiment simulation and the ver-
ification as well as the method contrast. We conclude the
whole paper in Section 6.

2 Related Work

Social Internet of things as a new integration carrier of
social network and Internet of things, through the tra-
ditional structure of the Internet of things to add social
attributes to achieve the effective operation of social In-
ternet of things scenarios, this paper studies the idea to
explore the deeper structure characteristics of the Inter-
net of things and social network attributes based on the
integration of access control methods under the current
social Internet of things. Through the research of the se-
curity problem of the combination of the two, it lays a
solid foundation for the research of adaptive fine-grained
access control under the social Internet of things.

Social Internet of Things integrates the concepts of the
Internet of Things and social networks to integrate so-
cial attributes into the huge Internet of Things terminal
nodes. Akash Sinha et al proposed a framework of social
Internet of Things to support the interaction between de-
vices with different functions and heterogeneous platforms
by developing applications that provide effective services
for the Internet of Things by utilizing users’social behav-
ior, which can reasonably interact with the social behavior
of the Internet of Things. Literature [14]. Literature [15]
through the construction of online trust model, classifies
the roles of users in social networks and provides thresh-
old trust score, which will be further applied to role al-
location. Literature [2] proposes a risk-based access con-
trol model for Internet of Things (IOT) technology, which
considers real-time data requests of devices in the Inter-
net of Things and gives dynamic feedback. User context,
resource sensitivity, action severity and risk history are
used as input of the security risk estimation algorithm.
By confirming the security risk of the request, a reason-
able data basis is proposed for policy formulation. No

matter the trust model or the risk model, although there
are no research examples of the fusio n attributes in spe-
cific scenarios, they have rich research basis in satisfying
the social network and the Internet of things scenarios,
which provides ideas for the fine-grained access control
division under the social Internet of things.

According to the behavior analysis of entities in refer-
ence [13] access control can be regarded as a game between
requester and visitor, and a dynamic game access control
model based on trust is proposed. In this paper, the access
of nodes is clearly divided into two types: goodwill and
malice, which obviously lacks in the fine-grained access
control division work, and the article model is not in the
actual access control situation, and there is no clear intro-
duction to the implementation of the model. The trust
value of nodes is evaluated according to shared contri-
bution, shared cost and organizational contribution.The
Access Control Middleware mentioned in document. The
Access Control Middleware mentioned in document [4]
not only considers the subject behavior and trust value,
but also describes in detail the dynamic adaptation pro-
cess of an access control policy based on risk value, policy
and rule set. Literature [11] proposes a dynamic and fully
distributed access control policy in the framework of the
Internet of Things. Block chains satisfy the distributed
concept of the Internet of Things, which strengthen the
construction of dynamic adaptive learning model in line
with the environment of the Internet of Things. However,
the paper does not quantify the specific implementation of
access control strategy, only proposes a conceptual frame-
work model for follow-up. However, the dynamic and ef-
fective solution of access control under the blockchain is
still of great significance to solve the problem of tradi-
tional Internet of things distributed scenarios. research.

3 Preliminaries

As a new social carrier, Social Internet of Things inte-
grates social network concepts into Internet of Things
(IoT) solutions to enhance the ability of Internet of
Things network services in an objective and effective way.
The effective operation of SloT poses new challenges to
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the implementation of access control. We propose an ac-
cess control model based on repeated game in the social
Internet of things. The specific block diagram is as Fig-
ure 1.

SloT access is directly authorized if it meets the “Spe-
cial relationship” in the relational role attributes. If it is
not, the primary matching authorization is performed ac-
cording to the SloT social attribute tag similarity. When
the visitor initiates the SloT social behavior and trig-
gers the two-party game, the two parties perform mul-
tiple repeated games.Each game record is counted into
the game operation history record, and the mixed strat-
egy Nash equilibrium calculation is performed according
to the game operation history record.

3.1 Relational Attribute Label

Firstly, we divide the access control of nodes according to
the similarity of labels, and then adjust the access con-
trol adaptively by using game theory according to social
attributes. Based on the model. The tag similarity algo-
rithm gives the preliminary division basis of access con-
trol.

Definition 1. User tags are extracted from SloT’s social
attribute resources, the user tag behavior is represented
by a set of triples, where the Ra-data record (v, c, l) indi-
cates that the user (node) v labels the category c with the
content l.

v is the node Id, which is the account identifier of the
SloT, and is used to distinguish different accounts

v = {v1; v2; · · · , vi},

indicating different Id;
c is the node label category, including relationships,

roles, interests and other categories; l is the content of
the label;

Rr-attribute (Relational role attributes), preliminary
role validation and SloT node validity are carried out,
which are satisfy the numerical Boolean structure.

The set of degree nodes connected by SloT node v.

f (Vi,) = {Vik,} , k = 1, 2, . . . ,n.

By independently calibrating the relationship at-
tributes between the nodes, we can get their relationship
role attributes eigenvalues:

Bi (vi)

{
1,Coincidence characteristics
0, otherwise

, i = 1, . . . , n.

I is the number of nodes with different relational at-
tributes extracted, For example, B1 (v1) is the relation-
ship label information between a subject and an object. If
marked as “intimate relationship”, you can directly enjoy
the highest privileges, but if the account is identified as
“bad friends”, you can directly exclude it.

3.2 Interest Attribute Label

Din-attribute: SloT node has n dynamic interest labels
to define the personalized interest identification of
the node for subsequent node interest similarity cal-
culation.

In the SloT environment, facing the access requests
of many nodes, the object calculates the initial au-
thorization according to the matching similarity of
the labels that the nodes have. In the process of so-
cial behavior of SloT, the nodes gradually form their
own interest labels. For the account with unexpected
loss of interest label attributes, we can generate the
personalized interest topic labels of nodes through
our improved label propagation algorithm (LPA) [6].
The specific algorithm implementation process is as
follows:

Input: Adjacency Matrix of Undirected Unweighted
Graph Adjacentmatrix, node number VerticeNum.

Output: Classified array for storing node labels Com-
munity.

Step 1: Save all neighbors of the i node into the neighbor
array.

Step 2: When the classification criteria are not met or
the iteration threshold is not exceeded, the number
of tags in the neighborhood of the node is counted.

Step 3: If there is only one tag with the most number,
assign the value directly; If there are multiple tags
with the same number, select one at random.

Step 4: Determine whether the node label exceeds the
iteration threshold, and re-enter if it does not Adja-
cent matrix, Until you find a community that meets
the requirements community.

The object authorizes the nodes according to the Boolean
value of the relationship role attribute, and then uses the
similarity of interest tags as the authorization basis of
other nodes, The similarity of subject and object tags still
plays a dynamic role in the ubsequent access control pro-
cess. The specific calculation process of label similarity is
as follows.

Definition 2.

v1 =
{
li1, li2, li3, · · · l(ik)

}
v2 =

{
lj1, li2, lj3, . . . l(jk)

}
The number of labels m < k < n, m and n are both

single values. If the value of k is too large, the interest
labels of the account nodes may be too broad to be cor-
rectly classified into valid permission levels. If the value
of k is too small, the fewer the labels, the larger the sim-
ilarity value is or even close to 1. And we have to further
define the weights for the k labels of node v.
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Table 1: Account private label corresponding number and
its value corresponding table

Label serial number Value
1 kv
2 kv+1

. . . . . .
k-1 k2
k k1

List the label vectors with the value, and then calculate
the similarity between the two according to the similar-
ity formula. The similarity formula is as following Label
similarity:

cos θ =
v1 · v2
‖v1‖ ‖v2‖

4 Game-based Adaptive Access
Control Model

In the SloT environment, besides the adaptability of label
similarity, the interviewee hope to gain effective interac-
tion from the visitors through reasonable SloT authoriza-
tion, while the visitors need to pay a certain amount of
SloT behavior to gain reasonable authorization from the
respondents. Through effective game theory interaction,
the two sides can obtain more practical value in accor-
dance with the SloT environment to adapt to dynamic
and complex SloT environment. We use the repeated
game model to describe the behavior of both the sub-
ject and the object (in the game process, in order to show
the game relationship between the subject and the ob-
ject, we call the subject as the visitor and the object as
the interviewee). The specific process of the game is as
follow:

v: Indicates the player who participates in the game, and
only two-party games are considered in our model,
that is, the visitor and the interviewee are expressed
as v = {va, vb}.

u: Indicates the profit of both sides of the game, u =
{ua, ub}.
In the course of both games, each party will seek to
maximize their own interests.

β(γ): discount factor: β(γ) ∈ [0, 1] is the discount factor
to control the rate of change of income with time.
Which can also be understood as the patience level
of the person in the game. In this paper, we take
β = γ = 1, β(γ) represent the discount factor of the
visitor and the interviewee respectively.

s: The policy adopted by both sides of the game, that
is, the SloT behavior. The visitor needs to pay more
and more effective SloT social behavior to obtain
higher SloT access rights, while the interviewee needs

reasonable authorization, the two parties denoted as
{sa, sb}.

The s expenditure (and is also the income of the intervie-
wee) can be divided into n kinds of behaviors

So a total of sa == 2n kinds of collection behaviors.
We stipulate that visitors must initiate SloT behavior

to trigger the game, that is, the visitor initiates 2n − 1
sets containing SloT behaviors.

The interviewee has corresponding sb = 2n−1 permis-
sion policy selection.

The interviewee expenditure (and is also the income of
the visitor).

When the visitor adopts the 2n−1 level SloT behavior,
the interviewee gives the permission 2n−1 level to perform
repeated games.

When the t-th game is played, the visitors income (the
interviewee’s expenditure) is as follows

Ua = Ua +βUa +β2Ua + . . .+βt−1Ua = Σtβ
t−1Ua = t∗Ua

T is number of times. When the t-th game is played, the
income of the interviewee (the visitors’ expenditure) is as

Ub = Ub +γUb +γ2Ub + . . .+γt−1Ub =
∑
t

γt−1Ub = t∗Ub

T is number of times. All of the t repeated games, the
final payment matrix can be obtained. (1, 1) . . . (1, n)

...
. . .

...
(n, 1) . . . (n, n)


Through the payment matrix, we can find that visitors
have 2n−1 level of SloT behavior, the interviewee has 2n−
1 kinds of permission policies, and the interviewee can
use game theory to find out The accessibility level of the
visitor’s best authority is to select the appropriate Nash
Equilibrium [10] for authorization according to the game
theory.

The above Nash Equilibrium only applies to the spe-
cific non-randomness action plan of each player in the
pure strategy form, while the mixed strategy Nash Equi-
librium shows that the player can randomly select a pure
strategy from the pure strategy set according to a cer-
tain probability as the actual action. Further elaboration
of hybrid Nash equilibrium makes the access control sys-
tem more effective in adapting to complex and changeable
SloT environment.

The probability of a visitor’s action in the face of a
resource is expressed as a vector form of

p = {p1, p2, . . . , (1− pi)}

The probability of authorization requirement of the in-
terviewee in the face of the visitor is expressed in the vec-
tor form of

q = {q1, q2, . . . , (1− qi)}
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Table 2: Similarity matching value and initial permission level table

Serial number interviewee Visitor Similarity Matching Value Initial permissions
1 2A50 On3k 0.3337789963679875 2
2 bRlo r0aw 0.4351501871273176 3
3 5osV T0jx 0.10745062398909976 1
4 CRqw eS2B 0.74527581901392475 4
5 z2wn N4Gk 0.9611650085651615 5

Visitors’ expectations are represented by the hierarchi-
cal value c = {c1, c2, . . . , ci} of each level of the diagonal
matrix.

The expected value of the interviewee is expressed in
the diagonal value d = {d1,d2, . . . ,di} of each level of the
matrix.

Visitors’ expected payment is

EUa = c1 ∗ p1 + c1 ∗ p2 + . . .+ ci ∗ (1− pi−1) .

Interviewee’s expected payment is

EUb = d1 ∗ q1 + d2 ∗ q2 + . . .+ di ∗ (1− qi−1) .

In game theory, there are only two players, the visitor and
the interviewee, but each player has a variety of strategic
options, so we can calculate the expected payment of each
person’s mixed strategy Nash equilibrium in the face of
complex situations, in order to adapt to the more dynamic
and changeable SloT environment.

5 Experimental Simulation And
Verification

We assume that there are 100 Id sources, each node has
its own content tags of l = 6 from social attributes, and
that there are n = 4 kinds SloT behaviors for visitors,
then there are a total of s = 42 − 1 policy choices for the
Interviewee. Our content tags based on social attributes
originate from a social networking site in China. The
weights of six tags are calculated according to the current
ranking of the calorific value of the tag in the overall web-
site. Our experiment sets that the weights of each Id tag
are ranked according to its calorific value on the website.

Normalization method can well normalize all Id label
weight values, reduce the inuence of large eigenvalues on
the difference between vectors, and eliminate the imbal-
ance caused by the difference between attributes. In the
calculation of node label weight, the raw data is linearly
transformed using the standardization method of disper-
sion:

x′ =
(x−min)

max−min

In order to reflect individual differences, we randomly se-
lected 30 Id from 100 Id sources as visitors’Ids, matched
the remaining 99 Ids with label similarity, and randomly

selected 5 groups as our experimental objects, giving the
result as Table 2.

From Table 2, we can see that our adaptive model ini-
tially authorizes visitors according to their interest tags,
allowing them to read part of the interviewee’s resources.
Through the study of literature [3, 7], we can know that
the social behavior of online visitors meets a certain de-
gree of Gauss distribution, so we analyze the online social
behavior of some users of a domestic website, and ran-
domly select some users and related data as the behavior
basis of our method.

µ =
X

N

σ =

√
Σ(X − µ)2

N

σ is the standard deviation, X is the variable, µ is the
total mean, and N is the total number of cases.

We take the two groups of 1-3 groups as examples.
The visitor’s access behavior satisfies the Gaussian distri-
bution, but in the early stage of the experiment, we must
manually remove some nodes with larger differences, cor-
responding to the right oblique upper triangle the lower
left triangle of the payment matrix. We consider that the
difference > 5 in the two-dimensional array is the point of
great difference, which can be removed manually. Three
groups of visitors were randomly selected from a certain
platform to verify our experiment on the premise that
their online social behavior meets the following require-
ments.

The 15*15 payment mmatrix of game parties based on
our experimental simulation, we can easily find that the
diagonal line of the matrix belongs to the ultimate ideal
state of our game. Since we initially excluded the differ-
ence > 5 in the expected payment two-dimensional array,
we left a total of 9 diagonal data in the order of 1-9 from
bottom to top, then the final expectation such as the dis-
tribution in the table, that is, the visitors matched the
income permissions corresponding to their own efforts, so
our method was verified, and the model can adapt dy-
namically according to the behavior subject and object
to form an effective adaptive adjustment and fine-grained
access control division (1, 1) . . . (1, 15)

...
. . .

...
(15, 1) · · · (15, 15)
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Table 3: Similarity matching value and initial permission level table

Visitor situation
Number of visits

5 10 15 20 30 40

µ=4.1, δ=2.43 5.1085 4.7077 5.5986 5.6388 5.7460 5.7470
µ=7.32, δ=3.62 4.2548 5.9819 5.0096 6.0772 6.8670 6.7359
µ=2.18, δ=2.76 6.8614 6.1879 4.6837 5.2983 5.7629 5.8656
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01
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Figure 2: Access control adaptive state diagram

In our experiment, we initially authorized visitors based
on tag similarity, but at the same time, similarity tags still
play an important role in subsequent visitors. The third
is the adaptive adjustment process of the experimental
group as shown in the figure.

According to Figures 2, we can see that the experi-
mental group starts with the initial permissions, which
are granted according to the label similarity of the nodes.
With the social behavior of the visitors, the double ac-
cess control game is triggered. Combined with the social
behavior of the visitors conforming to the Gauss distribu-
tion, the authorization strategy of the visitors gradually
stabilizes, and the access control model passes through
both sides. The multiple game gradually adapts to the
strategies of both parties, and forms the reference basis
for the access control behavior of both the subject and the
object.It can be further seen from Figure 2 that at the be-
ginning of accessing resources, the three groups of visitors
have respectively obtained levels 1-3 preliminary access
rights according to their own tag similarity. With the im-
plementation of the adaptive model, they have achieved
levels 1-5, levels 2-5, levels 3-7 adaptive comparison dis-
play.

6 Conclusions And Future Work

Referring to the traditional attribute-based access control
model in the Internet of Things, this paper effectively
integrates the social attributes of nodes and constructs
a reasonable access control strategy by using game the-

ory, which effectively guarantees the dynamic fine-grained
adjustment of access control schemes in the Internet of
Things. Experiments show that the model can not only
preliminarily authorize based on label similarity, but also
dynamically adjust access control strategies according to
social attributes, which achieve fine-grained partitioning
of policies. In the next step, we introduce the topic of
how to dynamically and adaptively adjust social attribute
tags into our access control framework. which will provide
an effective theoretical and experimental basis for further
implementation of access control in the social Internet of
things.
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Abstract

In order to ensure the anonymity and non-traceability of
the identity of Internet of things devices across adminis-
trative domains, an anonymous communication scheme
based on alliance blockchain is proposed. Centralized
identity authentication and decentralized message com-
munication mechanisms are implemented by dividing the
base domain and the interconnect domain. The zero-
knowledge proof of identity is based on the identity au-
thentication mechanism of the Merkle-tree. Further, the
aggregation signature privacy protection scheme based on
the CoinJoin idea is proposed to confuse the domain man-
ager node identity to resist the identity association analy-
sis attack. Finally, a consensus mechanism based on rep-
utation evaluation strategy is proposed for message con-
sistency. Security and efficiency analysis show that the
proposed solution can protect identity privacy with lower
storage and computational overhead.

Keywords: Anonymous; Consensus Mechanism; Identity
Authentication

1 Introduction

IOT refers to a network that implements information ex-
change between heterogeneous devices through various
communication technologies. Its remarkable characteris-
tics are heterogeneous and low power consumption. The
devices in the large-scale internet of things often belong
to different managers, which affect their network archi-
tecture. The centralized IoT usually lacks interactivity,
limits its intelligence, and deviates from the IoT ’s pur-
pose of driving people, and there is a risk of perjury and
information leakage. The equipment in the distributed
internet of things and its company have the demand of
information interaction both inside and outside the area,
which involves the interest game between them, and it af-
fects the user undefine’s identity privacy and information
security in the absence of trust.

In the distributed and de-trusted form, blockchain

technology has become an important cornerstone for solv-
ing decentralization and building trust. Blockchain tech-
nology is superior in that it can guarantee complete trace-
ability, tamper resistance, replay and public verifiability
of messages. The blockchain theory establishes trust be-
tween nodes based on the high-energy POW consensus
mechanism and the transaction fee incentive mechanism.
In order to expand the application of blockchain tech-
nology, a semi-centralized alliance and a fully centralized
private chain have been developed.

The distributed IoT management mode relates to
cross-domain information interaction between a plurality
of devices and management platforms, and has common
characteristics with the chain block chain.

Therefore, this paper proposes a lightweight and effi-
cient anonymous authentication scheme based on alliance
chain technology. The main contributions of this paper
include three aspects:

1) A distributed network model based on the alliance
chain is proposed, and the double-chain structure of
the centralized identity authentication chain and the
distributed message chain is realized by dividing the
basic domain and the interconnection domain.

2) A scheme of zero knowledge proof of identity based
on Merkle tree is proposed, and a privacy protection
scheme of aggregated signature based on CoinJoin
is proposed, which realizes the anonymity and non-
traceability of identity.

3) In order to solve the problem of efficiency, the credit
value evaluation and the FCFS strategy are put for-
ward to solve the problem of message consistency.

2 Related Research

The alliance chain is a special form of the private chain.
Its particularity is reflected in the authentication and
negotiation process of message and identity completed
by the proxy node. Literature [18] constructed and
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Figure 1: BC-IOT network architecture

prospected he blockchain application of intelligent dis-
tributed power energy system, and proposed the concept
of “blockchain group” based on alliance chain, which real-
izes full-service coverage, and innovation proposes cross-
domain overlapping verification ideas. In literature [8],
the security events of Blockchain are analyzed, and it is
found that the problems mainly focus on privacy disclo-
sure and consensus evil.

In terms of privacy protection, literature [13] indicates
that, despite the anonymity of the address, an attacker
can still bind the address to the user ID through social
engineering. Literature [7] proposed the Coinjoin idea,
which confuses the address relationship between transac-
tions and protects user identity privacy. Literature [17]
constructed a blockchain-based privacy protection scheme
based on homomorphic encryption and smart contract
technology. This scheme can realize the claims function
without acquiring the identity of the claim object. How-
ever, the scheme does not give the detailed design of the
multi-party consensus algorithm.

In terms of identity authentication, the literature [3]
pointing out that due to the differences in require-
ments and scenarios, the blockchain authentication sys-
tem should be weighed in terms of privacy, security
and timeliness. In [10], for the cross-domain authenti-
cation problem in information service, the PKI domain
blockchain certificate service system guarantees the cred-
ibility of the third-party server and designs a cross-domain
authentication protocol. In [19], a trust chain model and
system architecture is designed based on the blockchain
certificate authority, which realizes two-way entity au-
thentication, but does not solve the privacy leakage prob-
lem.

3 The Authentication Based on
Merkle Tree

3.1 The Network Architecture

According to the cross-platform access and P2P commu-
nication increased dramatically, the structure of IoT is

divided into a basic domain and an interconnected do-
main. The Regional Manager (RM) is responsible for the
communication of all terminal nodes in the domain. The
interconnection domain is composed of multiple domain
managers, and the communication consensus is obtained
based on the alliance chain mechanism. In order to re-
duce the storage and communication load, ensure iden-
tity privacy and traceability, the data structure based on
the Merkle tree is defined. Finally, the domain manager
performs identity authentication on behalf of the terminal
node. See Section 4 for details.

The network architecture (BC-IOT) is shown in Fig-
ure 1. In the field A, the node A1 wants to join the net-
work and needs to register at the RA first. When A1 needs
to communicate with C1, A1 must obtain the certificate at
the RA through RMA and establish a connection with C1
through RMC. Specifically path A1 ⇒ RMA ⇒ RMC⇒
C1. Due to the low computing and storage capacity of
the terminal nodes, each node only records the messages
between itself and the area manager, and finally stores
the data in a chained database. Each area manager has
strong storage and computing capabilities, and can com-
municate with other area managers and terminal nodes
in the area for communication and fee settlement. There-
fore, the area manager performs consensus recording of
inter-area communication and transactions.

3.2 Authentication Scheme

As the only registration center of the whole network, RA
is responsible for registering various types of nodes and
recording the identity of the nodes into the identity table
of the Merkle tree structure. The specific steps include
the system key generation phase, the registration phase,
and the certification phase.

In the key generation phase, the zone manager or ter-
minal node makes a registration request to the RA. The
RA sends its own public key to the node, and the node
generates a random number r, and combines the RA pub-
lic key to generate the private key PRnode and the public
key PUnode of the node itself.
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Figure 2: Node registration process

In the identity registration phase, in order to protect
the node identity privacy and authentication efficiency,
the Merkle tree structure is used to store the hash value
of the node identity information, and the RA uses the rel-
evant path node information to verify the data integrity
of each leaf node and provide identity tracing. The node
uses PURA to encrypt the information such as its own fin-
gerprint ID and number to obtain the secret value heta1,
and selects a specific parameter such as ID, encrypts the
ID with the PUnode to obtain the secret value θ2, and
transmits θ1 and θ2 to the RA. The RA obtains the node
fingerprint and number information by decryption, and
then calculates H1 = h(θ1), H2 = h(θ2) and HA1 respec-
tively and stores them in the Merkle data table, waiting
for node authentication, and finally returns HA1 to the
terminal node. Figure 2 shows the process of node key
generation and registration.

In the identity authentication phase, the terminal
node needs to perform identity authentication before
communicating (see Figure 3). Taking terminal node
A1 as an example, A1 initiates an authentication re-
quest to RMA, and calculates φ = EPUNODE

(ID) and
EPURA

(φ,HA1, T, r), and then EPURA
(φ,HA1, T, r) is

sent to the RMA, where T is a timestamp to prevent
replay attacks. The RMA signs the message and sends
the result to the registration authority RA. The RA de-
crypts the message, obtains φ, and requests the identity
hash values HA1 and H1 from the Merkle tree. If the cal-
culation results for H1 and H2′ are the same as HA1, the
authentication is successful. This authentication scheme
guarantees the privacy of the user. The domain manager
RM authentication process is similar and will not be de-
scribed again.

4 Anonymous Scheme Based on
Aggregate Signature

4.1 Anonymous Scheme

Due to the clear message burst device address, an attacker
can obtain the user ID by anonymous analysis. This sec-
tion is based on the CoinJoin idea [7], which further pro-
tects user node identity privacy by using a one-way ag-
gregation signature algorithm. All domain managers in
the system act as miners for transaction information veri-
fication, packaging and identity confusion, and the trans-
action model still uses the UTXO structure. The one-
way aggregation signature includes 5 algorithms: domain
manager key generation algorithm, signature algorithm,
verification algorithm, aggregation algorithm, and aggre-
gation verification algorithm. The length of aggregated
signature is the same as the pre-aggregation independent
signature. The aggregation algorithm only needs to ob-
tain the separate signature message pair and public key
that participate in the signature domain manager. As
long as obtains the aggregate signature, the aggregate do-
main manager public key, and the message set, the signa-
ture validity can be verified.

Parameter Convention: Large prime number P , ellip-
tic curve groups G and G1, Generating element g of
group G, Bilinear map e1 : G×G⇒ G1;

Key Generation Algorithm: The private key for the
domain manager RMA is generated based on random
numbers R, Xi

R
← Zp, the public key is PKRMA =

gxu ∈ G, where the total number of domain managers
is k.

Signature Algorithm: The signed message is Mi ∈
{0, 1}∗, the hash function is Hi = Hash(Mi) ∈ G,
and the signature is Ji = Hxi

i ∈ G.

Verification Algorithm: Determine whether it is ture

e1(PK = gxi , Hi) = e1(g, Ji = Hxi
i ).
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Figure 3: Node authentication process

Aggregation Algorithm: Mi requirements are differ-
ent, the result of the aggregation is signature:

J =

k∏
i=1

Ji =

k∏
i=1

(Hi)
xi =

k∏
i=1

(Hash(Mi))
xi

Aggregation Verification Algorithm: Verify that
the following formula is true:

k∏
i=1

e(vi = gxi , hi) = e(g1, J =

k∏
i=1

Ji =

k∏
i=1

hxi
i )

The security of the above-mentioned aggregate signa-
ture scheme depends on the random oracle model. It is
necessary to assume that the decision DDH problem is
easy but the gap GDH is difficult to calculate the CDH
problem and the original images of the Bilinear map are
different groups. In addition, the uni-directionality of the
aggregate signature scheme is reflected in the difficulty of
independently extracting individual signatures from the
aggregate signature, which is equivalent to the CDH prob-
lem. To ensure that the transaction information is dif-
ferent, a pseudo-random number d needs to be added for
each output transaction. For a transaction output cipher-
text with the same pseudo-random number, the transac-
tion confirmation must be delayed until the next block
confirmation. The miner forces a random arrangement for
a number of transactions, including the input-free Coin-
join transaction (TXcoinbase) and the aggregation signa-

ture J =
∏k

i=1 Jb. The signature and transaction content
within the block is:

J, TX = (TX1, TX2, · · · , TXi, · · · )
TXi = [TXcoinbase, TXina,b(1, TXoutc,d), PKRMA]i

In order to reduce the space occupied by the secondary
information in the block, and maximize the number of
transactions in the block, the transaction output public
key in the block only needs to include the payee’s signa-
ture public key for the transaction ownership certificate.

4.2 Anonymous Scheme Comparison

The selective blending scheme has a bootstrap phase
(Bootstrapping), and the obfuscation process is not
mandatory. Although the XIM [1] bulletin board can
be used to pair the users, the weak anonymous set users
will reduce the privacy protection of the entire network,
such as the Monroe coin using the ring signature scheme.
This scheme and the [11] schemes force the embedding
of the coin-coin mechanism to ensure the size of the
anonymous set and resist analysis attacks. In addition,
although [14] combined with homomorphic encryption
and selective hybrids to achieve full anonymity, which
does not resist analytical attacks [12]. Compared with
other blockchain privacy protection schemes, this scheme
achieves full anonymity and supports blockchain prun-
ing. The constructed blockchain only retains the aggre-
gate transaction signature, reducing the storage load. Ta-
ble 1 gives a comparison of the performance with other
schemes in this paper.

5 Consensus Based on Reputation
Value

In order to meet the information interaction of each node
in the IOT model proposed in this paper, it is very im-
portant to seek an efficient consensus mechanism. Bitcoin
adopts the POW mechanism, which has the problem of
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Table 1: Anonymity comparison

Literature Privacy Bootstrapping Anti-Analysis Pruning Efficiency
[11] Y / Y N M
[14] Y Y N Y M
[4] Y N N N Variable
[16] N / N N L (n2 ciphertext)

Ours Y Y Y Y M (n ciphertext)

huge computational power. Based on the DPOS mech-
anism, Ethereum are voted by all nodes and generates
blocks. The transaction fee is used to motivate the nodes
to be honest and participate in verification. However,
there are still shortcomings such as low throughput and
transaction fees. The solution proposed in this paper is
not an electronic money plan, so the transaction fee incen-
tive mechanism is excluded. In this solution, all regional
manager forms a coalition-chain, and each regional man-
ager has business crossover and interest bundling, so the
credibility is high, and the billing right can be obtained
based on the reputation evaluation method, so the block
consistency is maintained. If the accounting period is 1
minute, then in a billing cycle, the regional manager with
the highest evaluation value of the previous block obtains
the billing right, and the reputation value is calculated
from the past reputation value and the current period
credibility value.

Assuming the registration of each domain manager,
the same initial reputation value C0 is obtained. Each
time the regional manager trades on behalf of the termi-
nal node, it will get the evaluation of the terminal node,
and the evaluation result is used for the regional manager
reputation value calculation. If the evaluation value is ap-
proved, the evaluation result Capp is a positive value, and
if the evaluation value is negative, the evaluation result is
that Cden is a negative value. The terminal node signs the
result with its own private key and adds the timestamp
T to send the ciphertext EPRNODE

(Capp, T ) to the area
manager. The zone manager confuses ciphertext, transac-
tion records and identity and broadcasts it to the entire
network. The terminal node signs the evaluation with
the private key so that the zone manager cannot forge
the evaluation. The added timestamp prevents the zone
manager from using the expired evaluation to defraud the
accounting rights.

When a billing cycle arrives, the zone manager de-
crypts all the evaluations D in the cycle and calculates
the total evaluation obtained in this cycle according to
Equation (1).

D =
1

n
(k × Capp + (n− k) · Cden), k ∈ {0, 1, · · · , n}. (1)

Where n is the number of transactions, and k is the
number of times the evaluation result is approved. This
method of calculating the average value ensures that the

reputation value is not affected by the number of termi-
nals in the area and is applicable to domain managers of
different cardinalities. Let the reputation value of the re-
gional manager in the ith accounting period be Ci, then
the reputation value of the tth cycle can be calculated by
Equation (2).

Ct =

t−1∑
i=0

Cie
−(t−i) +Di. (2)

The first parameter is the influence value of the previous
reputation value on the current reputation value. Accord-
ing to the law of real life, the earlier the event, the smaller
the impact on the current event. Therefore, in order to
reduce the impact of past behavior on the current reputa-
tion value, the algorithm introduces a decrement factor,
so that the weight of the past reputation value decreases
with time. The influence of the past reputation value on
the current reputation value is calculated by the following
formula.

t−1∑
i=0

Cie
−(t−i). (3)

The zone manager broadcasts its current reputation value
in the interconnected domain federation-chain and ver-
ifies the zone manager that gets the highest reputation
value. After the verification is passed, the zone manager
with the highest reputation value obtains the accounting
right of the current block, and completes the generation
of the block in the current cycle. In addition, for the zone
manager with the same evaluation value in the cycle, the
first-come-first-served strategy (FCFS) is used to deter-
mine the accounting rights. The last regional manager of
each period’s reputation value needs to compensate all the
terminal nodes in the area until the registration author-
ity cancels the management right of the area manager,
and the punishment is used as an incentive mechanism
to encourage the regional managers to participate in ac-
counting and verification honestly.

6 Efficiency and Privacy Analysis

The IOT system structure based on the alliance chain en-
ables smart terminals to have more initiative. Each mes-
sage is recorded in the blockchain system. The data is
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traceable and cannot be tampered with, which improves
the security and reliability of the data. The biggest con-
tribution of this solution is to achieve strong user identity
privacy and improve consensus efficiency while ensuring
nearly zero growth in key storage overhead.

6.1 Efficiency Analysis

According to the development of the current hardware
system, the selection of the cryptographic security pa-
rameters needs to ensure that the modulus based on the
large integer decomposition scheme is 256B, and the se-
curity parameter based on the elliptic curve scheme is
32B.Therefore, the length of the public key contained in
the transaction on the elliptic curve chain of the scheme
signature is PKRMA = gxi = 33B. Because the scheme
adopts the aggregate signature scheme, the signatures of
all transactions in the block are aggregated into one sig-
nature, which reduces the size of the transactions in the
block. Therefore, this section quantitatively evaluates the
number of transactions that can be accommodated in a
single block in this document and in each reference.

For the original Bitcoin blockchain system, the aver-
age size of the block in the past year was 644.2 KB, and
the number of transactions included was 1682KB [2]. Af-
ter deducting the block header and related information
about 100B, it can be calculated that each transaction
size is about 392B. Among them, the data that is not re-
lated to input and output at the beginning and end of the
transaction is 8B. Regardless of the P2PKH case and the
transaction input and output counter size, each input con-
tains 32B previous transaction hash value, 4B index, 64B
ECDSA signature and 4B serial number, and each output
contains 33B ECDSA public key and 8B amount. Among
them, the data that is not related to input and output at
the beginning and end of the transaction is 8B.Regardless
of the P2PKH case and the transaction input and output
counter size, each input contains 32B previous transac-
tion hash value, 4B index, 64B ECDSA signature and
4B serial number, and each output contains 33B ECDSA
public key and 8B amount. Therefore, if the input and
output are considered equal, there are about 2.649 input
and output on average; Consider the limit case for single
input, 6.832 output or single output, 3.299 input.

According to the above transaction input and output
data, the number of transactions in each scheme block
is calculated at the limit input and output and the equal
input and output. The results are shown in Table 2. Anal-
ysis of the data in Table 2 can be consistent with the key
length of the original BTC scheme, and the number of
transactions per unit time is reduced, but the key storage
space is saved.

6.2 Privacy Security Analysis

In terms of user identity privacy, first, the registration
information of the user equipment is encrypted by the
public key of the registration authority, and only the reg-

istration authority can decrypt it with its own private
key, the external attacker cannot obtain the user ID of
the terminal device. The authentication information of
the terminal node in the communication process is dif-
ferent from the registration information. The terminal
encrypts the single element in the registration informa-
tion with its own public key. Even if it is intercepted by
the attacker, the device fingerprint and user information
cannot be accurately obtained, which protects the device
security and user identity. According to the Merkle tree
principle, the registration authority compares the regis-
tration information and the authentication information
of the terminal, and neither party can change the device
registration information to ensure that the identity can-
not be modified. Table 3 gives a comparison of attack
performance. The ”Y” in the table indicates that it can
defend against such attacks, and the ”N” indicates that
it cannot defend against such attacks.

In the block generation phase, the zone manager broad-
casts each piece of information in the federated chain,
and the current cycle reputation value is verified by the
highest domain manager, so that the message and trans-
action data cannot be tampered with and traceability is
provided. The scheme adopts the reputation value and
the FCFS consensus mechanism, which avoids the de-
fects of node mining energy consumption and improves
the speed of the block. The domain manager reputation
value is determined by the forward reputation value and
the terminal node participating in the communication in
the current cycle. Other nodes can also verify the current
reputation value of each node, increase the difficulty of
forging blocks, The increased timestamp is used to resist
the replay attack of malicious nodes. The security risks
of micro-transactions and data transmission in IOT have
been resolved.

7 Conclusions

This paper proposes a lightweight and efficient anony-
mous authentication scheme based on the Blockchain. A
BC-IOT network model is proposed, which realizes the
double-chain structure of the centralized identity authen-
tication chain and the decentralized message chain. For
identity authentication, based on the Merkle tree, the
zero knowledge proof of identity is realized. Thirdly, the
proposed aggregated signature privacy protection scheme
protects the identity anonymity of message exchange be-
tween domains. Finally, aiming at the efficiency problem,
a reputation evaluation and FCFS strategy are proposed
to solve the accounting rights and message consistency.
The comparison of security and efficiency analysis and
related literatures shows that the scheme guarantees zero
growth of key storage overhead, realizes strong user iden-
tity privacy and improves consensus efficiency.
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Table 2: Number of transactions in the block

TXs Number TXs Number TXs Number
Literatures PK Length/B In=Out=2.649 In=1,Out=6.832 In=3.299,Out=1

BTC 33 1682 1682 1682
[14] 66 1208 837 1465
[16] 545 207 87 457

Ours 33 687 319 1260

Table 3: Security comparison

Malicious Registration Middleman ThirdParty Analytical
Literatures Node Attack Authority Attack Attack Attack Attack

[5] N N Y N N
[6] Y N Y Y N
[9] Y N Y Y N
[15] Y N N Y N

Ours Y Y Y Y Y
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Abstract

In order to solve the problem of out-off-balance caused
by accuracy of location information between privacy pro-
tection security and query service quality, considering ba-
sic information comprehensively such as the environment
and geographical features and so on, and adopting k -
anonymous privacy protection mechanism, we present a k -
anonymous location privacy protection method of polygon
based on density distribution. Firstly, a k -anonymous ir-
regular polygon region is structured in whole area. Then,
according to the preset anonymous region and density
threshold, the better effects of anonymous are obtained
by expanding the region or adding the random dummy
locations. Experimental results show that the proposed
method improves the efficiency of anonymous and query
accuracy. The balance between privacy protection secu-
rity and query quality is achieved.

Keywords: Anonymous Region; Density Distribution; Ir-
regular Polygon; k-Anonymous; Location-Based Service
(LBS); Location Privacy Protection

1 Introduction

With the development of mobile location technology
and wireless communication technology, more and more
mobile devices in the market have GPS precise position-
ing function, which makes Location-Based Service (LBS)
become one of the most promising services to mobile
users [11]. However, when LBS services provide conve-
nience and great benefits to the society, its problem of sen-
sitive information leakage has attached more attentions by
many people. Because users’ location is shared among dif-
ferent Location Service Providers (LSPs), untrustworthy
third parties can easily steal users’ privacy via analyzing

and comparing these location information [17]. For exam-
ple, through capturing recent users’ trace, some location
information can be analyzed by adversary such as home
addresses, workplaces, and health conditions, etc. There-
fore, it is necessary to ensure the safety of users’ location
privacy.

In order to prevent the leakage of location privacy
information, many different methods are proposed by
experts and scholars, including fuzzy method, encryp-
tion method and strategy-based method. Because of the
better reliability, the fuzzy method is the most com-
monly used in the field of location privacy protection,
which is mainly realized by means of spatial anonymity
or dummy location, and needs the help of Fully-Trusted
Third Party (TTP) [22]. When there is a location ser-
vice requirement, the mobile user first sends the query
request to the TTP, a k -anonymous region containing the
user’s location is generated by the TTP and then it will be
sent to the LBS server for query. In the existing methods,
the anonymous region is constructed by regular geometric
shapes. However, the actual terrain is not a regular ge-
ometry. Therefore, the area of invalid region is increased
greatly, which not only consumes more time, but also re-
duces the accuracy of the query result.

In the k -anonymous location privacy protection, in or-
der to improve query efficiency and query accuracy, a k -
anonymous location privacy protection method of polygon
based on density distribution is proposed. In this paper,
we give full consideration to the geographical features of
the current region and the density distribution. Firstly,
a k -anonymous irregular polygon region is structured in
whole area. Then, according to the density threshold, the
location privacy protection is implemented by combining
spatial anonymity and dummy location. The proposed
method improves the query accuracy and the query ser-
vice quality.
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Our main contributions can be summarized as follows:

1) According to the characteristics of different geo-
graphic shapes, a polygon anonymous region con-
struction method is proposed, which improves the
accuracy of query result.

2) A fast polygon generation algorithm is applied to
construct anonymous region, which improves the
query efficiency.

3) According to neighbor users’ density distribution, a
location privacy protection method combining spatial
anonymity and dummy location is proposed, which
improves the effectiveness of location privacy protec-
tion.

The remaining part of this paper is organized as follows.
Section 2 reviews related work of location privacy protec-
tion. Section 3 gives system model of this paper. Sec-
tion 4 describes two algorithms and analysis. Section 5
gives the experimental results and performance analysis
as compared with other related methods. Finally, we con-
clude our paper in Section 6.

2 Related Work

The location privacy protection methods are divided
into two main categories [8] according to the system
architecture, including distributed structure [9] based
on Point to Point (P2P) and central server structure
based on TTP [16]. In the distributed structure, loca-
tion privacy protection is accomplished through collabo-
ration between users. Chow et al. [4] proposed a P2P-
based spatial anonymity method. In this method, the
k -anonymous privacy protection based on distributed ar-
chitecture is achieved by using location information of
neighbors’ node, but the security of the neighbors’ node
is ignored. The P2P-based scheme is simple and flexi-
ble, but which greatly increases various overhead of the
smart phone. Furthermore, the users’ locations are mo-
bile rather than static. In centralized structure based on
TTP, a method of location privacy protection based on
TTP is proposed by Xie et al. [18]. This structure model
has a good effect of privacy protection, which is currently
the primary choice for location privacy protection. Li et
al. [13] proposed a location privacy protection scheme
based on efficient information cache, which reduces the
number of times that the users’ access to TTP. In this
method, the query efficiency is improved, and the prob-
ability of information leakage is reduced, but the burden
of the mobile client is increased.

In addition, Cheng et al. [3] put forward an indepen-
dent structure model, and users’ location privacy is pro-
tected according to their own abilities and knowledge.
The structure of this method is simple, which is easy to
merge with other structures, but it requires high perfor-
mance for mobile clients. Li et al. [12] put forward a

multi-server architecture, users can be divided into differ-
ent subsets according to the security requirements, and
each location server can only obtain partial subset. The
concealment of location is improved in this method, but it
is mainly suitable for the social network. Li et al. [14] put
forward a location privacy protection method based on
privacy information retrieval, and its location privacy pro-
tection is implemented by using retrieval and encryption.
The location privacy is well protected in this method,
but the overhead of communication and hardware is in-
creased, and the query quality is reduced. With the ma-
turity and popularity of cloud service technology, Yuji et
al. [24] proposed a location privacy protection method
based on searchable encryption. By accessing to the cloud
server in the encrypted state, the security of location data
and query records is guaranteed, but query efficiency and
query accuracy need to be improved further.

In recent research, k -anonymous [25] is still the main-
stream method of location privacy protection, which was
born in the relational database, and its key attribute is
dealt with using generalization and fuzzy technology. So
none of the records can be distinguished from other k -
1 records, and the location anonymity is realized. The
method of k -anonymity location privacy protection is
mainly divided into spatial region anonymity and dummy
anonymity. Gruteser et al. [7] proposed a k -anonymity
location privacy protection method, and its location pri-
vacy is protected by constructing k -anonymous region.
The region must meet two conditions: 1) The area of the
region reaches a certain value; 2) There are k users in the
region. Due to the above two limitations, the effect of lo-
cation privacy protection is improved, but all users must
have the same location anonymity requirement.

Gedik et al. [6] put forward the location k -anonymity
method to meet the user’s personalized privacy require-
ments. The user can define the k value and anonymous
level to realize personalized anonymity, but the actual ef-
fect is poor when the k value is too large. Lu et al. [15]
have designed the k -anonymous method to add dummy
locations by using circular or rectangular regions, but
too many randomized locations are easily recognized by
adversaries. Yin et al. [23] proposed an improved k -
anonymity method. By setting the range of k parameters,
the combination of pseudonyms and anonymity was used
to improve the privacy protection effect, but the density
of the anonymous region was not considered. Dewri et
al. [5] adopts dummy location instead of user’s current lo-
cation to send query requests, but the accuracy of query
results is low, and the extra communication cost of LBS
server is increased. Jia et al. [10] put forward a method of
combining k -anonymity and encryption technology, dou-
ble protection is achieved via encrypted user and TTP,
but the communication cost was relatively large.

In the research of k -anonymous region construction,
Bamba et al. [1] put forward the method of Grid parti-
tion. In this method, there were two algorithms for Top-
Down Grid Cloaking and Bottom-Up Grid, which were
available for different privacy requirements. Xu et al. [20]
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proved that the size of k -anonymous region has great in-
fluence on the accuracy of query results, which provided
guidance for the research of division of anonymous re-
gions. On this basis, Zhao et al. [26] proposed a method
of circle anonymous region division, and Yang et al. [21]
proposed an augmented reality rectangle partition anony-
mous method. These methods divided the whole area
into a combination of some geometric shapes to achieve
privacy protection, and further reduced the area of anony-
mous regions. In order to make the number of users to
meet the privacy protection requirements, it is usually
realized by enlarging or reconstructing the region. But
in k -anonymous location privacy protection method, k -
density and area parameters need to be fully considered,
and the best anonymous region is generated according to
the terrain characteristics.

The above methods solve the problems of LBS pri-
vacy protection from different angles, and different ways
to construct anonymous regions are proposed. But in
practical applications, the shapes of these anonymous re-
gions are often influenced by the terrain such as desert,
high mountains and river. Anonymous regions are not
regular geometric shapes, such as circles, rectangles, etc.
These methods increased the area of invalid areas, such
as circles, rectangles, grids and other regular geometric
shapes, and increased the computing cost of the server.
Moreover, adversaries can easily analyze and identify the
users’location based on invalid region and terrain features.
Then, Xie et al. [19] proposed a k -anonymity algorithm
of irregular polygon. By constructing an irregular polyg-
onal anonymous region, the area of the invalid region is
reduced. However, it takes much time to generate anony-
mous region of polygon, and query quality is reduced.
Moreover, this method only considers the Euclidean space
distance, but not the users’ density distribution and the
diversity of the environment.

Therefore, in the k -anonymous location privacy pro-
tection method, it is necessary to fully consider the users’
density distribution and the terrain features. Based on
the above analysis, a k -anonymous location privacy pro-
tection method of polygon based on density distribution is
proposed. According to the density distribution of users,
the method combining k -anonymity and dummy location
is adopted to further improve the privacy protection effect
and query quality.

3 System Model

3.1 System Structure

In LBS service, the most widely used is to query the
nearest interest point. If users want to know the near-
est shopping mall, hotel, gas station, hospital, etc., they
need to send their current location to the LBS server.
However, LBS server is not reliable, and users’ location
information will be leaked to third parties intentionally
or unintentionally, which will lead to privacy leakage. In
the TTP-based structure, when a user needs to obtain

location service, who do not send their location to LBS
server directly, but first send query request to TTP. The
query request will be sent to LBS server after anonymous
processing by TTP. The system structure model is shown
in Figure 1.

Figure 1: System structure model

In practical applications, the users hope that anony-
mous region can best match the actual terrain, such as
street trend, bridge shape, shopping mall shape, etc., as
shown in Figure 2, which can better meet users’ privacy
requirements and improves the accuracy of query result.
In this paper, according to the geographical features of the
user’s location, the anonymous region of irregular polygon
is constructed, as shown in Figure 3. Adopting the poly-
gon boundary fast construction algorithm, the polygon
anonymous region is generated quickly, which improves
efficiency of anonymous region generation. Based on the
density of users, the strategy of spatial region anonymity
and dummy location is adopted, and the effectiveness of
location privacy protection is further improved.

Figure 2: Effect of terrain on structuring anonymous re-
gion

Figure 3: Polygon regional construction block diagram
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3.2 Definition

Definition 1. Let Rs represents an irregular polygo-
nal anonymous region. Rs can be defined as Rs =
{Uid, (xu, yu, k}, Among them, Uid represents the user’s
identity information; Let (xu, yu) represents the user’s
location coordinates: xu represents the longitude of the
location, yu represents the latitude of the location; let k
represents the anonymous parameter specified by the user.

Definition 2. Let ρ represents the density of users in the
Rs region, and set threshold parameters ρmax and ρmin

for it. Among them, ρmax represents the maximum den-
sity, and ρmin represents the minimum density..

Definition 3. Let S(Rs) represents the area of the
anonymous region. Let Smin represents the minimum
area that users can accept, and Smax represents the max-
imum area that users can accept.

Definition 4. Let N(Rs) represents the number of users
in the Rs region. It can achieve the best anonymous ef-
fect when N(Rs) = k. N(Rs) is an important parameter
index, determining the degree of anonymity and the size
of S(Rs) in the system.

4 Algorithmic Description

In this paper, a k-anonymous location privacy protec-
tion method of polygon based on density distribution is
proposed. When a user queries the location, a polygon re-
gion including k locations is generated in the current area,
and the k-density in the polygon region is calculated. If
the k-density meets the set threshold, the polygon region
with the geometric center of the polygon area as the an-
chor point is sent to LBS server for query. If the density
is larger than the maximum threshold, the area of the
polygon will be further expanded, and then the polygon
region with the geometric center of the polygon area as
the anchor point is sent to LBS server for query. If the
density is less than the minimum threshold, a number of
dummy locations are added in the polygon region, and
then k locations (including dummy locations and neigh-
bor users’ locations) are sent to LBS for query.

The proposed method is realized by the following two
algorithms: Algorithm 1 quickly generates an irregular
polygon k anonymous region according to the coordinates
of the query user and the neighbors. Algorithm 2 calcu-
lates the density of the users in the anonymous region, and
adopts the corresponding anonymous strategy according
to the density parameter threshold. The two algorithms
are described as follows.

4.1 Algorithm 1

The principle is realized by using double-end queue:
let D is a double-end queue, and all the operations of D
are described in terms of that to enter the tail of queue,
to go out of the tail of queue, to enter the head of queue,
to go out of the head of queue.

Algorithm 1: Constructing a k -anonymous region of
polygon.

Input: User’s coordinates (xu, yu), requirement parame-
ter k.

Output: Generate a polygonal anonymous region con-
taining k locations.

Step 1: n = 1, (xu, yu) = 0.

Step 2: Set a location position near the user, take this
position as the center, gradually scan the k locations,
and record the coordinates of each point with (xi, yi).

Step 3: Select the point with minimum x -coordinate
from the coordinates (xi, yi). If there are many
points that satisfy this condition, then the point with
minimum y-coordinate is selected, and the point is
recorded as P0.

Step 4: Select one direction against clockwise direction.
Px represents an arbitrary point, calculate the angle

between
−−−→
P0Px and the negative direction of y axis.

Here
−−−→
P0Px is the vector between P0 and Px.

Step 5: According to the angle calculated from Step 4,
sort all the points from small to large, then get an
ordered set C = P0, P1, P2, · · · , Pn−1.

Step 6: Remember at a certain time, the state of double-
end queue D is C = Pt, Pt−1, · · · , P0, · · · , Pb−1, Pb,
traversing every point in the C :

1) If the point is P0, then P0 enters the tail of the queue
firstly; if the point is P1, then P1 enters the tail of
the queue; if the point is P2, then P2 enters the tail
of the queue, and also the head of the queue.

2) Suppose that the current point Pi is traversed.

(1) If Pb−1PbPi can keep the left-turn characteristics,
then continue, otherwise Pb goes out of the tail of
the queue; so repeat until Pb−m−1Pb−mPi can meet
the left-turn characteristic, and Pi enters the tail of
the queue.

(2) If PiPtPt−1 can keep the left-turn characteristic, then
continue, otherwise Pt goes out of the head of the
queue, so repeat until PiPt−nPt−n−1 can meet left-
turn characteristic, and Pi enters the head of the
queue.

Step 7: Returns the double-ended queue.

Step 8: The polygon k -anonymous region Rs is con-
structed.
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4.2 Algorithm 2

Algorithm 2: Generating a k -anonymous result set.

Input: The k -anonymous region Rs.

Output: A k -anonymous result set.

Step 1: Set the maximum (ρmax) and minimum (ρmin)
of the k -density.

Step 2: Take all vertices of the polygon from the double-
end queue.

Step 3: Calculate the area S(Rs) of the polygon region.

Step 4: Calculate Smax and Smin according to (ρmax)
and (ρmin) .

Step 5: Judge:

1) If S(Rs)<Smin, then k ← k+1, execute Algorithms 1
and 2 in turn, then Step 6;

2) If Smin<S(Rs)<Smax, then Step 6;

3) If S(Rs)>Smax, execute Algorithms 1 and 2 in turn,
then Step 7.

Step 6: Calculate the coordinate of the center location,
then take the geometric center as the anchor point,
and send the k -anonymous region of polygon to the
LBS server for query.

Step 7: Add [k−N(Rs)] dummy locations to the region
randomly, and then send k locations including N(Rs)
users’ location and [k −N(Rs)] dummy locations to
the LBS server for query.

4.3 Algorithm 1 Description

N location points are obtained by scanning around the
query user, one of its with the minimum x -coordinate
is picked. If a point with the minimum x -coordinate is
not unique, a point with the minimum y-coordinate is
picked. This point is defined as P0(x0, y0), and clock-
wise is selected as the default direction. The angle is

calculated between
−−−→
P0Px and the negative direction of y

axis, here
−−−→
P0Px is the vector between P0 and Px. By

sorting all the points from small to large, an ordered set
C = P0, P1, P2, · · · , Pn−1 is obtained. According to the
following methods, all the outermost points in the set are
found.

Assuming that Pi, Pj , Pk are three consecutive points
on the boundary of the region (polygon vertex), its must

maintain a trend of left-turn, that is
−−→
PiPj×

−−−→
PjPk>0. If the

three points are represented as (xi, yi), (xj , yj), (xk, yk),

there are:
−−→
PiPj = (xj−xi, yj−yi),

−−−→
PjPk = (xk−xj , yk−

yj).
According to Algorithm 1, a k -anonymous region of

polygon containing k locations is generated, as shown
in Figure 4. The solid triangle symbol represents the

current location of the user, and an irregular polygonal
anonymous region which consists of 16 location positions
is constructed.

Figure 4: Block diagram of polygon region generation

4.4 Algorithm 2 Description

According to Algorithm 1, the coordinates of all ver-
tices of convex polygon are obtained.

Suppose the n vertices on a convex polygon are or-
dered counterclockwise as P1(x1, y1), P2(x2, y2), · · · ,
Pn(xn, yn), then the area of the polygon is:

Sn =
1

2

n−1∑
i=1

(xiyi+1 − xi+1yi) +
1

2
(xny1 − x1yn) (1)

The area S(Rs) of the polygon k -anonymous region is
calculated by Equation (1). The maximum area (Smax)
is calculated by Smax = k/ρmin, and the minimum area
(Smin) is calculated by Smin = k/ρmax.

Then judge by (Smax) and (Smin):

1) If S(Rs)<Smin, the anonymous region needs to be
further expanded, and then the method of spatial
anonymity is used to protect location privacy.

2) If Smin<S(Rs)<Smax, the anonymous region meets
the user’s requirements, and then the method of spa-
tial anonymity is used to protect location privacy.

3) If S(Rs)>Smax, the method of spatial anonymity
is invalid, the location privacy protection is imple-
mented by combining spatial anonymity and dummy
locations.

4.5 Algorithm Analysis

In this paper, an irregular polygon k -anonymous re-
gion including the user’s current location is quickly con-
structed. And then the area of the polygon anonymous
region is calculated. The size of the polygon region not
only affects effect of the location privacy protection, but
also affects the quality of the location service. Therefore,
the area threshold needs to be set, so that the size of the
anonymous region is kept in a suitable range. The influ-
ence of the S(Rs) on the system anonymity is as follows:
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when S(Rs)<Smin, the anonymous region is too small
and the range of the region is close to the exact location
of the user. In this case, an adversary is very easy to in-
ference the location of the user; when S(Rs) > Smax, the
anonymous region is too large, which reduces the accuracy
of query results and consumes too much resources. There-
fore, in the construction of anonymous regions, Smax and
Smin need to be set beforehand.

In the anonymous region, it is known from ρ =
N(Rs)/S(Rs) that ρ is proportional to S(Rs). Therefore,
the density threshold is determined, and the area thresh-
old is determined accordingly, that is Smax = k/ρmin,
Smin = k/ρmax. In the k -anonymous region, when the k -
density is too large, it indicates that the current location
is in densely populated region such as schools, hospitals,
stations, churches, etc. In this case, although the k value
meets the anonymity requirement, the adversary can eas-
ily obtain the user’s exact location. When the k -density
is too small, it indicates that the current location is in a
region where few people are in that such as desert, lake,
mountain, etc. In this case, the spatial anonymity method
is invalid. Therefore, the area threshold of anonymous re-
gion is determined by density, and different anonymity
strategies are adopted according to area threshold, which
can better improve the anonymity effect.

In the anonymity processing, there are three cases ac-
cording to the area threshold:

1) S(Rs)<Smin;

2) Smin<S(Rs)<Smax;

3) S(Rs)>Smax.

In Cases 1 and 2, spatial anonymity is used to protect lo-
cation privacy. At the same time, in order to improve the
accuracy of query, the central node is used as the anchor
point for query. When the query result set is returned, the
user can calculate the exact query result according to the
distance between the current location and anchor. The
central node in this algorithm is represented by O(x0, y0),
its coordinate is calculated by Equation (2). The distance
between the user’s current location and anchor is calcu-
lated by Equation (3), which can be used as the measure
of the accuracy of query result.{

x0 = x1+x2+···+xn

n

y0 = y1+y2+···+yn

n

(2)

d =
√

(xu − x0)2 + (yu − y0)2 (3)

In Case 3, the method of spatial anonymity is invalid,
the location privacy protection is implemented by com-
bining spatial anonymity and dummy locations, which ef-
fectively remedies the shortcoming of spatial anonymity
method. Moreover, in the selection of dummy locations,
the queried neighbor users are regarded as part of the
dummy locations, which further improves the indistin-
guishability between dummy locations and the current
location.

5 Experimental Results and Anal-
ysis

In this paper, a network-based mobile node genera-
tor [2] developed by Thomas Brinkhoff, which is used to
generate 1000 data nodes distributed in the whole area
through a real map. The hardware environment of the
experiment is as follows: 3.2 GHz Intel Core i5 proces-
sor with memory size of 4 GB. The operating system is
Windows 7. The proposed algorithm is implemented by
Eclipse development platform and Java programming lan-
guage. Table 1 is configured for the default parameters of
the experiment.

Table 1: Experimental default parameter configuration

Parameter Value
k [0, 100]

ρmin 0.002
ρmax 0.02

Number of users [0, 1000]
Space range (km2) 0.8×0.8

5.1 Comparison of Anonymous Time

Firstly, efficiency of the proposed method is verified by
experiments. In Figure 5, we compare the anonymous re-
gion generation time with the polygon method [19] and
the proposed method. As shown in Figure 5, with the in-
crease of k, the anonymous region generation time of both
methods is increasing, and its growth trends are roughly
the same. As can be seen from Figure 5, the polygon par-
tition method takes much more time than the proposed
method. From the experimental result we can see that
the proposed method has better efficiency.

Figure 5: Average generation time of dummy

The result in Figure 5 is the best way. However, in
the process of anonymous region generation, when the k
value is insufficient, both methods need to repeat the al-
gorithm several times. In addition, the proposed method
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needs to calculate the area and density of the anonymous
region, and takes different anonymity measures according
to the density threshold. When the algorithm is executed
many times, the time taken for both methods is shown in
Figure 6 and Figure 7.

Figure 6: Average generation time of dummy

Figure 7: Average generation time of dummy

As can be seen from Figure 6 and Figure 7, when the
first round of execution fails to meet the requirements,
the second round and the third round will be executed.
In contrast, the more the number of execution rounds, the
greater the time gap between the two methods, the more
obvious the efficiency advantage of the proposed.

5.2 Comparison of Anonymous Area

In the same environment, we compare the area of
the anonymous with the grid partition method [1], the
circular partition method [26], the rectangle partition
method [21], the polygon partition method [19] and the
proposed method, as shown in Figure 8.

As we can see from Figure 8, the area of five anonymous
region construction methods increases with the increase
of k, but the growth rates vary. This is determined by
the geometric shape of the above methods. When k is the
same, the area of the two polygon methods is the smallest.

Figure 8: The area of several anonymous regional division
methods

As we can see from Figure 8, when k<30, the area of
the proposed method is slightly larger than that of the
polygon partition method; When k>30, the area growth
trend of the two methods is identical. This is because the
density threshold is set in the proposed method. When
k<30, the polygon region is expanded because it does not
meet the anonymity requirement.

5.3 Analysis of Efficiency

In this paper, spatial anonymity is achieved by con-
structing a polygonal anonymous region. We compare
the result of anonymous region construction with circu-
lar, rectangular, and polygon, as shown in Figure 9. As
can be seen from Figure 9, comparing with the method of
polygon construction, the methods of circular and rectan-
gular construction enlarge the area of invalid region, its
further reduce the accuracy of query result and privacy
protection effect.

(a) (b)

Figure 9: The results of anonymous region construction;
(a) Invalid region of circle, (b) Invalid region of rectangle

In other methods of spatial anonymity, if the area
of anonymous region is larger than the maximum area
threshold, the method is invalid. In the proposed method,
if the area of the polygon anonymous region is larger than
the maximum area threshold, the polygon anonymous re-
gion is expanded further, and [k − N(Rs)] dummy loca-
tions are added to the polygon region. As shown in Fig-
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ure 10, solid dots represent the neighbor users’ locations
found, hollow dots represent the added dummy locations,
and solid triangle represents the user’s current location.
K locations including users’ locations and dummy loca-
tions are sent to LBS server by TTP for query. It is
difficult for an adversary to distinguish the user’s current
location from other k -1 locations. The proposed method
is effective.

Figure 10: Combination of spatial anonymity and dummy

5.4 Comparison of Entropy

In location privacy protection method of dummy, en-
tropy is usually used to measure effect of the location pri-
vacy protection. From the adversary’s view, the anony-
mous set contains user’s current location and k -1 dummy
locations, and the probability that any location can be
used as user current location is pi. In an anonymous set,
the sum of all probabilities is

∑
pi. Therefore, the en-

tropy H for distinguishing the user current location in
the candidate set is:

H = −
k∑

i=1

pi · log2 pi (4)

In Equation (4), if all the k locations of the candidate set
have the same probability, the maximum entropy will be
obtained. At this time, the probability of pi is 1/k, and
the maximum entropy H is log2 k.

In Figure 11, we compare the entropy with the pro-
posed and other three methods. Random is the method
that selects dummy locations at random. Circular dummy
and grid dummy are the virtual circle and virtual grid
proposed in [15].

As can be seen from Figure 11, entropy of the proposed
method is larger than that of the other methods. This is
because k -1 dummy locations are all added randomly be-
sides user’s current location in the method of grid dummy
and circular dummy. These dummy locations are easily
distinguishable from the user’s current location. In the
proposed method, N(Rs) locations are the neighbor users,
its are indistinguishable from the user’s current location.
The remaining [k−N(Rs)] locations are the dummy loca-
tions that is added, its are less indistinguishable from the
user’s current location. So the entropy of the proposed

method is larger, and its effect of the privacy protection
is better.

Figure 11: Entropy of the dummy locations

6 Conclusions

In recent years, the application and development of
LBS are very fast, the security challenges of location pri-
vacy are becoming more and more serious. Location pri-
vacy protection has become a research hot spot in the
field of information security. In the current widely used
model of central server structure, aiming at the defi-
ciency of spatial anonymity method, a k -anonymous loca-
tion privacy protection method of polygon based on den-
sity is proposed. In this paper, according to the idea
of k -anonymity, and adapting irregular polygon fast gen-
eration algorithm, a polygon anonymous region is con-
structed quickly, which improves the efficiency of anony-
mous region generation. At the same time, the area of
polygon region is calculated through recursive method.
According to the k -density distribution, an ideal and ef-
fective anonymous region is constructed. Furthermore,
the privacy protection is implemented by combining spa-
tial anonymity and dummy locations according to density
parameters. And we evaluate our algorithms through a
series of simulations, which show that our algorithm ef-
fectively improves the anonymity effect while taking into
account query quality.
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Abstract

Video Steganography is an art and science of embedding
secret information into a carrying video file in such a
way that others cannot observe the embedded informa-
tion. Cuckoo Search (CS) is a meta-heuristic algorithm
which has been developed by Xin-She Yang and Suash
Deb in 2009. CS is very effective in solving many opti-
mization problems that have been found in previous liter-
ature. In this paper, a new efficient approach for embed-
ding a secret image in a digital video is proposed. Gener-
ally, any colored image consists of three color components
(Red, Green, and Blue). So, an image’s pixel has three
bytes; each of which belongs to one different color com-
ponent. For security purposes, each secret image’s color
component is embedded separately into a selected cover
video’s frame. The proposed approach is based on the
permutations on 3 sections of a secret byte, 3-3-2 bits.
These three sections are permuted to obtain five different
patterns of a specified secret byte. Then, the popula-
tion of five different pairs is built; each pair consists of
one different pattern repeated twice. Good pixels are so
chosen via using CS algorithm to achieve the minimum
distortion in carrier pixels due to embedding. The sum of
absolute values of sectional differences is used as an ob-
jective function to compare all the distances between the
3-3-2 Least Significant Bit (LSB) values of a cover frame’s
pixel and the generated different patterns of a specified
secret byte. Experimental results show that the efficiency
of the suggested approach is successful since the Peak Sig-
nal to Noise Ratio (PSNR) is above 52 decibels.

Keywords: Cuckoo Search; Lévy flights; LSB; PSNR;
Video Steganography

1 Introduction

Due to the rapid growth in Internet usage, a lot of infor-
mation has been shared and transferred through it [29].

The importance of reducing the risk of information be-
ing detected during transmission is increasingly impor-
tant among research topics nowadays. Steganography has
become one of the most robust techniques for transmit-
ting confidential messages between parties [18]. Steganog-
raphy is an art and science of invisible communication,
which is used to embed secret data into modern cover
types such as text, audio tracks, digital images, and video
files. Due to the increased transmission rate of video files
on websites such as Facebook, Twitter, and YouTube,
video files now pay more attention to steganography.

Video steganography is the process of embedding some
secret information within a video [4]. It can be presented
as an extension of image steganography. Basically, a video
stream is a set of frequent images and audio. There-
fore, many researchers have applied image steganographic
methods on the video to yield video steganography sim-
ilar to image steganography, e.g., [2, 10, 23, 24] Video file
is a moving stream of images in which a large amount of
data can be embedded inside it without being observed.
The advantage of using video files in hiding information
is the added security against the attack of hackers due to
the relative complexity of the structure of video compared
to image files. Video-based steganographic techniques are
broadly classified into the frequency domain and spatial
domain [6,27]. In the frequency domain, frames are trans-
formed to frequency components by using Fast Fourier
Transform (FFT), Discrete Cosine Transform (DCT), or
Discrete Wavelet Transform (DWT), and then, messages
are embedded in some or all of the transformed coeffi-
cients. Embedding may be at bit level or at the block
level. Moreover, in the spatial domain, the bits of a
message can be inserted directly in intensity pixels of a
video in LSB positions. However, most LSB techniques
are prone to attack as described as in [6, 25, 27]. This
makes researchers interested in designing new methods.
In (2015, [25]), a new idea in video-based steganography
has been given, where secret message bits are embedded
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in a cover file by using the LSB technique. For embed-
ding, the selection of cover file RGB pixels is done on the
basis of its color intensity value. LSB technique is used to
embed bits in a specified cover file. This approach leads
to a very high capacity with low visual distortions.

In the next, the following terms and notations are used.
Cover-video refers to a video file that is used for embed-
ding secret information. A secret-message refers to confi-
dential data that is embedded in a specified cover-video.
Stego-video is obtained from combining the cover object
with embedded data [12]. Embedding Efficiency (EE)
and Embedding Payload (EP) are two important factors
that every successful steganography system should take
into consideration. EE means good quality of the stego-
video and fewer amounts of changed data in a cover-video.
While EP means higher capacity allocated for conceal-
ing a secret-message inside a cover-video [16]. There is
a trade-off between EP and EE. When the capacity of
hidden information is increased, the quality of the stego-
object is decreased [11,20,21].

In fact, the underlying problem for selecting good pix-
els locations for embedding data can be viewed as an op-
timization problem [30]. Cuckoo Search (CS) is one of the
most intelligent algorithms that can be chosen as a com-
prehensive search method in many optimization problems.
The proposed approach in this paper is a kind of video
steganography in the spatial domain. This approach is
based on trying to hide large data with minimal distor-
tion in the host video stream. It depends on the concept
of permutations on secret bits and then, CS is used for
finding good embedding pixels locations in which a se-
cret message can be embedded. A secret-message is con-
cealed in RGB components of the founded carrier pixels
using the 3-3-2 LSB technique. A specified secret byte is
permuted according to five different pre-indexed patterns
before embedding. Finally, these permuted secret bytes
are embedded randomly in certain video’s frame pixels.
So, it is difficult for the attacker to retrieve secret infor-
mation from a given stego-video. The rest of this paper
is organized as follows. Section 2 gives an overview of
video steganography. In Section 3, some selected related
works are presented. Section 4 introduces the Cuckoo
Search algorithm. In Section 5, the suggested CS-based
video steganography approach is described. Experimen-
tal results and concluded remarks are given in Sections 6
and 7, respectively.

2 Video Based Steganography

Steganography is the process of embedding secret infor-
mation inside a host medium such as text, audio, image,
and video [16]. Its ultimate objectives are un-detectability
and robustness of embedded data. Video consists of
stream of frames (images) and audio. Any frame of
a video can be selected for embedding sent data [14].
The quality of a video depends on a set of parameters;
three of them are considered in this paper, namely; the

Figure 1: A generalized block diagram of video steganog-
raphy procedure [15]

number of pixels in a frame, the number of frames per
second (fps), and the frame’s size. The number of fps
is often standard (between 24 and 30 fps) in most of
common video formats. But, the other two parameters
vary from one video standard format to another. Each
frame consists of pixels having three or four color compo-
nents such as RGB (Red-Green-Blue) or CMYK (Cyan-
Magenta-Yellow-Black) [15]. The basic model of video
based steganography consists of five basic elements as il-
lustrated in Figure 1. Some information of these elements
is given in the following:

• Cover-video: An input video used for data conceal-
ing.

• Sent data: A given data that is to be hidden.

• Embedding technique: A technique to conceal a sent
data behind cover-video.

• Stego-video: A digital video that has a secret-
message hidden inside.

• Stego-key: The key is built during the embedding
stage and then, used for extracting purpose.

• Extraction technique: A technique to retrieve the
secret-message behind stego-video.

• Retrieved data: The obtained data after applying the
extraction technique.

Least Significant Bit (LSB) is a popular technique used
for embedding information in a cover file [7,8,25]. The ba-
sic step of LSB technique is to replace LSB values which
are necessary for embedding a secret-message. This mes-
sage is decomposed and embedded into LSBs of a cover
frame so that hackers cannot detect it.

In the classic LSB, the size of a secret-message that can
be embedded is equal to 12.5% of the cover image’s size.
Thus, it is considered a small storage capacity. Conse-
quently, some researchers have used the base technique 3-
3-2 for embedding a secret-message [8]. Figure 2 illus-
trates 3-3-2 method in which the first 3 bits of a byte
from a given message are embedded into the last 3 bits of
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Figure 2: A sketch of embedded one byte of a secret-
message in 3, 3, 2 bit position of LSB of R, G, and B
components respectively of a cover frame (For interpreta-
tion of the colors in this figure and Figure 3, the reader
is referred to the web version of this article)

the Red component; the second 3 bits are embedded into
the last 3 bits of the Green component, and the last 2 bits
of the message are embedded into the last 2 bits of the
Blue one. Since the variation in blue is perceptible more
than both Red and Green to the human eye, researchers
choose to put only 2 bits in the Blue component. This
means that byte can be hidden in each pixel of the color
image (24-bit), as shown in Figure 2. So, this method
increases the embedding capacity up to 33.3% from the
size of a cover file.

Video steganography can be classified into two main
types. The first one embeds data in uncompressed video,
which is compressed later [19, 28]. The second type tries
to embed data directly in compressed video stream [6]. In
this paper, the authors simply consider the uncompressed
video steganography in spatial domain using 3-3-2 LSB
replacement technique for embedding a secret-message.

3 Related Works in Steganogra-
phy

In the last decades, the number of meta-heuristics algo-
rithms that are used to optimize the steganography pro-
cess in the spatial domain, is growing rapidly. In [7], 3-3-2
LSB based technique has been enhanced using Genetic Al-
gorithm (GA) to get an optimal imperceptibility of hidden
data. The obtained results have shown that PSNR lies be-
tween 20 and 40 decibels (dBs). An algorithm for optimiz-
ing the payload capacity subject to minimal visual degra-
dation has been proposed in [5]. In that algorithm, Logis-
tic Maps have been used for the random selection of pixels.
The randomness of selected pixels has been improved by
GA subjected to the less distortion of a cover-image. Ex-
perimental results have shown the robustness of the pro-
posed algorithm. A technique that can be used to conceal
a secret-message into the LSBs of a cover-image and to
overcome the level of security issues has been described
in [9], which is adopted Ant Colony Optimization (ACO)
algorithm to find the optimal LSB substitution matrix.
The obtained results have shown that the efficiency of
ACO and the PNSR value of stego-image goes beyond 35
dBs. Cat Swarm Optimization (CSO) algorithm has been
adopted to achieve an optimal or near-optimal solution of
stego-image quality problems in [26]. Each individual cat
has four attributes, namely; its own position composed of

k-dimensional, velocity for each dimension, a fitness value
based on a given fitness function, and a flag to specify
whether a cat is in seeking mode or tracing mode. Exper-
imental results have shown that the proposed CSO based
scheme can achieve a good solution with less computation
time. In (2013, [22]), a new image steganography method
has been introduced. This method is based on combining
Particle Swarm Optimization (PSO) and Simulated An-
nealing (SA) together in order to select an optimal LSB
substitution matrix for embedding. Comparing the simu-
lation results of both PSO and SA algorithms with their
combination (PSO-SA) in terms of PSNR values, it can
be shown that the stego-image yielded by the combined
PSO-SA has a higher quality than each of the two algo-
rithms.

4 Cuckoo Search

Cuckoo Search (CS) is a nature-inspired metaheuristic
algorithm developed by Xin-she Yang and Suash Deb
in [30]. It was inspired by the breeding behavior of cuck-
oos. A cuckoo breeding can be illustrated as an act of
parasitism by laying its egg in a random nest of other
host birds (of other species) [3]. Sometimes, a host bird
discovers the alien egg and throws the alien egg away or
simply abandons its nest. A cuckoo might have the char-
acteristic of shape, size, and color of the host eggs to
protect his own egg from being discovered. A cuckoo may
take aggressive action by removing other native eggs from
the host nest to increase the hatching probability of its
own eggs. A hatched cuckoo chick may even throw other
eggs away from the nest to improve its feeding share. CS
depends on Lévy flights to determining a random walk.
Lévy flights, named by the French mathematician Paul
Lévy, represent a model of random walks characterized by
their step lengths which obey a power-law distribution. It
has a characteristic of an intensified search around a so-
lution, followed by big steps in the long run. In CS, a
random walk is used to produce a new solution (a host
nest) from the current solution according to Equation (1).

x
(t+1)
i = x

(t)
i + α⊕ Lévy(s, λ), (1)

Where x
(t+1)
i is the ith Cuckoo at instance t + 1;α >

0 is the step size; λ is the Lévy distribution coefficient;
and the product ⊕ means entrywise multiplication. The
Lévy flight essentially provides a random walk while the
random step length is drawn from a Lévy distribution
which is given by Equation (2).

Lévy(s, λ) ∼ s−λ, where 1 < λ ≤ 3. (2)

The incidental walk via Lévy flights is more efficient in ex-
ploring a search space, as its stride length is much longer
in the long run. In [30], Yang and Deb have discovered
that the random-walk style search is better performed via
using Lévy flights rather than a simple random walk. The
idealized rules of CS can be summarized as follows [30].
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Each cuckoo lays one egg at a time and dumps its egg in
a randomly chosen nest. The best nests with high-quality
eggs would carry over the next generations. The number
of available host nests is fixed and the probability of dis-
covering the laid egg by the host bird can be calculated
as pa ∈]0, 1[. The fraction pa of the n nests is replaced by
new ones.

A pseudo-code of CS is outlined in the following steps:

Algorithm 1 CS

Input: n is the number of nests, pa is the fraction of n
nests.
Output: The best solution.

1: Begin
2: Randomly initialize population of n host nests Xi =

(x1i , . . . , x
d
i ) for i = 1, 2, · · · , n, and d dimensional

problem.
3: Define objective function: f(X); where X =

(x1, · · · , xd); {the goal is to maximize the objective
function}

4: G← 1
5: while (G < MaxGeneration) or (stop criteria) do
6: for i = 1 to n do
7: Randomly get a new Cuckoo Xi using Lévy

flights Equation (1);
8: Evaluate its quality/fitness: f(Xi);
9: Choose randomly a nest, say, j, among n host

nests;
10: if f(Xi) > f(Xj) then
11: Then update jth nest by the new solution;
12: end if
13: end for
14: The worst nests are abandoned with a probability

(pa) and new one are built;
15: G = G+ 1;
16: end while
17: Find the best solution by ranking the values of n host

nests;
18: End

5 Solving the Video Steganogra-
phy Problem with CS

In this section, a new approach to solve video-based
steganography problem in spatial domain is proposed.
The key of this approach is based on creating five dif-
ferent pattern of each byte of a given secret message.
Subsection 5.1 gives the detailed description of generat-
ing the different pattern while Subsection 5.2 is devoted
to combine this approach with CS. It is used for seeking
about optimal (or nearest optimal) pixels for embedding
the given secret-bytes inside its RGB component values
to obtain the stego-object. The suggested steganography
approach is described in Subsection 5.3. Finally, Subsec-
tion 5.4 contains the extracting process.

Figure 3: The 5 different patterns of (10101100)

5.1 Generating the Different Patterns

In the suggested approach, any secret message is entered
byte by byte. First, each byte is divided into 3-3-2 bit
sections noted as R, G, and B, respectively. Then, these
three sections are permuted to construct the five different
patterns for a specified byte. For instance, suppose that
the current secret byte is (10101100), the constructed dif-
ferent patterns are shown in Figure 3. The main aims
of these permutations are to increase the security level of
the information to be hidden and the chance of matching
the secret byte with carrier pixel’s LSB.

5.2 Matching Between the Video-
Steganography and CS Terminologies

Once the 5 different patterns of a given secret byte are
generated and a carrier-video is accomplished, CS algo-
rithm can be applied. The CS algorithm is structured
upon five main elements: egg, nest, search space, objec-
tive function, and Lévy flights. These elements have the
following meaning in treating this problem.

i Egg: As usual, a cuckoo lays a single egg in one nest,
eggs have the following properties: An egg in a nest
is considered a feasible solution adopted by one in-
dividual in the population. An egg of a cuckoo is a
new solution that candidates for a place in the pop-
ulation. In the steganography problem, we can say
that an egg is equivalent to one of the secret byte’s
patterns.

ii Nest: As in CS algorithm, the following characteristics
can be imposed regarding to a nest:

- The number of nests is fixed.

- A nest is an individual of the population and the
number of nests equals to the size of the popu-
lation.

- An abandoned nest involves the replacement of an
individual of the population by a new one.
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By the projection of these features on the sug-
gested video-based steganography approach, a nest
has shown as an individual pixel in the population
(as mentioned in the next, the size of the popula-
tion is equal to ten) that is used to carry the current
secret byte in the shape of its own pattern.

Furthermore, on the discovery of alien eggs in its
nest, a host bird would either get rid of these eggs
or quit its nest altogether in quest of setting up a
new one elsewhere. Hence, some nests might be re-
moved which is in line with the host bird’s attitude.
To simulate this behavior, a fraction of pa, 20% from
the population’s individuals, are removed from the
current iteration, and hence, new ones at new loca-
tions are created by Lévy flights.

iii Search Space: Generally, every digital video file con-
sists of a set of frames and audio. So, both audio and
frames can be used to embed the secret data. In the
present work, a carrier video file is decomposed to a
set of frames (images) and audio. Hence, according
to the size of a secret-message, a suitable number of
frames are selected and given as input to the sug-
gested approach. A digital frame is considered as a
two-dimensional matrix of elements, in which each
element corresponds to a single pixel in a frame and
each pixel has two coordinates, x, and y. A secret-
message can be either embedded in a single frame of
a video or in multiple frames, to guarantee security
and hard-detect.

iv Objective Function: The current secret byte will be
embedded into the selected pixel’s RGB 3-3-2 LSB
components. As mentioned in Subection 5.1, a
secret byte is divided into 3-3-2 bit sections. Also,
as explained in Section 2, the pixel’s 3-3-2 LSB
sections are extracted. During the search, the cost
is calculated for each candidate solution (nest) by
calculating the sum of absolute differences between
the decimal value of the 3-3-2 LSB sections and
the corresponding decimal value of the secret byte
sections. This summation of absolute Differences,
D, is used as objective function which is determined
by Equation (3). In this equation, CP-LSB is the
current pixel’s 3-3-2 LSB; SB is the current Secret
Byte; each of which has three sections; and xz is the
decimal number of z’s binary number.

D(CP − LSB, SB) =

3∑
section=1

∣∣x
CP−LSBsection

− x
SBsection

∣∣ (3)

For instance, suppose that the candidate pixel’s
RGB components and the secret byte are given as
follows.

section1 section2 section3

CP-LSB 10001101 10101110 10000010
(5) (6) (2)

SB 010 011 01
(2) (3) (1)

The objective function is determined by

D(CP − LSB, SB) = |5− 2|+ |6− 3|+ |2− 1| = 7.

Evidently, the goal is to minimize the suggested ob-
jective function. This means that the least cost value
is called a best solution or equivalently a best nest,
otherwise is called a worst nest.

v Lévy flights: One of the most powerful features of CS is
the use of Lévy flights to generate a position of a new
candidate solution. And according to [17], in some
optimization problems, the search for a new best so-
lution is more efficient via applying Lévy flights. In
the given approach, the Lévy flight term is associated
with the step lengths to improve the quality of search
as outlined in CS.

5.3 New Steganography Approach

In this work, the data required for each nest is gathered in
a record called Nest Structure abbreviated by (NStruct).
As shown in Figure 4, each nest structure consists of five
fields. The first one, byte’s order, contains K which is an
integer number refers to the order of the current secret
byte in a secret-message. While the second field, SB,
is the current secret byte to be hidden. The third field,
Pattern, contains the pattern’s index which corresponds
to the pattern shape of the current secret byte. The fourth
field, Location, contains the location of candidate pixel for
embedding. The last one, D, is the sum of absolute values
of sectional distance between the current secret byte and
the current pixel. It is clear that the contents of the first
three fields are fixed. But the last two fields are updated
in the process of generating a new solution in the same
iteration. This is done by performing a random walk via
using Lévy flights.

At the beginning (the preparing step), the Binary-byte
Stream array, BinStr, for the given RGB image is con-
structed. This array consists of three consecutive parts,
each of which has the same number of bytes. The first one
contains the red component of the image; The second part
has the green component; while the last part contains the
blue component. This is done because the suggested ap-
proach is based on embedding each color component (R,
G, and B) in one frame chosen arbitrarily from the cover
video.
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Figure 4: A nest structure (NStruct)

Now, a description of the suggested steganography ap-
proach for embedding a specified RGB image within three
video frames is given. The main idea depends on repeated
each pattern of a secret byte twice which is collected in a
pair. So, we deal with each pair of a similar pattern as
two distinct eggs. This leads to the current population
has 10 individuals, each pair of individuals are compared
together to decide the best nest and the worst nest us-
ing the suggested objective function. Each pair has two
copies of the pattern and all of these patterns should be
unchanged over all iterations until the best location of the
current byte is obtained and then get the next new byte.
Hence, it is well-known that the Elitism process is based
on the best solution that is kept unaltered and automat-
ically will be carried over to the next generations unless
a more favorable solution is found. In this approach, the
Elitism process is applied for each pair separately. So,
the suggested population has 5 elitists’ solutions and this
considers a modification of our previous work [26] which
kept one elitist solution.

The steganography algorithm works iteratively as fol-
lows. In any iteration, the candidate pixel for each nest
is evaluated by the objective function. Once this process
is completed for all five pairs of nests, the best individual
of each pair is determined and stayed at its current pixel
(location). These best nests are carried over to the next
generation. After that, the location of the worst individ-
ual of each pair is updated by performing a random walk
via applying Lévy flights. Then, the sectional differences
between each updated nest and its corresponding pattern
are evaluated.

Next, for each pair, compare each new nest with its
corresponding best nest to update its rank. A fraction
pa, 20% of the population (≡ two worst nests in our ap-
proach) is removed and new nests are created by using
Lévy flights. A new generation consists of five new pairs.
This process is repeated until the termination condition
is achieved, i.e., the maximum number of iterations is
reached or an acceptable result has been found depending
on a sectional differences threshold value (stop criteria).
When the termination condition is satisfied, the best five
nests from the last generation are ranked and the lowest-
cost individual (best nest) is determined. Then, the secret
byte is embedded by its pattern inside the RGB compo-
nent values of the selected carrier pixel in 3, 3, 2 order
as described in Section 2. After the secret byte is em-
bedded in the selected pixel, the three fields (1, 3, and 4)

values of the NStruct are saved as a stego-key. Then, the
stego-key and the frame numbers contained in the hidden
secret RGB-image will be sent to a receiver to be used in
the decoding stage. The aforementioned suggested solu-
tion would be consecutively repeated to embed each secret
byte from the desirable RGB image in the chosen three
cover frames. The outlines of the proposed approach are
formulated in Steganography (SG) Algorithm 3

Algorithm 2 SG

Input: H, W; the height and width of the given
RGB image. BinStr; The Binary-byte Stream
is a one-dimensional array having consecutively
HW-byte R-component, HW-byte G-component,
and then HW-byte B-component of the given
RGB image. Nest; 5 × 2 array of 10 NStruct to
save the information of the current feasible solu-
tions. F1, F2, F3; three cover-video frames, where
(F1, F2, and F3) are arbitrary chosen to embed
R, G, and B components of RGB image, respectively.

Output: Three stego-frames, Stego-key.

1: Begin
2: Define the objective function D(CP − LSB, SB) as

given in Equation (3); { where CP − LSB, SB are
the current pixel’s 3-3-2 LSB and underlying secret
byte, respectively.}

3: Z ← H×W ; {the number of pixels in the given RGB
image}.

4: for i=1 to 3 do
5: Zfirst ← (i− 1)Z + 1, Zlast ← iZ;
6: for J = Zfrist to Zlast do
7: for p =1 to 5 do
8: Nest[p, 1].K = Nest [p,2].K ← J ;
9: Nest [p, 1].SB =Nest [p,2].SB ← BinStr[J ];

10: end for
11: G← 1; stop criteria ← true;
12: Generate the five different patterns correspond-

ing to five eggs named by
X1, X2, . . . , X5 for BinStr[J ];

13: for k=1 to 5 do
14: Duplicate the egg Xk to produce the related

pair (Xk, X
′
K);
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15: Choose randomly two non-flagged pixels (host
nests) (Lk, L

′
K) for embedding (Xk, X

′
K), respec-

tively;
16: Evaluate dk = D(Lk, Xk) and d′k =

D(L′k, X
′
k);

17: if dk < d′k then
18: Keep index of Xk ,Lk and dk in three fields

(Pattern,Location,and D)of Nest[k,1],respectively;
19: Keep index of X ′k ,L′k and d′k in three fields

(Pattern,Location,and D)of Nest[k,2],respectively;
20: else
21: Keep index of X ′k ,L′k and d′k in three fields

(Pattern,Location,and D)of Nest[k,1],respectively;
22: Keep index of Xk ,Lk and dk in three fields

(Pattern,Location, and D)of Nest[k,2],respectively;
23: end if
24: if Nest[k,1].D ≤ sectional differences - thresh-

old then
25: stop criteria ← False; go to 45
26: end if
27: end for
28: while (G < Maxieteration) or (stop criteria) do

29: Stay(Nest[1,1],Nest[2,1],. . . ,Nest[5,1]) in the
current iteration;

30: for k=1 to 5 do
31: Update Nest[k,2].Location by using Equa-

tion (1) to get new non-flagged (L′k);
32: Evaluate d′k = D(L′k, X

′
k);

33: Nest[k,2].D ← d′

34: if Nest[k,1].D > d′k then
35: Swap Nest[k,1] and Nest[k,2];
36: if Nest[k,1].D ≤ sectional differences -

threshold then
37: stop criteria ← False; go to 45
38: end if
39: end if
40: end for
41: Choose randomly two nests (Nest[m,2] and

Nest[n,2]) ; where m,n are any two different numbers
from 1 to 5 { to achieve the probability of discovering
the laid egg by the host bird (pa= 0.20)};

42: Execute steps from 31 to 36 twice for k = m
and k = n; {execute for each chosen nest};

43: G← G+ 1;
44: end while
45: Determine q at which Nest[q,1].D (1 < q ≤ 5) has

lowest value (best nest) from the current iteration;
46: Embed Xq into Nest[q,1].Location inside Fi using

3-3-2 LSB as described in Section 2;
47: Mark embedding pixel Nest[q,1]s.Location as

Flagged pixel;
48: Save Nest[q,1].K , Nest[q,1].Patern, and

Nest[q,1].Location in the stego-key;
49: end for
50: end for
51: End

After the embedding process is finished, the stego-
frames are formed and then merged with the remaining
frames and audio to build a stego-video

Lemma 1. Algorithm SG is a polynomial-time algorithm
for solving the video steganography problem with low visual
distortions by using CS.

Proof. It is easy to show that steps from 6 to 49 of algo-
rithm SG are repeated 3 (H ×W ) times where H ×W is
the number of pixels in the given RGB image that want
to be secret; each pixel has 3 SB. In two outer For loops,
there exist inner two loops, namely For-loop from Steps 13
to 27 and While-loop starts from step 28 and ends at
step 44.

Clearly, Steps from 14 to 26 inside the For loop are re-
peated 5 times. Since each operand has only 8 bits except
dk and (d′k) (small integer numbers) and all operations
such as assignments, calculating objective function, and
comparison between small numbers are taken unit-time
execution so this loop does not affect the running time
of the algorithm except step 15 depends on the size of a
suggested frame, say M (hight)timesN (width ), of cover-
video, i.e., is not exceed than 5.O(c1 + M × N), where
c1 is a some constant. As a result, the complexity of this
loop is O(M × N). While-loop contains For-loop (from
steps 30 to 40). Evidently, this For-loop has simple math-
ematical operations and assignments, so the time of this
part is not exceeding than 5.O(c2 +M×N), where c2 is a
constant. Also, this takes O(M ×N). It is not difficult to
consider the running time of While-loop depends only on
its condition and the size of the cover-videos frame, i.e.,
O( number of iterations ×M ×N). All steps that are not
mentioned explicitly are considered to be a limited num-
ber of unit-time of execution. Based on the above, the
whole complexity time of Algorithm SG is in O(the size
of the given image times the size of cover video’s frame ),
since the condition of While-loop executed via a limited
number of iterations (from 50 up to 100).

It is worthy to say that the size of the given image
H × W and the size of cover-video’s frame M × N are
both limited integer numbers, so the suggested algorithm
SG is an efficient one and runs fast in practice.

5.4 Extracting Process

The process of hiding any secret message into a cover-
video to produce a stego-video is successful when the re-
ceiver able to retrieve the secret message. Via using stego-
key and stego-video, the receiver can extract the specified
image. For decoding or extracting process, one can follow
these steps:
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Algorithm 3 SG

Input: Stego-video, stego-key;
Output: Retrieved secret RGB-image.

1: Begin
2: Unplug frames from stego-video;
3: Use stego-key to select the three frames F1, F2,and F3

that contains R, G, and B components of the required
secret-image;

4: Create the row image named by retrieved secret RGB
-image with dimension H ×W pixels, each pixel con-
tains 3 bytes corresponding to RGB components;

5: BinStr ← 0; { 1-dimentinal array for saving the re-
trieved secret-message that has 3HW bytes;}

6: Z ← H ×W ;
7: for i = 1 to 3 do
8: Zfirst ← (i− 1)Z + 1, Zlast ← iZ;
9: Use Fi to retrieve HW secrets bytes hidden behind

it;
10: for k = Zfrist to Zlast do
11: Read stego-key [k] to get pixel location and the

pattern’s index;
12: Retrieve and rearrange 3-3-2 LSB according to

pattern’s index to obtain Original Byte[k], OB;
13: Save OB in BinStr[k];
14: end for
15: end for
16: Use BinStr to write its contents on the retrieved RGB-

image in the suitable bytes of the corresponding pixels
to obtain the correct secret image;

17: End

Obviously, Algorithm Extraction depends on the size
of retrieved secret RGB-image, i.e., O(H.W ),so it’s also
an efficient one.

6 Experimental Results

This section provides the experimental results of the sug-
gested SG algorithm applied to the given dataset. Also, it
contains a description of the used dataset and illustration
of the evaluation criteria, the suggested parameters, and
finally the evaluation of results.

6.1 Dataset

To test and evaluate the steganography approach, an un-
compressed AVI cover-video file and five different size
secret-images are considered. Table 1 shows the detailed
information of secret images and cover-video. In this
work, a digital color image is used as a secret-image
and it is preprocessed before the embedding phase; the
whole pixels in the image file are converted into an array
of binary bytes. Due to the use of 3-3-2 LSB embed-
ding method, if the carrier-frame has size M (height)×N
(width ) , the maximum size of the secret bytes can be
embedded at most 1

3 (M ×N).

Table 1: The detailed information of the secret-images
and cover-video

Secret Images information Cover-Video File information

Secret-Image Resolution Frame/sec No. of frames Resolution
(see Figure 5) (H ×W ) (M ×N)

A 30× 20
30 450 240× 320

B 70× 70

A B

Figure 5: Secret-Images

6.2 Evaluation Criteria

Generally, in steganography, the Peak Signal to Noise Ra-
tio (PSNR) in decibels (dBs) is used as a visual quality
metric to evaluate the quality of the stego-object. In or-
der to determine PSNR, the Mean Square Error (MSE)
between the cover-frame and the stego-frame is first com-
puted by Equation (4).

MSE =
1

M ×N

M∑
i=1

N∑
j=1

(Ii,j − I ′i,j)2 (4)

Where I(i, j) and I ′(i, j) are intensity of pixel located at

(i, j) in cover-frame and in stego-frame, respectively, and
M ×N is the frame’s size.

Depending on MSE value, the PSNR is calculated by
Equation (5).

PSNR = 10 log10

L2

MSE
, (5)

where L is the peak signal level for an image color compo-
nent value = 255. The performance of the steganography
approach has been evaluated by doing the simulation us-
ing MATLAB 7.6 (R2009a) on an Intel Core i7 CPU, 2.67
GHz, 4 GB RAM PC, and windows 8.1 pro.

6.3 Setting up Cuckoo Search Algorithm
for Video Steganography

The parameters that we have used in the applied cuckoo
search are n = 10 nests and the discovery rate of alien
solutionspa = 0.20. Due to the Lévy flights, the val-
ues used for the Lévy exponent λ = 1.5 and the step
size α = 1. As stopping criteria, the maximum number
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of generations of the implemented CS is 50 or the spe-
cific fitness threshold value. Here, the search space is the
cover-frames. So, the lower and upper frame bounds are
coordinate (1, 1) and coordinate (frame’s width, frame’s
height), respectively.

6.4 Results

In the experimental implementation, RGB component
values are separately extracted. Then, each color com-
ponent of them is embedded into the selected pixels of a
separate cover-frame. Table 2 shows the performance of
the suggested approach.

Table 2: Performance of suggested cuckoo search over
video steganography

Secret-Image (see Figure 5)

Results obtained Results obtained
using 3,3,2 LSB using algorithm SG

PSNR
A 53.2952 65.5863
B 46.9173 59.0799

Generally, when the PSNR value is higher than 30 dBs,
the quality of the obtained stego-video is acceptable [13].
As shown in Table II, the proposed method does not cause
a significant decrease in video quality. All the results of
PSNRs are between 52 and 65 dBs, which are considered
good results with regard to the purpose of quality. The
present approach is superior to the other pervious one
that we introduced in [1].

7 Conclusion

In this paper, an optimized video steganography approach
is suggested. This approach, SG algorithm, is based on
the concept of using permutations on 3-section of a secret-
byte (3-3-2 bits) and cuckoo search algorithm for search-
ing about the suitable pixel locations to applying 3-3-2
LSB embedding method. First, the bits of each secret
byte are arranged into five different patterns by using a
permutation method. After that, CS algorithm is ini-
tialized by a population consists of five different pairs
corresponding to the five permuted secret byte patterns
and then employed to find a good pixel position. Fi-
nally, the 3-3-2 LSB technique is applied to embed the
specified secret byte. Experimental results show that
the proposed approach attains a high embedding effi-
ciency against security analysis and in retaining stego-
video qualities. PSNR and MSE measurements are used
to measure the visual quality and all the obtained exper-
imental results have a PSNR above 52 dBs.

In future work, we’ll hope to apply other meta-
heuristic algorithms such as Simulating Annealing, Ele-
phant Search Algorithm (ESA) , and Cat Swarm Opti-
mization (CSO).
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Abstract

Mobile ad hoc networks (MANETs) are surrounded by
various vulnerabilities and attacks due to open medium,
dynamic topology, limited energy, and absence of central
control. In MANET, each attack has different behavior
and aftermaths. DoS attack is one of the serious attacks
in MANET, which disturbs the normal routing process.
Jellyfish (JF) attack is a type of DoS attack in MANET,
whose dynamic behavior makes it quite difficult to detect
such attacks. In this paper, we propose a technique to
detect the jellyfish attack in MANET. The proposed tech-
nique combines the authentication and trustworthiness of
nodes and the kNN algorithm for the identification of jel-
lyfish attacks in which each and every node calculates the
primary and secondary trust values to detect the attack-
ing node by the recommendation of neighboring nodes and
trust metrics. The kNN algorithm separates the jellyfish
nodes from other legitimate nodes based on the differ-
ences in their behavior. The proposed technique would
then pick reliable nodes by the hierarchical trust assess-
ment property of nodes to perform packet routing. The
experiment shows that the proposed technique could de-
crease delay and increase the throughput of the network
by avoiding jellyfish nodes.

Keywords: Jellyfish Attack; kNN Algorithm; MANET;
Trusted Node; Trust Value

1 Introduction

Significant advances in the accessibility of wireless net-
works in some handheld devices such as laptops, smart-
phones, personal digital assistants, tablets, and wearable
devices have been noted over the previous few years [2,26].

Wireless communication technology is available every-
where, i.e., hotels, railway stations, bus stops, even small
stores and shops where individuals surf the internet. In
MANET, these portable devices connect with the internet
wirelessly and provide a fast and easy way of commina-
tion. MANETs are considered as a communication net-
work in which nodes are communicating with each other
without fixed infrastructure [18]. It operates without any
centralized server or base station. In MANET, all mo-
bile nodes operate in a self-organized manner and nodes
are connected through radio waves and communicate in
an open medium. Nodes have full freedom to move ar-
bitrarily in the network, so the topology of the network
is highly dynamic. Nodes continuously cooperate to cre-
ate a dynamic path to transfer data packets. When the
mobile nodes are not in the same communication range
the intermediates nodes play a key role in transmitting
data packets to the destination node [22, 24]. Each node
should be responsible for receiving and forwarding data
packets therefore; data packets can reach their destina-
tion without hiccups in MANET. During the communi-
cation of nodes, routing information can be modified by
the attacker node. In MANET, different parameters are
changed (e.g., due to the movement of nodes topology
changes rapidly, link failure, absence of central control,
and limited memory space) are the currents problems in
the normal working circumstances. The above-mentioned
parameters are challenging and intimidating tasks for
routing protocols of MANET. Some parameters, i.e., de-
lay and movement of nodes (mobility) ignored [17, 25].
Under certain conditions, some nodes may move from the
communication range, and the newly joining node can be
part of the routing process. Since the transmission range
of nodes is short, the communication of nodes depends on
multi-hops fashion. MANET can intelligently manage all
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kinds of topological modifications as well as faulty rout-
ing issues by the network re-configuration method. As
any node can leave the network any time, which causes
link breakage and communication stops. In which case
nodes immediately sends a request for a new routing path
to continue the communication. During communication,
when a node leaves the network causes link breakage, im-
pacted nodes can quickly request for fresh routes within
seconds to continue network transmission. This problem
may trigger some delay, but the network stays operational
and usually works [11,13]. Generally speaking, MANETS
are extremely susceptible to many malicious attacks due
to the following reasons.

1) In the absence of centralized management for authen-
ticating newly joining nodes and no central mecha-
nism is authorizing the nodes to enter or leave the
network.

2) The communication of nodes depends on multi-hop
fashion.

3) The topology frequently changes because of the mo-
bility of nodes.

4) Nodes have very limited resources in terms of battery
and memory [4, 7, 8, 10,12,16].

A critical issue in MANET is relying on intermedi-
ate nodes when functioning in a highly dynamic environ-
ment. A malicious node can easily eavesdrop into the net-
work, particularly in wireless communication scenarios,
and capture the data packets or even delay the communi-
cation. All layers, particularly the network and transport
layer, are susceptible to severe attacks that influence the
general MANET operational situations without rigorous
safety methodologies. Video conferencing, HTTP, FTP
are the applications of TCP, and UDP relies on end to
end communication, but the performance affected by jel-
lyfish attack during transmission. On the other hand,
TCP doesn’t perform well because nodes are changing
their positions in the network [1].

1.1 Jellyfish Attack

Jellyfish attack lies in the category of Denial of Service
(DoS) attack in MANET [23]. Like a black hole attack,
it is also considered a passive attack. Detection Jellyfish
attack is difficult because it obeys all rules of protocol.
Jellyfish attack introduces at the network layer, but it
interrupts the process of the transport layer. Jellyfish at-
tacker node monitors both path-finding and packet send-
ing, but it attacks in the packet sending process. Closed-
loop, i.e., TCP, is the main target of the Jellyfish attack.
Jellyfish attack keeps compliance with control and infor-
mation protocols to enable extremely difficult duties of
detection and prevention to perform. Jellyfish attack cre-
ates a delay between data packets in the network [21].

Figure 1: Types of jellyfish attacks

1.1.1 Jellyfish Reordering Attack

Due to multipath routing and route changes in MANET,
such type of attacks frequently happens as the name im-
plies that Jellyfish attacker (JF) node re-order the packets
instead of FIFO before forwarding to the targeted node.
Due to this acknowledgment of re-ordered packets receive
late, and source node retransmits the packets again, which
degrades the network throughput.

1.1.2 Jellyfish Periodic Dropping Attack

In this dropping attack, an attacker node might discard
all data packets or some portion, e.g., ten packets from
100 packets for a certain period during communication.
As a consequence, the target node does not receive the
data packets on time and not in proper shape. Because
of congestion network throughput decreases, the reason is
the jellyfish node drops data packets.

1.1.3 Jellyfish Delay Variance Attack

In this attack, an attacker node egotistically introduces a
delay in packets that are transmitted over in particular
intervals without changing the packet orders. Due to this
collision occurs in the network. As a result, it affects the
network performance through congestion [9].

In this paper, we propose a defense mechanism against
the jellyfish Attack, which depends on trusted base rout-
ing and machine learning classifiers. Because of its mali-
cious behavior, the jellyfish attack is difficult to identify
as compared to another wireless attack. Such type of at-
tacks causes a delay which degrades the throughput of the
network. In the proposed method, node property-based
trust calculations being performed. As a consequence, it
is largely protected by selecting reliable routes and trusted
node before transmitting packets in MANET. The pro-
posed technique is extremely effective in detecting and
preventing jellyfish attacks.

1.2 Problem Statement

It is a complex task to identify the solution to the Jel-
lyfish attack in MANETs. The jellyfish attack decreases
network performance in terms of all metrics due to its
malicious behavior. That’s why machine learning comes
to solve this issue. The proposed technique uses a kNN
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algorithm-based method in our paper to identify mali-
cious nodes observing by the quality of packets delivered
at the targeted node. Also, observing complicated actions
of the nodes, protocols acquires and becoming effective in
periodic intervals is a truly practical approach. In MANE,
it is essential to provide a secure route to all nodes for
the transformation of data packets. Meanwhile, if the at-
tacker node comes and disturbs the network operations
and the network efficiency will be degraded are presented
follows:

1) Jellyfish (JF) attacking node re-orders packets to
cause enormous delay, which disturbs the legitimate
nodes to get access from other nodes on the commu-
nication channel.

2) The JF node creates delays during transmission of
data packets, causing the network throughput to de-
crease.

3) The JF node drops data packets in a particular time
interval, which causes loss of information so that im-
portant information may not reach the destination
on time.

1.3 Contribution/Novelty

Our contributions in this paper are summarized as fol-
lows:

1) We propose a prominent technique for the detection
of jellyfish nodes using machine learning classifica-
tion kNN algorithm and trusted nodes in the net-
work. The proposed technique identifies the mali-
cious nodes by observing their behavior in MANET.

2) In the proposed technique, only trusted nodes partic-
ipate in the routing process so that there is very lit-
tle chance for delay or for packet drop. Furthermore,
no extra computation, processing or hardware is re-
quired for the network except communicating with
neighboring nodes.

3) The proposed technique is different from existing so-
lutions [21, 22] in that it provides accurate detection
of jellyfish in the dense network. The difference be-
tween the proposed technique and other mechanisms
is that the new technique uses the kNN algorithm to
identify jellyfish nodes, and only legitimate (trusted)
nodes can participate in the routing process.

4) Simulation results show that the proposed technique
achieves high accuracy rate in the detection of jel-
lyfish nodes, making it efficient according to the re-
quirement of MANET. This initiative could enhance
packet delivery, reduce average delay, reduce packet
loss, and enhance the general efficiency of MANET.

The rest of the paper is organized as follows. Section 2
presents related work. Section 3 describes the proposed
technique in detail. Section 4 presents the experiments

work and an analysis of the results as compared to other
similar techniques. Finally, Section 5 concludes this pa-
per.

2 Related Work

DoS attacks have remarkable consideration by the re-
searcher community in recent years. Numerous solutions
presented by various researchers, but most of the solu-
tions concentrate solely on the path discovery or informa-
tion transmission phase to mitigate the jellyfish attack.
Many solutions produce high routing overhead and com-
plexity in the network. Also, many mechanisms did not
use any attacking model to assess the network’s efficiency.
Some previous works and their drawbacks are presented
as follows:

Kumar et al. [15] proposed an algorithm based on the
friendship of the nodes for the detection and prevention
of jellyfish attacks in MANET. The friendship algorithm
is an extended version of the direct trust detection (DTD)
algorithm. In this algorithm, every node maintains a
friendship, malicious, and monitoring tables of the neigh-
bor nodes. Each node shares the information of their
friend node and malicious nodes with their friend nodes
to assess the behavior of nodes correctly. The friendship
algorithm blacklists and isolates those mobile nodes from
the network that execute malicious operations deliber-
ately. The friendship algorithm decreases the probability
of blacklist legitimate nodes.

Garg et al. [5] proposed an improved version of the
AODV routing protocol to detect the malevolent node in
MANET. This protocol works in such a way that after
several time intervals each node sends a standard broad-
cast packet and checks which node is between its adjacent
nodes delays the packet’s threshold value by more than
one time. This threshold value relies on the parameters
of the network, such as node processing time, connection
delay, etc., as well as considering delay owing to the large
quantity of channel traffic. The drawback of this protocol
is its broadcast (JFPkt) packets, which increase routing
overhead in the network.

Bhawsar et al. [3] proposed a technique based on
watcher nodes in MANET. The authors have analyzed
the AODV routing protocol’s efficiency with and without
the JF attacker node. In the network, there are some
watcher nodes deployed to sense the rushing packets sent
by the JF node. Watcher nodes identify the JF attacker
node and sink the rushing packets and prevent these pack-
ets in the network. Simulation results compared with
AODV, AODV with JF attack, and AODV with preven-
tion from JF attack. The drawback of this proposed is
watcher nodes energy. Due to the deployment of extra
nodes (watcher nodes) in the network, the overhead rout-
ing increases, ultimately, the efficiency of the network de-
creases.

Kumar [14] presented a simulation-based study of JF
delay variance attacks for video streaming in MANET.
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The simulation performed with many scenarios using
AODV and OLSR routing protocols. In both protocols,
the number of nodes varies (25-50 nodes) to show the
performance of delay, throughput, and network load in
the simulation. In the simulation, the JF attack affects
MANET performance. It observed that the OLSR rout-
ing protocols have less effect as compared to AODV rout-
ing protocols. The drawback of the proposed study is, it
is a pure simulation-based solution with assumptions for
video streaming, and there is no attack model is used in
the simulation.

Priyanka et al. [20] proposed an algorithm to detect
the jellyfish attack in MANET. In this algorithm, only
trusted nodes are considered in the network. Every node
calculates trust in a specific time to identify the behavior
of the neighboring node or legitimate node. The proposed
uses the DTD algorithm; trust values (0-1) are stored and
monitored in the routing table. These trust values are
used to detect neighboring node behavior. If any node
is not transmitted, the data packets will be added to the
blacklist, in particular, the time interval. If a particular
node exceeds the threshold value in blacklisted, then a
former node of the JF node starts a path discovery that
eliminates previously detected JF node from the path dis-
covery process. The drawback of this proposed is the
validation process; it increases delay and creates compu-
tational complexity in the network.

Pooja et al. [19] proposed an approach to detect and
prevent the JF attack based on network load, sending, re-
ceiving time of data packets. In the proposed approach,
if the sending and receiving time exceeds the threshold
value, then delay happens because of the jamming of pack-
ets. If the network load if it exceeds the threshold value,
then it confirms the JF node is present somewhere in the
route. Simulation results are deployed for 25 nodes to
check the network metrics. The main drawback of this
approach is legitimate node didn’t respond in a particu-
lar time interval due to a link failure or battery power,
then the proposed approach mark that node as JF at-
tacker node. Additionally, there is no attack model used
in the simulation.

Gayathri et al. [6] proposed a solution to mitigate the
JF attack and black hole attack in MANET. This ap-
proach depends on five factors signal strength (SS), packet
success rate (PSR), packet failure rate (PFR), energy level
(EL), time factor (TF). The node is having the highest
trust value among all the neighbors chosen after the as-
sessment of these variables. This happens until it reaches
the destination. Once the neighbors assessed, the AODV
routing protocol uses a trusted node network to move the
packets to the location. The drawback of this proposed
solution is assumptions, and trust calculation is very com-
plex to understand

Figure 2: Flowchart of the proposed technique

3 The Proposed Methodology

To combat the jellyfish attack, we proposed a technique
that detects and prevent jellyfish attack based on trust
evolution and trusts nodes. Consequently, the JF attack
selects reliable nodes during the path discovery phase.
The proposed technique depends on two main factors, i.e.,
trust and behavior of the nodes. To evaluate packet-
forwarding behavior, the proposed technique uses the
kNN algorithm. Meanwhile only trusted nodes can partic-
ipate in the routing process and if any JF node is present
in the network kNN algorithm identify by their trusted
metrics. In order to detect the JF attack proposed tech-
nique utilizes trust calculation, trust metrics values. The
proposed technique detects the JF attack with high accu-
racy with minimum routing overhead.

3.1 Trust Calculation

Trust calculation is a very important factor in detect-
ing and prevention JF node because during transmission,
JF node changes in its behavior. Trust calculation de-
pends on the trust metrics of the node. Every node de-
termines the trust values of the adjacent node if they are
the same radio range in the network. Moreover, time is
also a very important factor because of the behavior of
nodes changes with time when the communications oc-
cur among the nodes. Trust supplied by adjacent nodes
is calculated by prior node previous experience and en-
dorsements. The previous experience here refers to the
node’s behavior that depends on various elements, which
are primary trust (PT) and secondary trust (ST). PT is
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Figure 3: Flowchart of the primary trust

directly involved with the source and the corresponding
node whereas secondary trust (ST) is calculated by the
recommendations of neighboring nodes.

Primary trust (PT): At this stage, trust is directly in-
volved between source and corresponding node de-
pend on the PT trust metrics. When a source node
sends RREQ packet to the corresponding node to
checks honestly, intimacy level, selflessness with it,
additionally, how much delay created, packets send-
ing, and receiving time of that corresponding node.

Secondary trust (ST): At this stage, trust is calcu-
lated by recommendations from other nodes based
on the previous history of nodes. When a source
wants to know the secondary trust evaluations of a
particular node, it asks the recommendations of other
nodes. It checks the honestly, intimacy level, selfless-
ness with other nodes.

In the proposed technique, PT and ST trust values are
calculated by the following figure. Here node 1 is a source
node that has primary trust with node two and secondary
trust with remaining nodes and so on.

3.1.1 Node Behavior using kNN Algorithm

In this paper, we have used a machine learning well know
algorithm called kNN. The reason for selecting kNN is
to differentiate the JF nodes from the network. kNN al-
gorithm is dependent on supervised learning and is very
helpful for predicting of attacks and vulnerabilities in any
data set [36] In our proposed kNN applies to every node

Figure 4: Flowchart of secondary trust

Figure 5: Primary and secondary trust
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Figure 6: Identification of JF using kNN algorithm

in the network to classify the JF attack, which is less com-
plex. In kNN, nodes are unable to alter their behavior,
and if any changes occur, it notified instantly, and the
node will leave the routing route. The basic idea is if, in
the network, most of the nodes having the same type and
behavior belongs to the same category (normal nodes).
If the nodes having malicious behavior and are not satis-
fies the trust metrics are treated as malicious nodes. In
general, the JF attacker node creates a delay or drop and
rearranged packets to disturb the communication; as a
result, the performance of the network decreases. If the
JF attacker node creates such type of malicious behav-
ior, then the intermediate node notifies about malicious
behavior to source node via secondary trust. All activi-
ties done by JF attacker nodes are monitored by direct
source or intermediate nodes. With the help of kNN, the
classifier detects the JF attacker node by their trust met-
rics. Generally, legitimate nodes have normal behavior
and similar features. Therefore attacker node’s behavior
can easily be distinguished.

3.2 Attack Model

The attack model involves all three kinds of jellyfish at-
tacks. In the JF-reordering attack, some of the packets
are reordered by the recipient node. In the JF-periodic
drop attack, the intruder node rejects certain packets
during the communication phase over a defined period,
and the sender will enter the timeout ultimately. As
the packet frequency dropped by the attacker node rises,
the throughput reduces. The malevolent node delays the
packets selfishly in JF- delay variance attack, resulting
in more collision and heavier traffic. The congestion will
happen in the network owing to the delay variance thereby
reducing the throughput of the network owing to delayed
congestion detection.

3.3 Detection Model

In order to detect the jellyfish attack, different tests are
conducted using the NS-2 simulator. During communi-
cation, a disturbance occurs because of jellyfish attacks

Figure 7: Schematic diagram of the kNN

such as creates delay, drop packets or re-order the pack-
ets. Because JF nodes are different from legitimate nodes,
such malicious behavior of JF node can easily be identi-
fied using kNN algorithm. The kNN algorithm detects the
jellyfish nodes using primary and secondary trust values.
These trust values are stored in the routing table before
sending data packets to the destination. Legitimate nodes
receive and send data packets on time and have a good
intimacy level (honestly) with source node. Because le-
gitimate nodes deliver data packets on time, doesn’t hide
their identity and have honest with all node whereas jel-
lyfish nodes are not trustworthiness with the other nodes
in the network. First, it observes data packets sending
and receiving time if any node takes a long time to de-
liver the data packets. Then the route is suspicion may
be JF attacker node is present in the route. Secondly, the
corresponding node observes whether the JF nodes for-
warding the data packets to the destination or dropping
the data packets. Additionally, check the honestly and
selflessness with other nodes if the node is misbehaving
during communication then it confirms the JF attack.

Nevertheless, the jellyfish node possesses dishonesty,
creates delay, and drop packets during communication.
When these all actions are processed by the kNN algo-
rithm it identifies and differentiates the legitimate nodes
and jellyfish attacker nodes from the network. In this way,
jellyfish nodes can easily be detected and prevented from
the network. After the detection of jellyfish nodes, only
trusted nodes can be part of the routing process with very
little chance of drop and delay.
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Table 1: Simulation values

Parameters Value
Network Simulator (NS-2.35)

Network area 800*800 m
Normal nodes 80

Mobility model Random Walk mobility
Simulation time 800 sec

MAC type 802.11
Traffic type Constant bitrate (CBR)

Traffic Agent UDP
Packet size 512 bytes

Mobility of nodes 0.5-0.1 m/s
Network density 20,40,60,80 nodes

4 Experiment and Analysis

In this section, simulation results and their metrics values
are shown Figures 5, 6, 7, and 8. To check the perfor-
mance of the proposed technique, a well knows (NS-2.35)
simulation is used to carry out the results with of 800*800
m area in the network. AODV routing protocol is used
to perform communication between nodes. The following
parameters are taken to test the proposed technique on
MANETs to determine its viability to detect the jellyfish
attack.

4.1 Packet Delivery Ratio

Table 2 shows the PDR values of native AODV, AODV
under jellyfish (JF), and proposed technique. The PDR
of normal AODV is lowest under attack, especially when
the network is dense, i.e., the number of nodes increased.
As the number of nodes increases, more false replies re-
broadcasted by the malicious node. The PDR result of
normal AODV is highest because of no any malicious node
in the network. In the proposed technique, PDR is higher
than AODV under attack but meager lower than normal
AODV.

4.2 Throughput

Table 3 shows the throughput values of native AODV,
AODV under JF, and proposed technique. The through-
put of AODV under attack is slightly decreasing as the
malicious nodes are present in the network and peri-
odically sending false replies. A huge amount of false
replies causes congestion in the network. It leads to delay
and drop the data packets, which effects the PDR and
throughput. The throughput of normal AODV is highest
because there are no malicious nodes to disturb the net-
work. The throughput of the proposed technique is less
than normal AODV and slightly lower than AODV under
attack.

Figure 8: Packet delivery ratio

Figure 9: Throughput
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Table 2: The packet delivery ratio values

Number of nodes Native AODV AODV under JF Proposed under JF
20 0.186 0.145 0.179
40 0.218 0.085 0.192
60 0.134 0.041 0.111
80 0.141 0.020 0.125

Table 3: Throughput values

Number of nodes Native AODV AODV under JF Proposed under JF
20 189.2 147.8 173.4
40 221.5 86.35 195.4
60 131.8 42.21 113.1
80 143.2 20.64 133.2

Figure 10: Average delay

4.3 Average Delay

Table 2 shows the Average delay values of native AODV,
AODV under JF, and proposed technique. The delay of
AODV under attack is increasing as the number of nodes
are increasing. Malicious nodes create congestion in the
network. Therefore packets are delayed to reach the des-
tination, which increases the delay. In normal AODV,
there is the lowest delay found because there are no ma-
licious nodes in the network. In the proposed technique,
the delay is lower than ADOV under attack; the reason
is it detects the malicious node and mitigates from the
network. But as compared to the normal ADOV delay of
the proposed technique is slightly high because in normal
AODV it finds the short for communication.

Figure 11: Normalized routing overhead

4.4 Normalized Routing Overhead

Table 2 shows the routing overhead values of native
AODV, AODV under JF, and proposed technique. The
routing overhead of normal AODV under attack increases
as the nodes increases in the network. The reason is ma-
licious nodes send more false replies, which increase the
number of routing packets as the number of nodes in-
creases in the network. The routing overhead of normal
AODV is lowest because there are no malicious nodes.
The routing overhead of the proposed technique is lower
than AODV under attack and slightly higher than normal
AODV.

5 Conclusion

In this paper, we presented a new technique to detect
and combat the jellyfish attack in MANET. In general,
MANETs are facing various attacks; each attack has dis-
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Table 4: Average delay values

Number of nodes Native AODV AODV under JF Proposed under JF
20 0.934 1.339 1.104
40 0.926 1.899 1.024
60 1.149 2.262 1.18
80 1.361 3.272 1.49

Table 5: Average delay values

Number of nodes Native AODV AODV under JF Proposed under JF
20 0.61 9.42 0.88
40 0.92 34.14 1.49
60 3.13 104.2 4.08
80 3.67 281.9 4.61

tinct behaviors and consequences. The jellyfish attack is
considered one of the most dangerous attacks in MANET,
which degrades the efficiency of the network. In our pro-
posed technique, the source node seeks the trust from
neighboring nodes. The trust assessment based on the
node’s intimacy with the corresponding nodes. Two types
of trusts are calculated in the proposed technique of pri-
mary trust and secondary trust. In primary trust, the
source node checks direct trust with the corresponding
node. While in the secondary trust, the source node asks
for recommendations from neighboring nodes for the cor-
responding node. After the calculating of trust, based on
that trust the kNN algorithm identifies the jellyfish at-
tacker node from the behavior of the node calculated in
terms of the trust. The proposed technique was validated
using the NS-2 simulator and compared with other tech-
niques, i.e., native AODV, AODV with jellyfish attack
by different metrics such as throughput, PDR, dropped
packet proportion, and delay. The simulation results
showed that the proposed technique is better than AODV
under jellyfish attack in all metrics throughput, PDR, av-
erage delay, and routing overhead. Whereas in simple
AODV routing protocol, there is no attack, so the perfor-
mance of native AODV better than AODV under attack
and proposed technique.

For upcoming research, this can be enhanced by in-
corporating profound deep learning technology and some
more parameters to the detection of another type of
attacks and improve the efficiency of the network in
MANET.
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Abstract

Many malicious networks use the DNS domain names
to protect their networks. One of the techniques is the
fast-flux, which maps many IP addresses to a domain
name and uses recruited hosts to redirect users’ requests.
Fast-flux is powerful in concealing the malicious networks,
thus it is widely used by attackers. Although diverse ap-
proaches have been proposed to detect the fast-flux do-
main names, they still suffer from limitations like either
having heavy computations or be easy to be noticed by
attackers. According to our research, the IP addresses of
the fast-flux domain name are unstable. In this paper,
we design a metric called domain score to measure the
IP fluctuation. Meanwhile, we consider the feature of the
domain name itself. A system called FluDD is proposed
to detect the fast-flux domain name with DGA (Domain
Generation Algorithm). Experimental results show that
FluDD can achieve good performance and the true posi-
tive rate reaches to 99.6% and the minimal false positive
rate is 0.

Keywords: DGA; DNS; Domain Name; Fast-Flux; IP
Fluctuation

1 Introduction

In the early stage, malicious codes usually contained the
IP addresses of the C&C servers. Once the IP addresses
are detected, the whole malicious network could be shut
down. Nowadays DNS (Domain Name System) plays an
important role in the Internet [14]. Many internet appli-
cations depend on DNS. At the same time, many attacks
leverage DNS to be more resilient [29], such as botnet,
APT (Advanced Persistent Threat), spam, phishing sites
and so on [12,22,28]. Attackers use DNS to obtain the IP
addresses of their servers. In this way, the attackers can
hide their Command and Control (C&C) servers [16].

Recently, many attackers use the so-called fast-flux
technique to protect their networks. The fast-flux tech-
nique maps a set of IP addresses to a domain name.
When a client query a domain name, a set of different
IP addresses will be returned. These IP addresses are
corresponding to host agents, which redirect the client’s
requests to the real C&C servers. Ordinary, the IP set
includes hundreds and thousands of IP addresses, which
can be changed rapidly. Even some of them could be
detected as malicious and blocked, many others can still
provide services. The fast-flux technique makes it hard
to detect the malicious networks. Besides, some attack-
ers use DGA (Domain Generation Algorithm) to generate
domain names. The fast-flux combined with DGA makes
it more difficult to detect the malicious domain names.

Many solutions have been proposed to detect the fast-
flux domain names, but they still face different problems.
Existing approaches can be divided into two categories:
passive and active. For example, the passive DNS traffic
based approaches suffer from heavy computations and pri-
vacy concerns [10]. Some of the active approaches may be
noticed by attackers as they send requests to the servers
regularly. Meanwhile, some approaches would be escaped
by attackers [13].

To detect fast-flux with DGA, in this paper, we propose
a lightweight approach without causing the attacker’s at-
tention. Our paper makes the following contributions.

1) We propose an approach to detect fast-flux with
DGA, called FluDD. The approach not only focuses
on the fast-flux technique but also pays attention to
domain names generated by DGA.

2) We put forward an idea of using IP fluctuation to de-
tect the fast-flux domain names. We propose a metric
called domain score to measure the IP fluctuation.

3) Our approach does not need to analysis a large
amount of DNS traffic data and the cost of compu-
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tation is low. It does not send messages to rival’s
servers, so it’s hard to be found by attackers.

The remainder of this paper is organized as follows.
Section 2 introduces the background. Section 3 gives the
related work. Section 4 describes our approach in de-
tail. Section 5 shows experimental evaluations and re-
sults. Section 6 concludes the paper.

2 Background

2.1 Legitimate Dynamic DNS

Dynamic DNS maps a domain name to a set of IP ad-
dresses. Some applications, such as RRDNS (Round-
Robin DNS) and CDN (Content Delivery Network), uti-
lize dynamic DNS for various purposes.

RRDNS uses dynamic DNS for load balancing, load
distribution and fault tolerance [27]. RRDNS is usually
utilized in large networks where the traffic is hard to be
managed by a single server. DNS servers are used to
distribute traffic to different physical servers. Each time a
DNS request is made, one of the IP addresses is returned
in a Round Robin fashion. In this way, the traffic will
be distributed among the different IP addresses. Round
Robin DNS depends on the TTL (Time to Live) values.
The smaller the TTL is, the faster these IP addresses are
rotated.

CDN utilizes dynamic DNS to serve content to end-
users with high availability and high performance [11].
CDN is a globally distributed network consisting of a
lot of servers. When an end-user requests the content of
CDN, some algorithms are used to choose a server provid-
ing the content with high performance. When optimizing
for performance, the location may be chosen for serving
content. In CDN, small TTL value is required for chang-
ing the IP addresses.

2.2 Fast-Flux Service Network

Attackers use the fast-flux service network to orga-
nize their compromised hosts, improve their networks
availability and hide their service infrastructures. The
schematic diagram of the fast-flux service network is
shown in Figure 1. In the fast-flux service network, hun-
dreds of IP addresses are mapped to a domain name [3].
When the fast-flux domain name is inquired, different IP
addresses are returned, and the IP addresses change fre-
quently. These IP addresses act as agents to redirect the
communication between the infected hosts and the C&C
servers [19]. If one of the IP addresses is blacklisted, the
C&C server can continue to serve through other IP ad-
dresses. It’s easy to add new C&C servers by adding
new IP addresses to the set of IP addresses. This dy-
namic DNS technique makes it difficult for intrusion de-
tection systems to find the C&C servers hiding behind
proxy hosts. To change the IP addresses for a certain

Figure 1: The fast-flux service network

fast-flux domain name, the TTL (Time To Live) in the
DNS response record is usually small.

2.3 DGA (Domain Generation Algo-
rithm)

Domain Generation Algorithm (DGA) is based on seeds
to create a pseudo-random string [7]. DGA can gen-
erate a large number of domain names periodically.
These domain names can be used to contact the C&C
servers [8, 26]. Malware can generate thousands of do-
main names and contact a few of them every day, which
makes them difficult to be eliminated. To be more robust,
a malware can use lots of DGAs.

3 Related Work

As many attackers use the fast-flux domain name to pro-
tect their networks, it is important to detect fast-flux do-
main names for preserving network security. Many re-
searchers proposed a lot of fast-flux domain name detec-
tion approaches. These approaches can be divided into
two categories: Passive and active.

The passive approaches firstly collect DNS traffic in-
cluding DNS requests and responses and then analyze
DNS traffic to recognize the behavior features of the fast-
flux domain name.

Ammar [2] presented a fast-flux hunter system to de-
tect the fast-flux service network. The system used an
evolving fuzzy neural network algorithm. It collected
DNS traffic and analyzed features of the fast-flux service
network. The algorithm depends on 14 features, including
the number of DNS queries, average packet size, average
TTL, the number of TLDs, duration, and so on.

Zhou et al. [30] collected DNS traffic of a real campus
network. They used Passive DNS to detect the fast-flux
domain. Passive DNS constructs 18 domain name fea-
tures, which are categorized into diversity, time, growth
and relevance. They trained a random forest to detect
fast-flux domain name.

Leyla et al. [15] designed an EXPOSURE system to de-
tect malicious domain names. They extracted 15 features
grouped into 4 categories. The feature set includes time-
based features, DNS answer based features, TTL based
features, and domain name based features. They trained
the J48 decision tree algorithm using different combina-
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tions of feature sets. The trained classifier is used to de-
tect malicious domain names.

The active approaches query the domain names for
their IP addresses. Domain names are obtained from var-
ious sources, such as spam, social networks. For each
domain name, the detection system queries DNS to get
the records of the domain name information. By analyz-
ing the answers, the detection system will judge whether
a domain name is benign or malicious.

Hsu et al. [10] proposed a fast-flux domain detector
(FFDD), which depends on the response time differences.
It is based on the observation that the response time of
subsequent requests to the same flux bot should be more
fluctuating. The FFDD firstly obtains the IP addresses
of a domain name, then sends requests to the same client
host and measures their response time. The domain name
with more fluctuating response time will be judged as the
fast-flux domain name.

Davor et al. [5] presented a method which measures
the network delay, document fetch delay and processing
delay of the hosts related to a domain name. The method
is based on the observation that the compromised network
could have a larger delay than normal one.

Zang et al. [27] proposed a fast-flux service network de-
tection scheme which identifies fast-flux botnet with DGA
domain names. To detect fast-flux botnet, they measured
the features of domain names, such as entropy of location,
attribution of the resolved IP, the spatial service relation-
ship. Meanwhile using a machine learning algorithm, the
scheme could detect fast-flux service with DGA domain
names.

Shi et al. [25] proposed a malicious domain name detec-
tion approach based on extreme learning machine (ELM).
They apply ELM to classify domain names based on mul-
tiple features. These features can be divided to four
categories, including construction-based, IP-based, TTL-
based, and WHOIS-based.

4 Principle and Architecture of
FluDD

This section introduces the differences between malicious
and benign domain names, and then presents the IP fluc-
tuation of the fast-flux domain name. A new metric called
domain score is designed. Besides, this section describes
the architecture of FluDD.

4.1 Differences Between Malicious and
Benign Domain Names

Attackers use malicious domain names to hide their
C&C servers. Malicious domain names use the fast-flux
technique, meanwhile, the domain names are generated
through DGA. In the fast-flux service network (FFSN), a
domain is mapped to a lot of different IP addresses. Each
IP address corresponds to a distinct bot. The attackers
recruit these bots continually. Each time a client queries

the fast-flux domain name, different IP addresses will be
returned. In this way, the real malicious servers are hard
to be detected.

However, some benign applications also use dynamic
DNS techniques, such as RRDNS and CDN. Both of the
fast-flux service networks and the benign networks use
dynamic DNS, they have similar features, such as small
TTL value. However, the difference between the fast-flux
and the benign domain name is obvious. In the fast-flux
service network, the bots are compromised hosts. The
connections between bots and C&C servers are unreli-
able. To solve this problem, attackers recruit lots of bots
and frequently change the mapping between the fast-flux
domain names and IP addresses [13]. On the other hand,
RRDNS and CDN have their own servers. These servers
are used for load balancing. The IP addresses mapping
to the benign domain name are stable.

To demonstrate the IP fluctuation of benign and
malicious domain names in practice, we select a be-
nign domain name “microsoft.com” and a malicious
domain name “2e22e99ot9oofkkkf.000webhostapp.com”
randomly from our dataset described in Section 5. We
use the “dig” command to obtain the IP addresses from
type “A” response of the domain name. Figure 2 and
Figure 3 are “dig” command results of “microsoft.com”
and “2e22e99ot9oofkkkf.000webhostapp.com”, respec-
tively. For each domain name, “dig” command is
executed twice. The second “dig” command is exe-
cuted after the TTL of the response expires. From
the results, we can see that the IP addresses of
“microsoft.com” are stable, and the IP addresses
of “2e22e99ot9oofkkkf.000webhostapp.com” change after
TTL expires.

Furthermore, some fast-flux domain names also use
DGA to generate domain names. For the fast-flux with
DGA domain names, we focus on the features of the do-
main name itself. Because the domain names are gen-
erated automatically and usually not readable, they are
different from benign ones in many ways. One of the most
obvious features is the length of the domain name. Be-
nign domain names are short to be remembered by users
easily, while DGA domain names are not. So the length of
DGA domain names usually longer than benign ones. To
reduce the computational complexity, we only compute
one feature of the domain name, the length.

4.2 IP Fluctuation and Domain Score

The above analysis shows that the IP fluctuation is the
main distinction between the fast-flux and the benign do-
main names. The IP addresses of fast-flux domain names
are more fluctuating than benign ones.

Figure 4 illustrates the IP fluctuation of benign do-
main and fast-flux domain, respectively. The horizontal
axises represent the time elapses since the domain name
is queried. In the benign network, there are more IP over-
laps in different time windows. On the contrary, in the
fast-flux service network, there is less or even no IP over-
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Figure 2: “dig” command results of “microsoft.com”

Figure 3: “dig” command results of
“2e22e99ot9oofkkkf.000webhostapp.com”

lap in different time windows.

Figure 4: IP fluctuation of benign and fast-flux domain
name

To measure the IP fluctuation, we design a metric,
called domain score. Assume that during the total time
T , a domain name d is queried several times in each time
window. Denote Tw as the size of time window. For a
time window ti, the IP addresses set P d

i is mapped to
domain name d. Assume two adjacent time windows, ti
and tj , the IP addresses sets are P d

i and P d
j . The similar-

ity J(P d
i , P

d
j ) between P d

i and P d
j is calculated using the

Jaccard coefficient [20], shown as Equation (1).

J(P d
i , P

d
j ) =

|P d
i ∩ P d

j |
|P d

i ∪ P d
j |

(1)

The domain score S(d) is the average J(P d
i , P

d
j ) during

T . S(d) is calculated as Equation (2).

S(d) =

∑i=L−1,j=L
i=1,j=i+1 J(P d

i , P
d
j )

L ∗ (L− 1)/2
(2)

Where L is the number of time windows during T . We
use domain score S(d) of a domain name d as a feature
to decide whether the domain name d is a benign domain
name or a fast-flux one. A domain name with a low do-
main score is more likely to be a fast-flux domain name.

Moreover, compared to fast-flux domain names, most
benign domain names are mapped to less distinct IP ad-
dresses during a period of time. Thus, in our system, if a
domain name with distinct IP addresses less than 5, we
judge it as a benign domain name.

We compute the domain score in two steps. Firstly,
we extract the DNS response records periodically. Every
Tp time, each domain name is queried for their response
records(Tp is less than or equal to Tw). The total time
of the DNS querying process is T . In this way, we could
obtain the IP addresses mapped to each domain name in
different times. It is shown in Algorithm 1. Secondly, we
assign a time window ID twID for each record and com-
pute the domain score of each domain name, according to
Equation (2). It is shown in Algorithm 2.
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Algorithm 1 Extracting DNS response records

1: Input:

1) domainList (the list of domain names)

2) T (the total time of the DNS querying process)

3) Tp (the time interval between two consecutive
DNS queries)

2: Output:
responseList (DNS response records)

3: Begin
4: starttime = current time
5: nowtime = current time
6: while nowtime− starttime 6 T do
7: qtime = current time
8: for each d in domainList: do
9: responseList = response records of d

10: for each r in responseList: do
11: store the r(d, IP, TTL, queryT ime, . . . )
12: end for
13: end for
14: nowtime = current time
15: qduration = nowtime− qtime
16: sleep(Tp − qduration)
17: nowtime = current time
18: end while
19: End

Algorithm 2 Computing domain score

1: Input:

1) domainList (the list of domain names)

2) responseList ( d, IP, TTL, queryT ime, . . . )

3) Tw (the size of time window)

2: Output: S(d) of each domain d in domainList
3: Begin
4: for each d in domainList do
5: sort the responseList of d by queryT ime
6: twID = 1
7: t1 = mininum queryT ime of all the records
8: t2 = t1 + Tw

9: for each r in responseList do
10: if queryT ime > t1 and queryT ime < t2 then
11: assign twID to r
12: else
13: update t1 and t2
14: twID = twID + 1
15: end if
16: end for
17: collect all the IP in each time window twID
18: compute J(P d

i , P
d
j ) between two adjacent time win-

dow, ti and tj
19: compute domain score S(d)
20: end for
21: End

Figure 5: Architecture of FluDD

4.3 FluDD Architecture

Figure 5 gives the architecture of FluDD. Firstly, a set
of domain names, which may include malicious and be-
nign domains, are collected. Then, for each domain name,
the domain score and length are computed. In order to
compute the domain score, a DNS querying process is
conducted, as described in Algorithm 1. After that, the
IP fluctuation of each domain name is measured, and the
domain score is computed according to Equation (2), as
described in Algorithm 2. The features of the fast-flux
domain names with DGA are quite different from benign
domain names as the domain names are generated auto-
matically by algorithm and are not readable. To reduce
the cost of calculation, we only extract the length of do-
main names as a feature. Finally, the SVM (Support Vec-
tor Machine) classifier is trained. In the detection phase,
we use the trained SVM classifier to detect malicious do-
main names.

5 Experimental Design and Re-
sults

5.1 Datasets

We use two datasets. One is the benign domain names
according to Alexa top 500 sites on the web [1]. The
other is the malicious domain names collected from
sources [9, 17, 23]. After obtaining the malicious domain
name datasets, for each domain name, we compute its
number of distinct IP addresses. The first 500 malicious
domain names with the largest number of different IP ad-
dresses are selected.

5.2 Experimental Environment

The proposed approach was implemented in Python3.5.2.
The experiments were performed on a server with 4 cores
Intel (R) Xeon (R) CPU @ 2.60 GHz. The operating
system is 64 bit Ubuntu16.04. The database used is
MySQL5.5.55.

5.3 Experimental Settings

1) The parameters for extracting DNS response records.



International Journal of Network Security, Vol.23, No.1, PP.88-96, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).11) 93

The total time of the DNS querying process, T in
Algorithm 1, is 10 days. The time interval between
two DNS queries, Tp in Algorithm 1, is 1 hour.

2) The parameters for computing domain score.

Because the number of distinct IP addresses of the
benign domain name is usually small, in our exper-
iments, we filter the domain name with distinct IP
addresses less than 5. Thus lots of benign domain
names will not be analyzed and the computation is
reduced. The size of time window, Tw in Algorithm 2,
is a variable parameter. In the following experiments,
we first set Tw to 24 hours to see the distribution of
features. Then, Tw is set to 1, 6, 12, 18 and 24 hours
respectively to evaluate the performance of FluDD.

5.4 Performance Measurement

The performance of FluDD is evaluated using the fol-
lowing metric: True Positive Rate (TPR), False Positive
Rate (FPR), Precision (Pr), F-Measure (Fm) [4,18,21].
TPR, FPR, Pr, and Fm are calculated as shown in
Equations (3), (4), (5), and (6) respectively.

TPR =
TP

TP + FN
(3)

FPR =
FP

FP + TN
(4)

Pr =
TP

TP + FP
(5)

Fm =
2 ∗ Pr ∗ TPR

Pr + TPR
(6)

Where TP (True Positives) is the number of malicious do-
main names recognized as malicious ones correctly, TN
(True Negatives) is the number of benign domain names
recognized as benign ones correctly, FP (False Positives)
is the number of benign domain names recognized as ma-
licious ones incorrectly and FN (False Negatives) is the
number of malicious domain names recognized as benign
ones incorrectly.

Fm is the weighted average of TPR and Pr. The
higher the values of TPR, Pr, and Fm are, the lower the
value of FPR is, the better the performance of FluDD is.

5.5 Performance Evaluation

5.5.1 Distributions of Features

In this experiment, we analyzed the distributions of
features of domain names, including domain score and
length. The size of time window Tw is configured as 24
hours in this experiment.

There are two approaches to obtain the distribution of
samples. One is the parametric approach and the other
is non-parametric approach [6]. Parametric approaches,
such as GMM (Gaussian Mixture Model), LE(Likelihood
Estimate), need the pre-defined model and parameter es-
timation [24], so we use a non-parametric approach in

our experiments. The representative method of the non-
parametric approach is the Kernel Density Estimation
(KDE). KDE use all the sample information to approxi-
mate the target probability distribution, shown as Equa-
tion (7):

f(x) =
1

nh

n∑
i=1

K(
x− xi

h
). (7)

Where n is the number of samples. h is the smoothing pa-
rameter that controls the size of the neighborhood around
x. The larger the value of h, the smoother the probabil-
ity density function curve, and vice versa [6]. K is the
kernel controlling the weight given to the observations
xi at each point x based on their proximity. The kernel
function f(x) can make the probability density function
by summing all these kernel functions and dividing them
by n [24].

Firstly, we analysis the Kernel Density Estimation
(KDE) distribution of the single-dimensional feature, do-
main score and length, respectively. In our experiments,
K is a Gaussian kernel function. To gain the probabil-
ity density curves with different smoothness, we set h to
0.02, 0.08, 0.1 and 0.2 respectively. The KDE distribu-
tions of domain score are shown in Figure 6. The x-axises
are the domain score, and the y-axises are the density of
KDE. The malicious domain scores are much smaller than
the benign ones, and the peak domain score is about 0.3.
The domains scores of benign domain names are larger,
and most of them are more than 0.4. The peak domain
score of benign ones is about 0.7. As indicated in previ-
ous, the large domain scores mean small IP fluctuation.
Compared to malicious domain names, the IP addresses
of benign domain names are more stable.

Figure 6: KDE distribution of domain score

The KDE distribution of length is given in Figure 7.
The x-axises are the length, and the y-axises are the den-
sity of KDE. From Figure 7, we can see that the lengths of
benign domain names are less than 20, and most of them
are less than 10. However, the lengths of most malicious
domain names are much larger than benign ones.
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Figure 7: KDE distribution of length

Secondly, we analyze the distribution of both the two
features in two-dimensional, as shown in Figure 8. As it
can be seen, most of the benign and malicious domain
names can be separated by the SVM classifier.

Figure 8: The distribution of two-dimensional features

5.5.2 Performance of FluDD

To achieve the best performance, we try different values of
Tw. N-fold cross-validation is used to estimate the perfor-
mance of the SVM classifier. In N-fold cross-validation,
the dataset is partitioned randomly into N samples. The
evaluations are run by N times. In each time, N −1 sam-
ples are selected for training and the remaining samples
are used to evaluate the accuracy of the classifier. Finally,
the mean value of all the results is calculated. In this ex-
periment, N is 10 and Tw is set to 1, 6, 12, 18 and 24
hours respectively.

We analysis the Pr, Fm, and TPR in different time
windows size Tw. As shown in Figure 9, all the Pr and
Fm are more than 98%. When the time window size Tw

is 6 and 12 hours, the Pr, Fm, and TPR achieve the
maximum value, in which Pr is 100%, Fm is 99.8% and
TPR is 99.6%.

Figure 9: Pr, Fm, and TPR in different time windows
sizes

FPR in different time windows size Tw are also ana-
lyzed. As shown in Figure 10, when the time window size
Tw is 6 or 12 hours, the FPR is zero. From Figure 9 and
Figure 10, we can see that when the time window size Tw

is 6 and 12 hours, FluDD achieves the best performance.

Figure 10: FPR in different time windows size

5.5.3 Discussion and Comparison

Passive fast-flux domain detection approaches need to
parse and process the DNS traffic, and this brings heavy
computations. While some active approaches send mes-
sages or requests to malicious servers and will attract the
attention of attackers. Instead, we concern about the sta-
bility of IP addresses mapping to a domain name. IP
addresses of fast-flux domain names are unstable than
benign ones. Our approach utilized this phenomenon.

It is difficult for attackers to bypass the detection of
FluDD. A way for attackers to escape the detection of
FluDD is to make the domain score large. To do so, a
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Table 1: Comparisons of different fast-flux domain detection approaches

Targets Hsu et al. [10] Zeng et al. [27] Shi et al. [30] FluDD
No message sending to malicious servers No Yes Yes Yes
Can detect domain name generated by DGA No Yes Yes Yes
No need of domain names generated by the
same DGA

Yes No Yes Yes

Fewer features to analysis Yes No No Yes

lot of stable hosts, which are Internet-connected, without
anti-virus software installed and always powered on, are
required. Furthermore, attackers could not recruit new
hosts to scale up the fast-flux service network during the
running time of the detection system. However, all the
hosts used in the fast-flux service networks are controlled
by dedicated persons, not attackers. It’s hard for attack-
ers to ensure most of the hosts are available. To make
the fast-flux service network robust, attackers must con-
stantly recruit new hosts to join the network. Thus, it is
difficult for the attackers to make the domain score large
on purpose.

Three typical related approaches for detecting fast-
flux domain names are chosen to make comparisons with
FluDD. As shown in Table 1, our approach is different
from others and has some excellent features.

6 Conclusion

In this paper, FluDD, a system for detecting the fast-
flux domain name with DGA, is proposed. We utilize
the phenomenon that the IP addresses mapping to the
fast-flux domain name are unstable. A new metric called
domain score is designed to measure the IP fluctuation.
Meanwhile, to counter the DGA domain name, the length
of the domain name is considered. It is convinced that
FluDD can be used to detect the fast-flux domain name
with DGA. Experiments show that the true positive rate,
F-measure and precision of our approach are high, and the
false positive rate is low. Our approach is lightweight and
requires fewer computations. Furthermore, since no infor-
mation is sent to the malicious servers, it is impossible for
the attacker to notice the detection. Finally, we analyze
the advantages of FluDD, the possible evasion methods
of attackers and make comparisons of different detection
approaches. In the future, we continue to discover the fea-
tures of the fast-flux domain name and combat attackers’
evasion strategies.
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Abstract

The security of electronic voting systems is an essential
factor restricting its development. This paper proposes an
electronic voting scheme based on LUC secret system and
secret sharing. This scheme uses LUC to verify and iden-
tify voters’ identities. Furthermore, it adopts Shamir’s se-
cret sharing to divide votes into multiple secret sharings,
which are shared with all vote counters. The vote coun-
ters use the homomorphism of secret sharing to perform
additional operations on the secret sharings received and
then recover the final result of the voting. The proposed
scheme meets the security requirements of anonymity, no
receipt, verifiability and fairness, and so on. At the same
time, it can obtain the final result without restoring the
vote of each voter and there is an optimum number of
vote counters, which guarantees the efficiency of the vot-
ing process. At last, it performs the voting process hier-
archically. These advantages make our method suitable
for electronic voting of different scales.

Keywords:Electronic voting; LUC; Secret share; Homo-
morphism; Vote counters

1 Introduction

With the development of information technology, voting
has been changed from paper voting to electronic voting.
The security of electronic voting has always been the bot-
tleneck restricting its development. The privacy protec-
tion in electronic voting systems has attracted more and
more attention from scholars and engineers. The most
important feature of electronic voting based on cryptog-
raphy is to provide end-to-end verifiability. All submitted
votes are published in the ciphertext. Trusted third par-
ties can verify the results of the voting, and different vot-

ers can also verify and supervise the whole voting process.
These advantages are not available to non-cryptographic
electronic voting.

After Chaum [1] presented the first electronic voting
scheme based on an anonymous letter channel in 1981, a
large number of electronic voting schemes based on cryp-
tography have been proposed, which can be divided into
the following four categories.

The first kind of electronic voting scheme is based on
a hybrid network. Encrypted votes are confused through
the hybrid network, which can shield the correlation be-
tween output and input, thus achieving the purpose of
protecting the vote information. Chaum’s scheme [1] uses
an anonymous channel to transmit votes, which is a typi-
cal voting scheme based on the hybrid network. Sako and
Killian [2] proposed an obfuscation scheme based on re-
encryption and random permutation for voting. Neff [3]
proposed a mathematical structure to shuffle the votes,
which is only suitable for ElGamal encryption. Groth [4]
gived a scheme to extend Neff’s scheme to general ho-
momorphic encryption in public key cryptosystem. Elec-
tronic voting scheme based on the hybrid network usually
requires multiple confusion calculations, encryption and
decryption operations and zero-knowledge proof. There-
fore, the implementation efficiency is generally low, and
it is difficult to be applied to large-scale voting activities.

The second kind of electronic voting scheme is based
on homomorphic encryption. Cohen [5] in 1985 proposed
the first electronic voting scheme based on homomorphic
encryption, which requires all voters to vote at the same
time. Cramer et al. [6] proposed a 1-out-of-many elec-
tronic voting scheme based on ELGamal encryption and
zero-knowledge proof. This method needs an exhaustive
search when decrypting, and it leads to a high computa-
tional cost. Damgard et al. [7] proposed a many-out-of-
many electronic voting scheme based on Pailier encryp-
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tion [8]. When the set of possible votes contains a large
number of elements, the efficiency of this scheme is re-
duced sharply. Damgard, Groth and Solomonsen [9] de-
signed a scheme to code votes by using homomorphic com-
mitment and homomorphic encryption, which is more effi-
cient. Chen et al. [10] proposed a receipt-free homomor-
phic encrypted electronic voting scheme based on semi-
trust model. This scheme achieves the result of confiden-
tiality, generalized verifiability and fairness. However, it
has high requirements for the voters which is difficult to
be used in practice.

The third kind of electronic voting scheme is based on
the blind signature. In 1992, Fujiaka et al. [11] proposed
the famous electronic voting scheme based on the blind
signature (FOO scheme). This scheme achieves the secu-
rity goal in large-scale electronic voting activities. How-
ever, it still exists some problems, such as the voters can-
not abstain and the votes collision. The proposed scheme
makes electronic voting enter a practical stage. Some elec-
tronic voting systems developed later are basically based
on FOO scheme, e.g., the Sensus system of the University
of Washington [12]. Shilbayeh et al. [13,14] proposed EV-
APS scheme based on the blind signature and improved
the scheme, both of which are based on REVS[15] and
Evox-MA [16]. Fenfen Luo et al. [17] proposed a receipt-
free electronic voting scheme based on FOO, which theo-
retically solved the problems of ballot collision and non-
abstention, but still failed to achieve overall verifiability.

Shamir [18] proposed the first secret sharing scheme in
1979. This scheme is based on Lagrange difference poly-
nomial, which is easy to implement and has high security.
Many improved versions, such as the multi-stage secret
sharing scheme (MSS) [19-20], have emerged to realize
multiple secret sharing. The secret sharing scheme [21-
22], introducing the one-way function, solves the problem
of secret share reuse and improves the practicability. Be-
naloh et al. [23-24] began to use secret sharing in elec-
tronic voting. There are two main types of electronic
voting schemes based on secret sharing: one is based on
the difference method in Shamir’s (t, n) threshold [25-27],
the other is based on the Chinese Remainder Theorem
[28-29].

This paper applies the LUC secret system to authenti-
cate voters and Shamir’s (t, n) secret sharing technology
to realize the voting process. Finally, based on the ho-
momorphism of Shamir secret sharing, the final results of
voting are counted, and the feasibility and the security
of our scheme are compared with other methods through
security analysis.

The organizational structure of this paper is as follows.
The second part introduces the information of the LUC
secret system, secret share, and homomorphism of secret
sharing.The third part introduces the security require-
ments, the composition and the form of the electronic
voting system. The fourth part presents our proposed
scheme. The fifth part carries on the security analysis to
the proposed scheme. The last part concludes this paper.

2 Preliminaries

This part mainly introduces the knowledge needed in
this paper, including: the Shamir’s (t, n) secret sharing,
the LUC cryptosystem, and the homomorphism of secret
sharing.

2.1 Shamir’s (t, n) Secret Sharing

Shamir’s (t, n) secret sharing is based on Lagrange inter-
polation polynomials, which consists of three phases [18].
Initialization Phase
Secret Distributor (SD) randomly selects n different non-
zero elements x1, x2, . . . , xn, Identifies each participant
Pr ∈ {P1, P2, . . . , Pn}(r = 1, 2, . . . , n), orders P = {P1,
P2, . . . , Pn}, SD and assigns xr to the corresponding Pr(r
= 1, 2, . . . , n), where the value of xr is public.
Secret Distribution Phase
If SD intends to have a participant Pr ∈ P(r = 1, 2, . . . ,
n) sharing secret s ∈ Zm(m is a large prime), SD ran-
domly chooses t-1 elements a1, a1, . . . , an in GF(q) and
constructs t-1 polynomial, by the formula as follows:

f(x) = (s+

t−1∑
i=1

aix
i) mod q (1)

where q > s and s = f(0). Then SD generates secret
shares for all participants:

sr = f(xr) = (s+

t−1∑
i=1

aix
i
r) mod q (2)

SD sends sr to the corresponding participant Pr

through the secure channel.
Secret Recovery Phase
Any t participants in the n participants may be set as
P1, P2, . . . , Pt, showing their secret shares, which can
reconstruct polynomial f(x).

f(x) = (

t∑
i=1

f(xi)

t∏
j=1,j 6=i

x− xj
xi − xj

) mod q (3)

By Ordering x = 0, the following formulas is obtained.

s = (

t∑
i=1

f(xi)

t∏
j=1,j 6=i

−xj
xi − xj

) mod q (4)

In Shamir’(t, n) secret sharing scheme, any secret
shares of not less than t can recover secret s, and no in-
formation of s can be obtained if less than t secret shares.
This secret share scheme is a one-time scheme and can
only be used once in the process of secret share, because
after t participants give secret shares, the secret share can
be disclosed at the same time. The polynomial f(x) con-
structed by D is also made public. This feature just meets
the characteristics of electronic voting. The electronic
voting scheme should be a one-time scheme; otherwise,
the scheme itself will be questioned.
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2.2 LUC

LUC is a double cryptosystem proposed by P.Smith [30-
32]. This method uses Lucas sequence to realize encryp-
tion and decryption.
Lucas Sequence
Definition: choosing two non-negative integers P and Q,
Constructing quadratic equation x2 − Px + Q = 0, the
two roots of the equation are:

x1, x2 =
P ±

√
P 2 − 4Q

2
(5)

If P 2 − 4Q 6= 0, then the Lucas sequence can be defined
as:

Un(P,Q) =
xn1 − xn2
x1 − x2

, n > 0 (6)

Vn(P,Q) = xn1 + xn2 , n > 0 (7)

LUC cryptosystem is only interested in Vn(P,Q) se-
quences, Lucas sequence has the following properties:

• Let a and b be arbitrary positive integers, Vab(P, 1) =
Va(Vb(P, 1), 1); The proof is available in reference
[30].

• Let a and b be arbitrary positive integers,
Vb(Va(P, 1), 1) = Va(Vb(P, 1), 1).

Proof: Vb(Va(P, 1), 1) = Vba(P, 1) = Vab(P, 1) =
Va(Vb(P, 1), 1).

LUC Cryptosystem
LetN = pq, for the product of two odd prime numbers, we
choose an integer e and let(e, φ(N)) = 1, then (e, φ(N)) =
1 is an Euler function, which determines another integer
d by ed ≡ 1 mod φ(N). The construction method is as
follows:

• Public key: N, e;

• Private key: d;

• Plaintext: P is an integer less than N ;

• Ciphertext: C = Ve(P, 1) mod N ;

• Decrypt: P = Vd(P, 1) mod N .

This paper implements voter authentication through the
LUC cryptosystem.

2.3 Homomorphism of Secret Sharing

The concept of homomorphism of secret sharing is given
in [33]. S is the main secret space and T is the secret
sharing space corresponding to the main secret. The
function FI : T → S is the induced function of (t, n)
secret sharing. This function defines the secret s based
on any subset of {s1, s2, ..., st} containing t secret shares
as s = FI(s1, s2, ..., st), where {I = s1, s2, ..., st}. Defi-
nition: suppose ⊕ and ⊗ are two functions on set S and
T elements, respectively. For any subset I, if there ex-
ists s = FI(s1, s2, ..., st), s

′ = FI(s′1, s
′
2, ..., s

′
t) satisfies

s ⊕ s′ = FI(s1 ⊗ s′1, s2 ⊗ s′2, ..., st ⊗ s′t), then it is con-
sidered that a (t, n) secret sharing scheme has (⊕, ⊗)
homomorphism.

According to the above definition, Shamir’s (t, n) is
(+, +) homomorphic.

The proof is as follows: suppose two participants A
and B share the secret sA and sB with Shamir’s (t,
n), For A, the secret sA can be decomposed into mul-
tiple secret shares by the following polynomial sA =
FI(a1, a2, ..., at); for B, the secret sB can be decomposed
into multiple secret shares by the following polynomial
sB = FI(b1, b2, ..., bt). The following formulas can be ob-
tained through mathematical variations:

sA + sB = FI(a1 + b1, a2 + b2, ..., at + bt) (8)

This indicates that Shamir’s (t, n) share sharing is (+,
+) homomorphic.

3 Electronic Voting System

This part includes the security requirements of electronic
voting, the form of electronic voting and the composition
of electronic voting.

3.1 Security Requirements for Electronic
Voting

Fujioka et al.[11] defined seven security requirements of
electronic voting, which are considered as the basic secu-
rity requirements of electronic voting schemes.

1) Completeness: All legitimate and valid votes should
be counted correctly.

2) Soundness: Illegal or malicious voters cannot affect
or disrupt the voting process.

3) Privacy: The identity and voting information of all
voters must be kept confidential.

4) Unreusability: All voters can vote only once, not
many times.

5) Eligibility: All voters need to be authenticated be-
fore voting. If the authentication fails, they are not
allowed to vote.

6) Fairness: Voting is fair to all, and nothing can affect
the fairness of voting.

7) Verifiability: The voting results are verifiable, and no
one can change the voting results.

With the emergence of new network technologies and at-
tack methods, electronic voting needs to meet higher se-
curity requirements besides the above seven basic security
requirements [34-36]:

8) Receipt-Freeness: Voters cannot prove what they
voted for during the voting process.
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9) Universal Verifiability: Not only can voters verify
that their votes have been counted correctly, but any
third parties can also verify that the results are cor-
rect

10) Coercion-Resistance: Voters cannot coerce others to
prove their voting information during the voting pro-
cess.

3.2 Electronic voting form

There are usually three forms of electronic voting [37]
:(1)voters choose yes or no, which is only suitable for the
case of 2 choosing 1; (2)voters choose one candidate from
multiple candidates, and the number of candidates should
be greater than 2; (3)voters choose multiple candidates
from multiple candidates.

3.3 Composition of Electronic Voting

A complete electronic voting system consists of four parts
[10,11,35,37-39] : voters, registration agencies, vote issu-
ing agencies and vote counting agencies.

• Voters: Actual Participants in Voting Activities

• Registration agency: To verify the identity of voters,
only when the conditions for verification specified by
the Registrar are met, can the voter be eligible for
voting.

• Ballot issuing agency: issuing blank votes to legiti-
mate voters.

• Vote counting institution: statistics of the total num-
ber of votes and verification of the legitimacy of
votes.

In the actual electronic voting activities, registration
agency, vote issuing agency and vote count agency can
merge, but also can be decomposed into multiple institu-
tions.

Generally, a complete voting process is as follows: Vot-
ers apply to the registration agency for authentication.
After the registration agency receives the application, it
examines the voting qualifications of the voter. If satis-
fied, it will be validated successfully and become a valid
voter. Otherwise, the application is rejected. Then the
vote issuing agency will send the blank vote to the voter
who is a valid voter. The voter fills in the blank vote
after received, and then send the filled vote to the vote-
counting institution, which counts the vote and publishes
the final results.

4 Electronic Voting Scheme Based
on LUC Secret System and Se-
cret Sharing

The scheme consists of five agencies: voters V1, V2, ..., Vm,
regulatory agency abbreviated as RA, secret distribution

agency abbreviated as DA, vote counting agency abbre-
viated as CA, including n vote counters C1, C2, ..., Cn,
verification agency recorded as PA, all of the above agen-
cies and entities are credible, p,q are two large enough
prime numbers, let N = pq, the LUC public key and pri-
vate key of voter Vi(i = 1, 2, ...m) are {N, ei} and di (i
= 1, 2,...,m), the LUC public key and private key of RA
are {N, dRA} and eRA, Q is a randomly selected prime
greater than N, ID number is the random identifier of Vi.

4.1 Initial Phase

At this phase, voter identification is verified and voters
get blank votes.

Step1: If voter Pi (i=1,2,...,m) authentication is re-
quired. Pi firstly forms his or her own private key ei and
public key {N, di}, where ei is also Pi’s identity informa-
tion and meets the voting requirements. Then, it sends
the authentication request Request to RA through anony-
mous channel.

Step2: After receiving Pi’s Request, RA randomly se-
lects an integer g from (

√
N,N − 1) and sends g to Pi via

anonymous channel.
Step3: After receiving g, Pi uses his or her own private

key ei to sign g, which is calculated by LUC encryption
method, and sends the result of signature to RA through
the anonymous channel.

Step4: After receiving Pi’s signature, RA uses {N, di}
to verify the validity of Vdi

(g, 1) mod N , that is, is g =
Vdi

(Vei(g, 1), 1) mod N valid. If it is valid, it randomly
selects a unique ID from (

√
N,N − 1). Then it sends the

ID number to Pi through anonymous channel, and at the
same time, it sends the ID number to each vote counter
C1, C2, ..., Cn, and RA encrypts the blank vote s’ with its
own private key using the LUC encryption method, as
VdRA

(s′, 1) mod N and sends the encrypted blank vote
to Pi through anonymous channel. If not, RA sends a
Rejection message to Pi, Pi can re-sign and verify, If Pi

authentication fails more than three times, RA refuses to
accept Pi’s authentication.

4.2 Secret Sharing Phase

This phase includes participants vote and send votes to
secret distribution agency (DA), which uses Shamir’s (t,
n) to decompose votes into multiple secret sharings, and
then sends them to n vote counters.

Step1: After receiving the ID number and the en-
crypted blank vote, the voter Pi decrypts blank vote as
VeRA

(VdRA
(s′, 1), 1) mod N , The voter Pi fills in the blank

vote s′ and gets the vote si. After encrypting the si and
ID number ID with Pi’s LUC private key, Pi sends them
to the secret distribution agency (DA) through the anony-
mous channel.

Step2: After DA receives Pi’s vote, it decrypts
the vote si and the corresponding ID with Pi’s pub-
lic key. DA randomly selects n different non-zero ele-
ments x1, x2, ..., xn from GF (q) (q is a large prime and
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q > n), DA exposes xi(i = 1, 2, ..., n) and assigns to
Cj(j = 1, 2, ..., n).

Step3: DA randomly chooses t − 1 elements
ai1, ai2, ..., ain from GF (q). The t− 1 polynomial is con-
structed as follows:

f(Pi)(x) = si + ai1x+ ai2x
2 + ...+ ai(t−1)x

t−1 (9)

DA calculates yj = f(Pi)(xj), 1 ≤ j ≤ n, 1 ≤ i ≤ m.
Step4: DA encrypts yj and ID number of Pi and PI by
LUC and sends them to the corresponding vote counter
Cj(j = 1, 2, ..., n).

4.3 Counting Phase

After each vote counter receives the secret sharing and ID
number, it decrypts by LUC. Then, it checks whether it
has received the secret sharing of the same ID number,
discards it if it has received it, and saves it if it has not
received it. Because the Shamir’s (t, n) method is (+, +)
homomorphic, the addition operation is performed after
all secret sharings received by each vote counter. The final
voting result can be restored directly, which is proved as
follows.

Let

F (Cj) =

m∑
i=1

f(Pi)(xj) (10)

It can be written as:

F (Cj) =

m∑
i=1

f(Pi)(xj) = (s1 + s2 + ...+ sm) + (a11 + a21

+ ...+ am1)xj + (a12 + a22 + ...+ am2)x2j + ......+

(a1(t−1) + a2(t−1) + ...+ am(t−1))x
t−1
j (j = 1, 2, ..., n)

(11)

According to the following formula, the final re-
sult of voting can be obtained:

s1 + s2 + ...+ sm =
t∑

j=1

F (Cj)

t∏
i=1,j 6=i

xi
xi − xj

(12)

4.4 Verification Phase

After obtaining the final result of the voting activity di-
rectly through the homomorphic nature of secret sharing,
if there are voters who doubt whether their voting infor-
mation is accurately recorded, they can submit their ID
number to CA for application verification, and CA can
recover the votes through the t in n vote counters accord-
ing to the ID number by the following formula, where
r = 1, 2, ...,m.

sr =

t∑
i=1

f(Pr)(xi)

t∏
j=1,j 6=i

xj
xj − xi

(13)

If existing voters or any third party organizations question
the overall results of the voting, CA can recover all the

information of the votes through t in n vote counters, and
then calculate the final results by the following formula.

s1 + s2 + ...+ sm =

t∑
i=1

f(P1)(xi)

t∏
j=1,j 6=i

xj
xj − xi

+

t∑
i=1

f(P2)(xi)

t∏
j=1,j 6=i

xj
xj − xi

+ ......+

t∑
i=1

f(Pm)(xi)

t∏
j=1,j 6=i

xj
xj − xi

(14)

5 Security Analysis

We provide a security analysis of the proposed scheme
from the following ten aspects.

• Completeness: In the verification phase, whether the
number of ID numbers of the vote counter is equal
to the number of successful voters can ensure that all
legitimate and valid votes are counted correctly. At
the same time, the number of ID numbers received
by DA can also ensure the consistency of the number
of votes, thus ensuring the integrity of the number of
votes in the whole voting process.

• Soundness: This scheme is based on LUC cryptosys-
tem. It combines the introduction of ID number and
the use of Shamir’(t, n) secret sharing to ensure the
security of voting activities, and to ensure that ille-
gal or malicious voters can not affect and destroy the
voting process.

• Privacy: In this scheme, the identity information of
voters is used and verified as the LUC private key.
Malicious voters and third parties can not obtain the
identity information of legitimate voters through il-
legal channels. Also, the unique ID number gener-
ated by RA for voters randomly is also sent to vot-
ers through LUC encryption, which ensures that ID
number is not leaked, that is, the ID number is not
disclosed. Even if the ID number is leaked, it can not
bind the ID number to the voter’s identity informa-
tion. At the same time, it can not obtain the correct
blank votes, which ensures the privacy of the voter’s
identity. The voting process uses the LUC encryption
and decryption. Although the secret sharing process
does not encrypt the secret sharings, the leakage of
a certain number of secret sharings will not cause
leakage of the vote.

• Unreusability: Voters need to send their ID number
when voting. When voting is restored and counted, if
the counters receive the secret sharings of the same
ID number, they will be discarded and can not be
counted normally, which ensures that voters can only
vote once legally and effectively.

• Eligibility: In this scheme, voters need to authenti-
cate to RA for obtaining blank votes and their unique
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ID number before voting, and don’t allow voters who
have not been authenticated to vote.

• Fairness: In this scheme, RA, DA, CA, PA and n
counters are credible, which can guarantee the ob-
jectivity and fairness of the whole voting process. As
long as the successful voters are verified by RA, they
will get the only ID number and blank votes which
can ensure that voters’ votes do not tamper.

• Verifiability: If there are voters who doubt whether
their voting information is accurately recorded, they
can submit their ID number to CA for application
verification, and CA can recover the votes through
the t in n vote counters according to the ID number
by the formula 13.

• Receipt-Freeness: In the process of identification,
voting and counting, voters can not prove their votes.
Even if there are Bribery electors at all phases, vot-
ers can not prove their votes to bribery electors. In
the later phase of voting verification, voters can only
check whether their votes are counted, but can not
show their contents of votes to CA.

• Universal Verifiability: If existing voters or any third
party organizations question the overall results of the
voting, CA can recover all the information of the
votes through t in n vote counters, and then calculate
the final results by the formula 14.

• Coercion-Resistance: If voters are coerced to disclose
their voting content after voting, because the scheme
has receipt-freeness, voters can not prove that their
open voting content is the real content of the origi-
nal voting, and the content obtained by the coerced
person may not have any relevance to the actual sit-
uation of voting.

The security of electronic voting of our method is com-
pared with the methods in [11] [14] [17] [29]. As shown in
Table 1.

Our scheme meets ten security requirements of elec-
tronic voting. Scheme [11] does not satisfy receipt-
freeness and universal verifiability; scheme [14] does not
satisfy Privacy, Receipt-Freeness, universal verifiability
and Coercion-Resistance; scheme [17] does not satisfy Pri-
vacy, Verifiability, Receipt-Freeness, and Universal Veri-
fiability; scheme [29] does not satisfy Privacy, Receipt-
Freeness and Universal Verifiability. Based on the com-
parison, we can see that our proposed scheme is better
than its peer methods.

6 Conclusions

The first part of this paper introduces the current research
situation of electronic voting. The second part introduces
Shamir’s (t, n) secret sharing, the LUC cryptosystem and

the homomorphism of secret sharing. The third part il-
lustrates the security requirements and the form and com-
position of the electronic voting system. The fourth part
presents our proposed electronic voting scheme in this pa-
per. The fifth part analyses the security of our scheme and
compares it with other similar ones.

This scheme uses the LUC cryptosystem to verify vot-
ers’ identities. With the voter’s identity information as
the private key, RA cannot obtain the identity informa-
tion, and the ID number generated cannot bind to the
voter’s identity. It achieves the privacy of voter’s iden-
tity and guarantees the receipt-free voting process. After
voter votes, SD uses Shamir’s (t, n) secret sharing method
to divide vote into several secret shares and send them
to n vote counters. Each vote counter adds the secret
shares received homomorphically. The vote counter does
not need to restore each vote to obtain the final result of
the voting. In the verification phase, if someone doubts
the voting process or results, the voters’votes need to be
restored for verification. This process reachs the security
requirements of electronic voting and has high efficiency.
Since the number of voters can find the best value accord-
ing to the scale of voting activities, the scheme in this pa-
per is suitable for electronic voting activities of different
scales.

Our scheme does not encrypt the secret sharings, be-
cause considering that if an attacker can not get the vote
information if he or she obtains a single secret sharing, but
if the scale of the voting and the number of vote counters
are small, it will inevitably affect the security of voting
process, but at the same time it will affect the efficiency
of the vote decomposition and counting process, which
need to be considered in future research activities. Be-
sides, the scheme can achieve overall verifiability, but all
votes must be restored. For large-scale voting activities,
the efficiency is low. Whether there are better methods
is worthy of attention in future research.
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“REVS – a roubst electronic voting system”, IADIS
International Journal on WWW/Internet, vol. 1, no.
2, pp. 47-63, 2004.

[16] B. W. DuRette, “Multiple Administrators for Elec-
tronic Voting,” Bachelor’s Thesis Mit, 1999.

[17] Fenfen Luo, ChangLu Lin, Shengyuan Zhang, Yining
Liu, “Receipt-freeness electronic voting scheme based
on voting protocol” Computer Science(in Chinese),
vol. 42, no. 8, pp. 180–184, 2015.

[18] A. Shamir, “How to share a secret,” Commmunica-
tions of the ACM, vol. 22, no. 11, pp. 612–613, 1979.

[19] J. He, E. Dawson, “Multistage secret sharing based
on one-way functions,” Electronics Letters, vol. 30, no.
19, pp. 1591–1592, 1995.

[20] H. X. Li, C. T. Cheng, L. J. Pang, “An Improved
Multi-stage(t, n) threshold Secret Sharing Scheme,”
inWAIM 2005: Advances in Web-Age Information



International Journal of Network Security, Vol.23, No.1, PP.97-105, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).12) 104

Management, pp. 267–274, Hangzhou, China, Octo-
ber 2005.

[21] L. J. Pang, Y. M. Wang, “A new (t, n) multi-secret
sharing scheme based on Shamir’s secret sharing,”
Apllied Mathematics and Computation , vol. 167, no.
2, pp. 840–848, 2005.

[22] H. X. Li, C. T. Cheng, L. J. Pang, “A
new (t, n)-threshold Multi-secret Sharing Scheme,”
inInternational Conference on Computational and In-
formation Science(CIS 2005), pp. 421–426, Xi’an,
China, December 2005.

[23] J. Benaloh, M. J. Fischer, “A robust and verifiable
cryptographically secure election scheme,” in Proceed-
ings of the 26th IEEE Symposium on Foundations of
Computer Science(FOCS’85), pp. 372–382, Portland,
Oregon, USA, October 1985.

[24] J. C. Benaloh, M. Yung, “Distributing the power of a
government to enhance the privacy of voters,” in Pro-
ceedings of the 5th annual ACM symposium on Prin-
ciples of distributed computing(PODC’86), pp. 52–62,
Calgary, Alberta, Canada, August 1986.

[25] B. Schoenmakers, “A simple publicly verifiable se-
cret sharing scheme and its application to electronic
voting,” in Advances in Cryptology-CRYPTO’99, pp.
148–164, Santa Barbara, California, USA, August
1999.

[26] Y. N. Liu, Q. Y. Zhao, “E-Voting Scheme Using Se-
cret Sharing and K-Anonymit,” World Wide Web, vol.
22, no. 4, pp. 1657–1667, 2019.

[27] D. G. Nair, V. P. Binu, G. S. Kumar, “An improved
E-voting scheme using secret sharing based secure
multi-party computation,” in ICCN 2014, pp. 130–
137, 2015.

[28] S. Iftene, “General secret sharing based on the Chi-
nese Remainder Theorem with applications in E-
voting,” Electronic Notes in Theoretical Computer
Science, vol. 186, no. 1, pp. 67–84, 2007.

[29] L. F. Yuan, M. C. Li, C. Guo, W. T, Hu, Z. Z. Wang,
“A Veriable E-voting Scheme with Secret Sharing,”
International Journal of Network Security, vol. 19, no.
2, pp. 260–271, 2017.

[30] P. Smith, “LUC public-key encryption: A secure al-
ternative to RSA,” Dobb’s Journal, vol. 18, no. 1, pp.
44–49, 1993.

[31] L. J. Pang, Y. M. Wang, “A (t, n) secret sharing
scheme based on the LUC cryptosystem,” Journal of
Xidian University, vol. 32, no. 6, pp. 927–930, 2005.

[32] H. X. Li, C. T. Chen, L. J. Pang, “LUC-based se-
cret sharing scheme with access structures,” Journal
of Southeast University(English Edition) vol. 36, no.
1, pp. 43–46, 2006.

[33] J. C. Benaloh, “Secret sharing homomorphisms:
keeping shares of a secret secret,” in em Conference on
the Theory and Application of Cryptographic Tech-
niques(CRYPTO’86), pp. 251–260, Santa Barbara,
California, USA, August 1986.

[34] H. G. Rong, J. X. Mo, B. G. Chang, G. Sun, F.
Long, “Key distribution and recovery algorithm based

on Shamir’s secret sharing,” Journal on Communica-
tions(in Chinese), vol. 36, no. 3, pp. 64–73, 2015.

[35] J. Benaloh, D. Tuinstra, “Receipt-free secret-ballot
elections,” in Proceedings of 26th Annual ACM Sym-
posium on Theory of Computing(STOC’94), Orlando,
FL, USA, May 1994.

[36] J. Groth, “Efficient maximal privacy in boardroom
voting and anonymous broadcast,” in International
Conference on Financial Cryptography(FC2004), pp.
90–104, Key West, FL, USA, February 2004.

[37] Z. Hong, L. S. Huang, Y. L. Luo, “A multi-candidate
electronic voting scheme based on secure sum proto-
col,” Journal of Computer Research and Development,
vol. 43, no. 8, pp. 1405–1410, 2006.

[38] A. Ei-Latif, X. Yan, L. Li, et al, “A new meaning-
ful secret sharing scheme based on random grids, er-
ror diffusion and chaotic encryption,” Optics & Laser
Technology, vol. 54, pp. 389–400, 2013.

[39] I. C. Lin, M. S. Hwang, C. C. Chang, “Security en-
hancement for anonymous secure e-voting over a net-
work,” Computer Standards & Interfaces, vol. 25, no.
2, pp. 131–139, 2003.

Biography

Hongquan Pu received the M.S. degree in computer ap-
plication technology from University of Chinese Academy
of Sciences in 2014. He is currently a Ph.D. candiadate
in University of Chinese Academy of Sciences. His cur-
rent research interests include Electronic voting, Secret
Sharing, LUC Secret System, Secure Multi-Party Com-
putation(SMPC).

Zhe Cui received the degree of Bachelor in Electronic
Precision Machinery from University of Electronic Sci-
ence and Technology of China in 1992. He received the
M.S. degree in Computer Application Technology from
Chengdu Institute of Computer Applications, Chinese
Academy of Sciences in 1995. He received the Ph.D. de-
gree in Computer Software and Theory from Chengdu
Institute of Computer Applications, Chinese Academy of
Sciences in 2011. He is currently a Ph.D. supervisor at the
University of Chinese Academy of Sciences. The main re-
search fields include pattern recognition and information
security.

Ting Liu received the M.S. degree in Computer Software
and Theory from Xi’an Technological University in 2011.
He is currently a Ph.D. candiadate in University of Chi-
nese Academy of Sciences. His research interests include
Electronic voting, Blockchain and Secret Sharing.

Zhihan Wu received the degree of Bachelor of Engineer-
ing in Information Scecurity from Sichuan University in
2017. She is currently a M.D. candiadate in University of
Chinese Academy of Sciences. Her current research inter-
ests include Electronic voting, Blockchain, Cryptography.

Hongjiang Du received the degree of Bachelor of En-
gineering in Computer Science and Technology from



International Journal of Network Security, Vol.23, No.1, PP.97-105, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).12) 105

Sichuan University in 2002. He received the degree of
Master of Engineering in Computer Science and Tech-
nology from Sichuan University in 2006. He is currently
a Ph.D. candidate in University of Chinese Academy of
Sciences. His current research interests include Electronic
voting, coding theory, information security.



International Journal of Network Security, Vol.23, No.1, PP.106-115, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).13) 106

Intrusion Detection Method Based on
MapReduce for Evolutionary Feature Selection in

Mobile Cloud Computing

Emmanuel Mugabo, Qiu-Yu Zhang, Aristide Ngaboyindekwe,
Vincent de Paul Niyigena Kwizera, and Victus Elikplim Lumorvie

(Corresponding author: Qiu-Yu Zhang)

School of Computer and Communication, Lanzhou University of Technology

School of Electrical and Information Engineering, Lanzhou University of Technology

No. 287, Lan-Gong-Ping Road, Lanzhou 730050, China

(Email: zhangqylz@163.com)

(Received June 5, 2019; Revised and Accepted Dec. 2, 2019; First Online Feb. 10, 2020)

Abstract

In the last few years, mobile cloud computing (MCC) has
developed rapidly and become one of the most useful in
different disciplines to communicate and exchange a lot of
sensitive information within many types of mobile termi-
nals, and computer devices. The increase of MCC usage
in daily life has expanded from ten to thousands of data
day by day. Meanwhile, processing and analyzing those
huge amounts of data have been a major issue in data min-
ing and machine learning techniques, wherein many tradi-
tional methods were not able to cope with a large number
of instances and features found in big datasets. To over-
come these drawbacks, an intrusion detection method for
MCC based on MapReduce for evolutionary feature selec-
tion was proposed. In the proposed method, a MapRe-
duce feature selection based on evolutionary computing
is used to obtain a small and useful number of instances
and features from big datasets. To evaluate the perfor-
mance of our proposed method, the popular KDD Cup 99
dataset is used and the random forest classifier is used for
classifying the normal and abnormal activities in MCC.
The experimental results show that our proposed method
can detect the intrusions in MCC with high accuracy, de-
tection rate and low false positive rate.

Keywords: Big Dataset; Intrusion Detection; MapReduce
for Evolutionary Feature Selection; Mobile Cloud Com-
puting; Random Forest Classifier

1 Introduction

Over the last decade, the constant growth of mobile de-
vices has tremendously changed the lives of our soci-
eties, where people rely on them to receive news, emails,
biomedical reports and do online marketing anywhere and

anytime. However, it has been known that these portable
devices are always limited in terms of memory space, disk
capacity and processor speed [5]. Aiming at the above
challenges of mobile devices, cloud computing can be a
good way to improve their capabilities by offloading the
computation data from the mobile devices into the cloud.

The integration of mobile terminals, mobile internet,
and cloud computing is a new technology called mobile
cloud computing (MCC) that uses cloud computing to
deliver cloud services to mobile services in a pay-as-you
consume principle [21]. Moreover, the recent advances in
MCC have made it easy for cyber-attacks by intruders [5,
11, 21]. The confidentiality, integrity and availability of
MCC need to be protected from those number of cyber-
attacks.

The most recently workflows to counter the security
issues in MCC have adopted intrusion detection systems
(IDSs) which provide a better solution to the security
issues compared to the traditional firewall technologies.
Among them, machine learning algorithms such as sup-
port vector machine (SVM) [7, 22], genetic algorithm
(GA) [18], random forests (RF) [4, 14, 20, 23, 27] and so
forth have been used. On the other hand, in the recent
contributions in cloud computing field, many researchers
have adopted different data mining and machine learn-
ing techniques to deal with redundancy, high computing
cost and dimensional issues which have also been a seri-
ous problem. However, the existing methods lack enough
scalability to deal with big datasets and do not provide
suitable results.

The term ’Big data’ is getting more attention from dif-
ferent disciplines that build massive datasets. Big data is
defined as the most popular term used to describe large
and complex amounts of data [20]. Due to its simplic-
ity and fault tolerant nature, the MapReduce framework,
which is a way of processing large amounts of data in a
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parallel manner, has been an effective and robust model
to deal with the big dataset analysis [8].

Feature selection methods and other data reduction
methods have been used to reduce the input data and
also to improve the classification accuracy by removing
redundant or irrelevant features. In some of the ex-
isting techniques, evolutionary approaches such as ant
colony optimization (ACO) [2], particle swarm optimiza-
tion (PSO) [17, 27, 28] have been adopted by many re-
searchers in big datasets for feature selection methods.

In this paper, we have adopted evolutionary approach-
based feature selection (EFS) to reduce the size of dataset
and a MapReduce algorithm is used to split the input data
in a parallel way to get the most important features to be
used for further process. The random forest (RF) classi-
fier is then used to classify our model either in normal or
attack.

The rest of this paper is organized as follows. Section 2
outlines the recent related works based on MapReduce for
evolutionary feature selection and other methods. The
related techniques and other related theories are detailed
in Section 3. The proposed MapReduce for Evolutionary
feature selection-based RF method for IDS in MCC is pre-
sented in Section 4. Section 5 provides the experimental
results and performance analysis as compared with other
related methods. Finally, we conclude our paper in Sec-
tion 6.

2 Related Works

In the development of cloud computing environment, pro-
cessing and analyzing big data have been a hot topic for
most of the researchers in the last few years [8]. Feature
selection (FS) is an important issue in IDS that can be
used to filter out noise, remove redundant and irrelevant
feature from the original dataset. On the other hand, FS
can be considered as an optimization problem that satisfy
a desired measure for an optimal subset of features [2]. In
the recent research works, many researchers have adopted
FS methods in either dimensional reductions and/or op-
timization problems, and the evolutionary computation
(EC) techniques have shown to be successful when deal-
ing with the feature selection in big dataset.

The main techniques in IDSs and data security chal-
lenges in MCC have been analyzed, and the literature
survey about machine learning and data mining methods
is presented in [5, 6, 11, 18, 21]. The authors in [22] pro-
posed a method that uses rough set theory (RST) and
support vector machine (SVM) to detect the intrusions.
The RST is used to preprocess the data and reduce the
dimensions of the data, while SVM is used to learn and
test the selected features from RST. The KDD Cup 99
dataset is used to evaluate the model and the results show
that the proposed method can improve the accuracy and
shorten the false positive rate. In [14], an improved scal-
able RF algorithm based on MapReduce model is pro-
posed. The experimental results show that the proposed

method is more suitable to classify massive datasets in
distributing computing environment and can achieve a
higher performance than traditional RF methods. The
distributed IDS method based on SVM and ACO that
can detect unseen attacks of intrusions with high detec-
tion rate and low misclassification is proposed in [23], the
experimental results show that the proposed method can
perform better than SVM or ACO alone in terms of de-
tection rate and run-time efficiency. The authors in [8]
proposed a feature selection based on EC for big data
using MapReduce framework and three classifiers (SVM,
Logistic Regression and Na?ve Bayes) are used to evalu-
ate the performance of the proposed method. In [2], the
authors proposed ant colony optimization (ACO) to ad-
dress the problem of dimensional reduction in intrusion
detection system. The proposed method used the ACO
and nearest neighbor classifier to select important features
and classify normal or abnormal behavior. Tests and com-
parisons are performed using KDD Cup 99 and NSL-KDD
datasets and the experimental results showed a competi-
tive performance of the proposed method. In [28], a fuzzy
c-means clustering (FCM) based on particle swarm op-
timization (PSO) for IDS is proposed. By using KDD
Cup 99 dataset, the experimental results show that the
proposed method achieved a higher detection rate, and
a lower false positive rate. The hybrid approach of PSO
and decision tree (DT) is proposed in [17], where PSO is
used to prune a DT and the pruned DT is used for classifi-
cation of the network intrusions. All the experiments are
carried out on KDD Cup 99 dataset, and the results show
that the proposed technique performs better than other
classifiers in terms of detection rate, accuracy, precision,
and false positive rate. The authors in [25, 26] highlights
the EC techniques for feature selection in big dataset and
in [1] analyses the parallel EC algorithms for FS in big
dataset.

In [10], the feature selection based on the cuttlefish
optimization algorithm (CFA) which is used as a search
strategy to find the optimal subset of features and de-
cision tree (DT) classifier as a measurement on the se-
lected features were used. The KDD Cup 99 dataset was
used to evaluate the proposed method and the experi-
mental results showed that the combined method of CFA
and DT gives a higher detection rate, accuracy rate and
low false positive rate. The two-level hybrid approach of
two anomaly detection components and a misuse detec-
tion component was proposed in [12] to achieve a high
detection rate with a low false positive rate. By using
KDD’99 dataset, the experimental results show that the
proposed hybrid method can detect known and unknown
attacks with high detection rate and low false positive
rate. In [13], the authors proposed a distance sum-based
support vector machine (DSSVM) to improve the detec-
tion accuracy, and after applying DSSVM to the KDD’99
dataset, the experimental results show that the proposed
method performs well in both detection performance and
computational cost. The hybrid learning of K-means,
clustering based density and k-NN classifier was proposed
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in [24], and the results show that the proposed method
can be effective in intrusion detection. In [15], a k-NN
classifier with ant colony optimization (ACO) using KDD
Cup 99 dataset was proposed, and the experimental re-
sults show that the proposed system provides better ac-
curate results than the existing methods. The hybrid ap-
proach of principal component analysis (PCA) and ma-
chine learning algorithms was proposed in [9] to develop
an effective intrusion detection method, and the result
show higher true positive rate and lower false positive rate
compared to the existing approaches. In [16], the authors
proposed a FAST-ABQGSA-SVM algorithm to improve
the effect of network intrusion detection, and the simu-
lation results show that the proposed algorithm achieves
better robustness, learning accuracy and detection perfor-
mance. The authors in [29] proposed a new network in-
trusion detection method based on hybrid rice algorithm
optimized extreme learning machine (HRO-ELM). The
KDD Cup 99 dataset is used to evaluate the proposed
algorithm and the simulation results show that the HRO-
ELM improves the detection accuracy and can meet the
requirements of network intrusion online detection.

3 Problem Statement and Prelim-
inaries

The main parts of the proposed method are: big dataset,
MapReduce for evolutionary feature selection (MR-EFS)
and random forest classifier (RF).

3.1 Big Dataset

Dealing with large datasets has been a major issue for
most of the traditional data mining and machine learning
algorithms. This issue is commonly known as ’big data’,
which refers to the deficiencies of processing and analyzing
huge amounts of connection records. Due to the enormous
stored data in different domains, the term ’big data’ has
attracted much attention in academia and industry. The
recent advances on cloud computing technologies allow
for adapting standard data mining techniques in order to
apply them successfully over massive amounts of data [3,
8].

In 2001, Gartner analyst Doug Laney introduced the
3Vs concept defining the big data as a high volume, vari-
ety and velocity information [20]:

1) The term ’volume’ refers to the large amount of data
that are being produced every day and have gone
from Mega Bytes (MB) and Giga Bytes (GB) to Peta
Bytes (PB).

2) The term ’variety’ cope with the large number of
types of data, both structured and unstructured
data.

3) The term ’velocity’ refers to how fast the data is com-
ing in and how it needs to be analyzed.

Recently, there are some other additional big data Vs such
as veracity, value, validity and volatility that are getting
attention day by day.

3.2 MapReduce for Evolutionary Feature
Selection (MR-EFS)

Feature selection has been a challenging task in machine
learning and data mining due to the large search space
and big dimensionality where the total number of possible
solutions is 2n for a dataset with n features, which leads
to poor classification performance [25]. As the number
of features n is increasing, various heuristic search meth-
ods have been proposed for feature selection, but most of
existing methods still suffer from stagnation in local op-
tima and high computational cost. Due to the potential
search ability, evolutionary computation (EC) methods
such as genetic algorithms (GAs), genetic programming
(GP), particle swarm optimization (PSO), and ant colony
optimization (ACO) have been recently adopted for fea-
ture selection and have shown to achieve accurate results
for big datasets [1, 25].

The EC algorithms have been originally introduced
in 2003 by Eiben and Smith, which are defined as the
search algorithms that use principles inspired by natural
genetic populations to develop solutions to problems [26].
The main problems when dealing with big datasets for
these methods are; the huge amount of computation time
since their complexity for feature selection is at least
O(n2D), where n is the number of instances and D the
number of features, and the other problem is memory
consumption since most methods need to store the whole
dataset in memory. Therefore, many researchers use the
parallel computation methods such as MapReduce, MPI
(Message Passing Interface) to improve the efficiency of
the EC methods for feature selection on large datasets [1].

The MapReduce programming model which is used in
our proposed method, originally introduced in 2004 by
Google, is the effective and robust framework that deals
with the analysis of big datasets in a parallel way. Due
to its fault-tolerant mechanism and its simplicity, the
MapReduce framework is currently taken into consider-
ation in machine learning and data mining, rather than
other parallelization schemes such as MPI [8]. Its main
approach is to partition the original dataset into small
subsets and allocate them into a single map task in par-
allel manner. The main functions of MapReduce model
are Map function and Reduce function are as shown in
Figure 1.

As can be seen from Figure 1, the MapReduce model
is based on a basic data structure known as (key, value)
pair where its main goal is to merge the input (key, value)
pair to another one (key, value) list. The map function
takes an input pair and generates a list of intermediate
(key, value) pairs as output. This is represented by the
following form:

map(key1, value1)→ {(key2, value2), ...}. (1)
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Figure 1: Data flow of MapReduce operation

The reduce function receives and merges together all
the intermediate (key, value) pairs to form the aggre-
gated pairs and then generates a new (key, value) pair
as output [7, 26]. This is represented by the following
form:

reduce(key2, {value2, ...})→ (key2, value3). (2)

MapReduce programming model not only provides an
efficient model for processing large datasets, but also
is the most parallel model for data processing in cloud
computing environment [26]. In our proposed method,
we adopted Cross generation elitist selection, Heteroge-
neous recombination, Catacly-smic mutation (CHC) al-
gorithm [17] with MapReduce framework, a binary-coded
genetic algorithm, which combines the conservative se-
lection strategy that produces offsprings that are at the
maximum hamming distance from their parents. CHC al-
gorithm is a robust evolutionary algorithm, which often
offer promising results in different search problems. The
main components of the CHC algorithm are:

Half-uniform crossover (HUX): This produces two
offsprings, which are exactly different from their two
parents.

An elitist selection: It composes a new generation,
the best individuals among parents and offspring are
selected.

An incest prevention mechanism: Which prevents
the pairs of individuals to mate if the similarity be-
tween them is higher than a threshold. This thresh-
old is decreased, as time goes by, to help the popula-
tion to converge.

A restarting process: Which is applied when the spec-
ified population has stagnated, then generates a new
population by choosing the best individuals from the
old population.

Figure 2 shows the flowchart of the CHC algorithm.

3.3 Random Forest Classifier (RF)

The Random forest (RF) classifier [19], a commonly used
method applied to data classification, is an ensemble clas-

sifier which consists of many decision trees that uses the
randomly selected data features as their input data, and
is built by using the bagging method [6, 14]. According
to Breiman, each decision tree in the forest is constructed
on bootstrapped sample of the original training data. In
order to classifier new object from an input vector, the
input vector will put down each of the trees in the forest.
Every tree cast a vote to indicate the decision of the trees
and the forest chooses the classification with the most
votes over all the trees in the forest [4, 27].

Random forests are well known to be a good parallel
distributed processing, since they are composed of mul-
tiple decision trees and each decision tree can be inde-
pendently trained by ensemble learning techniques [23].
Every tree in the forest is grown as follows:

1) Let the number of instances in the original training
data be N and then, draw a bootstrap sample of
size N from the original training data. This sample
will be a new training dataset for growing the tree.
The instances that are in the original training data
but not in the bootstrap sample are called out-of-bag
(oob) data for the tree.

2) Let the total number of input features in the original
training data be M . On this bootstrap sample data,
only m features are chosen randomly for every tree
where . The features from this dataset creates the
best possible split at each node of the tree and the
value of m should be constant during the growing of
the forest.

Random forest classifier runs efficiently on big datasets
with a better classification accuracy when comparing to
a single decision tree method. RF combines N decision
tree classifiers Tree(1), Tree(2), . . . , Tree(N) as shown
in Figure 3.

The work steps of RF classification are as follows:

1) Select randomly N samples from the original training
dataset by using bagging method.

2) The selected N samples will be the training set for
growing N trees in order to achieve the N classifica-
tion results.

3) Finally, the N classifiers vote to elect the optimal
classification with majority votes.

4 The Proposed Method

The MapReduce for evolutionary feature selection (MR-
EFS) based RF classifier method is developed with the
main goal of increasing the anomaly intrusion detection
accuracy, detection rate and decreasing the false positive
rate in MCC. Due to the huge amounts of features in-
cluding redundant and irrelevant features in KDD Cup
99 dataset, processing and analyzing them for data min-
ing and machine learning tasks is a big challenge for most
of the researchers. To overcome the above issues, the
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Figure 2: Flowchart of the CHC algorithm

Figure 3: Random forest (RF) classifier

proposed method uses MR-EFS method to extract the
optimal features and the optimal features are selected ef-
ficiently and are able to reduce the computation time of
intrusion detection system and therefore improve the de-
tection rate and accuracy, and reduce the false positive
rate using RF classifier.

The RF classifier is then used to classify accurately the
malicious attacks wherein the experimental results show
that the proposed method can achieve better classification
accuracy, detection rate, and low false positive rate com-
pared to the traditional methods applied on big datasets.

The flow diagram of the proposed method is shown in
Figure 4.

As can be seen from Figure 4, the proposed method
includes three main phases: data preprocessing, feature
selection, and anomaly detection and classification.

In KDD’99 dataset, the features in columns 2, 3, and 4
are the protocol type, the service type, and the flag, re-
spectively. The protocol type values are TCP, UDP, or
ICMP; the service type values are one of the 66 different
network services such as http and smtp; and the flag val-
ues are in 11 possible values such as SF or S2. Hence,
the data preprocessing is done by mapping the categor-
ical features to numerical features. After mapping these
features, 115 variables for each samples of the KDD’99
dataset are obtained. The final step of data preprocess-
ing is data normalization wherein the numeric training
and testing data are normalized in the range of [0, 1] to
make them easier for further steps.

The evolutionary CHC algorithm with MapReduce
model is then adopted to find the global optimum fea-
ture from the number of numeric features in the dataset.
Finally, after selecting the optimal features from the
dataset, the RF classifier is used to detect and classify
the attacks from normal behavior connections.

The Algorithm 1 shows a basic pseudocode of CHC
algorithm.

Algorithm 1 CHC algorithm

Input: A population
Output: An optimized population

1: initialize the population
2: while termination criteria are not satisfied do
3: select the candidates from the population;
4: generate offspring by crossing the parents;
5: evaluate the offspring with the fitness function;
6: select the individuals of the new population
7: end while
8: if population is not changed then
9: decrease the threshold d

10: end if
11: if threshold d ≤ 0 then
12: restart population and reinitialize threshold
13: end if

Algorithm 1 explains the process of CHC algorithm
that is used to obtain the optimized population from the
initial population. Firstly, the initial population is ini-
tialized and according to Figure 2, when the termination
criteria of the algorithm is not satisfied, the candidates
from the initial population are selected and the offspring
are generated by crossing the parents. After evaluating
the offspring, the individuals of the new population are
selected, and if the population is not changed, then the
threshold d is decreased to help the population to con-
verge. However, when the threshold d ≤ 0, then the new
population is generated by selecting the best individuals
from the old population.

The Algorithm 2 describes the process of MR-EFS al-
gorithm.
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Figure 4: The flow diagram of MR-EFS based RF classifier

Algorithm 2 MR-EFS algorithm

Mapi∀i ∈ {1, . . . , Tisubset}
Input: Training set T corresponding to m number of
map tasks
Output: A binary vector fi = {fi1, . . . , fiD},
D is number of features selected by CHC algo-
rithm

1: load training set T
2: split T into m disjoint subsets of instances
3: process each Tisubset i ∈ {1, 2, . . . ,m} using corre-

sponding Mapi task

Reducei ∀i ∈ {1, . . . , Tisubset}
Input: Average of all the binary vectors
Output: Selected features for the reduced
dataset

1: average all the binary vectors by obtaining vector x =
{x1, . . . , xD} ;xj = 1

m

∑m
j=1 fij , j ∈ {1, 2, . . . , D}

2: calculate and use vector x to build the reduced dataset
3: design an additional MapReduce process to remove

less promising features
4: doing so, binarize vector x by using a threshold θ: b =

{b1, . . . , bD} ; bj =

{
1, ifxj≥ θ

0, otherwise
; vector b indicates

which features will be selected for the reduced dataset
5: the number of selected features D′ =

∑D
j=1 bj is con-

trolled with θ
6: while a high threshold θ do
7: select only few features
8: end while
9: while a low threshold θ do

10: pick more features
11: end while

Algorithm 2 presents the process of MR-EFS algorithm
that is used to find the optimal features for intrusion
detection and classification process using random forest
(RF) classifier to detect the normal and abnormal behav-
ior in mobile cloud computing (MCC). First, the training
set is split into different subsets in the map phase to get

the binary vector fi that indicates which features were
selected by the CHC algorithm. Then, the average of all
binary vectors is calculated in the reduce phase to get the
best optimal features from the reduced dataset and to be
used in the intrusion detection and classification process.
The number of selected features D′ is controlled with the
threshold θ, and if the threshold θ is high, the few fea-
tures are selected and the performance of the model is
improved as well. However, if the threshold θ is small,
then more features are picked and the performance of the
model is affected.

The algorithmic process of RF classifier for the pro-
posed method is described as follows:

Algorithm 3 Random Forest classifier

Input: Selected features fi = f1, f2, . . . , fn from the re-
duced dataset
Output: Classification accuracy, detection rate and false
positive rate

1: load the selected best features
2: the selected features are given to RF classifier for

training
3: the test set in then fed to RF classifier for classifica-

tion
4: execute the accuracy, detection rate and false alarm

rate

Algorithm 3 shows the process of random forest (RF)
classifier for detecting and classifying the normal behavior
and malicious attacks in MCC. The best optimal features
are selected from the reduced dataset in Algorithm 2 and
then loaded to be given to RF classifier for training pro-
cess. After that, the test set is fed to RF classifier for
classifying the connection in either normal or abnormal.
This results to a good classification method with good
accuracy, detection rate and low false positive rate.
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5 Experimental Results and Anal-
ysis

All the experiments of the proposed method were im-
plemented on a computer having window 10 Intel (R)
Core (TM) i5-7200U CPU 2.50GHz with 16 GB of RAM
and 64-bit OS. The Java programming language under
NetBeans IDE 8.2 platform were used to run the whole
project and KDD Cup 99 dataset was used to evaluate
the performance of the proposed method.

5.1 Dataset Collection and Data Prepro-
cessing

In intrusion detection system (IDS), KDD Cup 99 dataset
has been widely used as the benchmark dataset to evalu-
ate the performance of IDS problem. The KDD Cup 99
includes three independent sets: The whole KDD training
set, 10% KDD training set, and corrected KDD test set.
Each record represents a network connection described
by 41 features and a label marked as either normal or one
of the 39 specific attack types.

The corrected KDD test set includes 17 new attack
types not presented in the training set and excludes 2
types (spy, warezclient) of attack from training set, there-
fore there are 37 attack types that are included in test set,
as shown in Table 1 and Table 2.

Table 1: Attacks in KDD’99 training dataset

Attack types Name of Attacks
DoS Neptune, Smurf, Pod, Teardrop,

Land, Back
Probe Port-sweep, IP-sweep, Nmap, Satan
U2R Buffer-overflow, Load-module, Perl,

Rootkit
R2L Guess-password, Ftp-write, Imap, Phf,

Multihop, Spy, Warezclient,
Warezmaster

Table 2: Attacks in KDD’99 test dataset

Attack types Name of Attacks

DoS Neptune, Smurf, Pod, Teardrop, Land,
Back, Apache2, Udpstorm,Processtable,
Mail-bomb

Probe Port-sweep, IP-sweep, Nmap, Satan,
Saint, Mscan

U2R Buffer-overflow, Load-module, Perl,
Rootkit, Xterm, Ps, Sqlattack

R2L Guess-password, Ftp-write, Imap, Phf,
Multihop, Warezmaster, Snmpget attack,
Named, Xlock, Xsnoop, Send-mail,
Http-tunnel, Worm, Snmp-guess

The attack types in KDD’99 can be categorized in four
classes, namely remote-to-local (R2L), denial-of-service

(DoS), user-to-root (U2R), and Probe. In our experiment,
we have used 10% KDD’99 dataset containing 494,021
records for training and corrected KDD dataset consist-
ing of 311,029 records for testing as shown in Table 3.

Data Preprocessing consists of two steps: the first
step involves mapping some nominal features to numeric-
valued features. Thus, nominal features such as “proto-
col”, “service type” and “TCP status flag” are mapped
to binary numeric features. The second step is to nor-
malize the numerical features because the scales of some
numerical features in the KDD’99 data are different. For
instance, “destination host count” has a range of 0 v 255,
whereas “source bytes” ranges from 0 v 693,375,640,
therefore the numerical attributes are normalized by pro-
jecting their feature value to the range of [0, 1].

5.2 Feature Selection

As KDD Cup 99 dataset includes large amount of rel-
evant, irrelevant and redundant features, and not all of
them are useful; the dimensional reduction methods such
as feature selection are used to select the most important
features and reduce the dimension of the dataset. This re-
sults in a simpler and more comprehensible classification
model with a low processing time and a better classifica-
tion performance.

Among the existing methods, the evolutionary ap-
proaches have been successfully used for feature selection
methods. In our experiment, we adopted CHC evolution-
ary algorithm for feature selection with MapReduce to be
applied on KDD Cup 99 dataset, which splits the training
data in parallel in the map phase and then combines the
results in the reduce phase to obtain the most important
features to be used for classification process.

According to the Algorithm 3 stated above, the number
of selected features is set D′=15, which are then used as
input for classification process.

5.3 Performance Metrics

The proposed model is evaluated based on three perfor-
mance metrics: detection rate (DR), false positive rate
(FPR), and accuracy rate (ACC).

DR =

(
TP

TP + FN

)
× 100%

FPR =

(
FP

FP + TN

)
× 100%

ACC =

(
TP + TN

TP + FN + FP + TN

)
× 100%

where, TP is the number of attacks that are correctly
classified as attack, FP is the number of normal records
misclassified as attacks, TN is the number of truly clas-
sified normal records and FN is the number of attacks
misclassified as normal records. DR is the number of suc-
cessfully detected intrusive records from the total number
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Table 3: 10% KDD’99 training set and corrected KDD test set

Dataset Instances Normal DoS Probe U2R R2L
KDD’99 (10%) 494,021 97,278 391,458 4,107 54 1,124

Corrected 311,029 60,593 229,853 4,166 2,636 13,781

of intrusive records and FPR is the number of misclas-
sified normal records as attacks from the total number
of normal records, while ACC is the number of correctly
classified records from the total number of the records.
The higher values of DR and ACC, and lower values of
FPR show better classification performance for IDSs.

5.4 Experimental Result and Discussion

In the proposed method, the random forest classifier was
tested with the following parameters: number of trees
is 100, minimum node size is 1, and three performance
metrics were used for machine learning comparison; clas-
sification accuracy (ACC), detection rate (DR) and false
positive rate (FPR). After conducting the dimensional re-
duction process, the relevant features are generated and
given as input data to random forest classifier (RF). Ac-
cording to the Algorithm 2, the number of selected fea-
tures D′ is controlled with the threshold θ. Table 4 shows
the performance of the proposed method using different
threshold values.

Table 4: Performance evaluation using different threshold
values

Threshold(θ) Features ACC (%) DR (%) FPR (%)
0.00 41 90.2 89.01 4.05
0.50 26 91.74 91.35 3.16
0.65 15 93.9 91.9 2
1.00 6 93.83 91.89 2.73

As can be seen from Table 4, with a high threshold
value, the fewer number of selected features and with a
low threshold value, the larger number of selected fea-
tures. The zero-threshold value corresponds to the orig-
inal dataset without using any feature selection method
and the threshold value of 0.65 got to improve the perfor-
mance of the proposed method compared to other thresh-
old values and reducing the size of the dataset with D′=15
as well. The results of classification using the proposed
method are compared with other machine learning tech-
niques [9, 10, 12, 13, 15–17, 24, 28, 29] tested on the KDD
Cup 99 dataset as shown in Table 5.

As can be seen from Table 5, all the machine learning
techniques tested on the KDD Cup 99 dataset provided
a good level of accuracy and detection rate as the pro-
posed method, but most of them except the one for k-
NN [12] did not have lower false positive rate needed for
better classification. At the same time k-NN [12] has a
lower ACC and DR compared to the proposed method.
The proposed method showed to improve the level of ac-

Table 5: Comparison of performance evaluation

Methods ACC (%) DR (%) FPR (%)
HRO-ELM [29] 92.50 N/A N/A
ADBCC [12] 92.71 91.79 3.5
k-NN+ACO [15] 94.17 N/A 5.82
k-NN [12] 93.29 91.86 0.78
RS+GA+SVM [16] N/A 88.2 2
DMNBtext [17] 91.394 91.46 8.9
PSO+FCM [28] N/A 89.46 13.55
C4.5 [13] 92.745 91.7049 2.9558
CFA+DT [10] 92.5 91.5 3.372
CANN [24] 89.79 91.96 4.55
MLP [9] N/A 88.9 4.6
SO-DTP [17] 91.69 91.765 2.7429
Proposed Method 93.9 91.9 2

curacy and detection rate, and shorten the false positive
rate compared to the stated above methods. In [29], com-
paring with HRO-ELM method, the proposed method
has improved the detection accuracy (ACC). The pro-
posed method has a high ACC, DR and low FPR com-
pared to that of ADBCC [10], DMNBtext [17], C4.5 [13],
CFA+DT [10] and SO-DTP [17]. In [9, 16, 28], compar-
ing with PSO+FCM, RS+GA+SVM, MLP methods, the
proposed method improved the DR and shortened the
FPR.The KNN+ACO [15] method has a good detection
rate (DR), but its FPR is high compared to the proposed
method. Compared to the CANN [9] method, the detec-
tion accuracy (ACC) and false positive rate (FPR) of the
proposed method are improved. As the large number of
records in the dataset can affect the performance of the
machine learning algorithm and its execution time, ap-
plying the evolutionary feature selection can be a good
method to remove the unimportant features, and select
the important ones and improve the classification perfor-
mance. Therefore, the experimental results of the pro-
posed method based evolutionary feature selection show
that a good detection performance has been achieved.

6 Conclusion and Future Works

In this paper, we have proposed an intrusion detection
method based on MapReduce for evolutionary feature se-
lection in mobile cloud computing. The proposed method
addresses the problem of processing and analyzing big
datasets by using a MapReduce for Evolutionary Feature
Selection (MR-EFS) algorithm based on random forest
(RF) classifier. The MR-EFS algorithm is used for dimen-
sion reduction and RF classifier is used for classification.
The traditional methods have been facing the problem of
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features redundancy, high computation cost and not suit-
able for processing large datasets thus obtaining poor re-
sults for intrusion detection. The proposed method uses
MR-EFS algorithm to select the most relevant features
from the big dataset and RF classifier to identify and
classify the attack and normal behavior. The KDD Cup
99 dataset is used to evaluate the proposed method and
the experiment results show that the proposed method
can achieve better performance of intrusion detection in
MCC.

For the future works, the proposed method can be ex-
tended to deal with the above issues by adopting the other
machine learning techniques and/or hybrid techniques,
and Hadoop shall be applied to deploy test cases across
multiple nodes.
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Abstract

When a group Password-Based key exchange protocol is
executed, the session key is typically extracted from two
types of secrets: Shared keys (password) for authentica-
tion and freshly generated (nonces or timestamps) values.
However, if one user (even subgroup users) runs the pro-
tocol with a non-matching password, all the others abort
and no key is established. In this paper, we explore a
more flexible, yet secure and privacy protection, GPAKE
and put forward the notion of partitioned and privacy
protection GPAKE, called PPP-GPAKE. PPP-GPAKE
tolerates users that run the protocol on different pass-
words. Through a protocol run, any subgroup of users
that indeed share a password, establish a temporary ses-
sion key, and all the communication processes are user
anonymity for outsiders by a temporary database help-
ing. At the same time any two keys, each established by
a different subgroup of users, are pair-wise independent
if the corresponding subgroups hold different passwords.
Compared with the related literatures recently, our pro-
posed scheme can not only own high efficiency (only two
communication rounds) and unique functionality, but is
also robust to various attacks. Finally, we give the secu-
rity proof and the comparison with the related works.

Keywords: Authentication; Group Key Agreement; Pass-
word; Privacy Protection

1 Introduction

With the popularization of network application, how to
establish a secure channel between two nodes is a spe-
cial problem worth considering. There is an increasing
need for group PAKE [2] protocols to protect communica-
tions for a group of users. Although two-party password-
authenticated key exchange (PAKE) protocols have been
carefully studied for the past few years, group PAKE pro-
tocols have received much attention owing to it’s a general

settings. PAKE protocol is favored by cryptographers
because of its short, low-entropy and easy-to-remember
passwords for authentication. Low-entropy and human-
memorable passwords are widely used for user authentica-
tion and secure communications in real applications, e.g.
internet banking and remote user access, due to their
user friendliness and low deployment cost. The problem
of strong authentication and key exchange between two
parties sharing a password, referred to as the two-party
password-authenticated key exchange (2PAKE) problem,
has been well studied and many solutions have been pro-
posed in the literature.

With proliferation of group-oriented applications, e.g.
teleconferencing, collaborative workspaces, there is an in-
creasing need for group PAKE protocols to protect com-
munications for a group of users. However, due to the low
entropy of passwords, PAKE protocol is vulnerable to dic-
tionary attacks. In dictionary attacks, an adversary tries
to break the security of a protocol by exhaustive search.
Dictionary attacks can be classified into three types: On-
line (can be resisted by limiting number of attempts eas-
ily), off-line and undetectable on-line dictionary attacks,
the two latter are not easy to resist. And group PAKE
(GPAKE) is the natural extension to PAKE that empow-
ers groups of more than two users to establish a session
key, given that they share a common password. GPAKE
focuses on a simpler, more realistic scenario where users
only hold passwords, not credentials, and do not revoke
them.

Consider the situation: Before participating in the
GPAKE protocol, users must identify group members who
claim to hold passwords. Then, the GPAKE protocol al-
lows us to prove our understanding of passwords (and
establish session keys). However, if only one user partic-
ipates in the execution of the protocol with a different
password, the user will be regarded as an active oppo-
nent and cause the user to terminate (even if all other
users share the same password). The same principle is
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applied in (non-cryptographic) group key exchange pro-
tocol: Whenever authentication fails, the user usually
terminates the protocol execution and does not establish
a joint key between those who successfully authenticate
each other. In this paper, we design group key exchange
more flexibly. That is, a packet PAKE protocol based
on partition and privacy protection, PPP-GPAKE pro-
tocol. That is to say, if a user runs the protocol with a
mismatched password, other users do not have to wait to
establish the key again.

And in the paper, on the premise of GPAKE, we add
the concepts of partition and privacy protection. For the
concept of partition, we consider that it more convenient
and flexible for users to perform some operations. Par-
titioned GPAKE defines natural applications in specific
scenarios. For example, in the Internet of Things (IoT)
cluster or a smart home which including many smart de-
vices, and these devices belonging to the same user may
need to establish a shared key (assuming that all devices
of a given user have been initialized with the same pass-
word). In addition, in multi-user scenarios, different IoT
or a smart home clusters belonging to different users will
coexist, and key establishment in one group should not
affect other groups. If a user (or even a subgroup) runs
a protocol with a mismatched password, the shared pass-
word must be updated, which can be a very expensive pro-
cess. For the other concept of security attribute, the pri-
vacy protection, which can ensure all the messages trans-
mitting on the public channel are not plaintext. So, we
call the new protocol PPP-GPAKE (partitioned and pri-
vacy protection GPAKE) which tolerates users that run
the protocol on different passwords and owns the privacy
protection. It is easy to see that PPP-GPAKE setting
avoids the above problems and reduce the waiting time of
users. We introduce here the new notion of PPP-GPAKE,
aiming at designs suited for scenarios where the specific
group of users sharing a password. That is, if there is a
user password error, other users do not need to wait, and
immediately form a new shared password.

Although the PAKE protocols have been studied to
deal with multiple participants in a single domain for
many years [5,7,13], it has many details are worth study-
ing. Subsequently, with the increasing popularity of vari-
ous types of group communication applications [9], includ-
ing partitioned and privacy protection, a new research di-
rection for PAKE protocols has moved gradually. In the
next section, we discuss related work on PAKE protocols.
Then we present our PPP-PAKE protocol, followed by
the security proof. We analyze the performance of the
proposed protocol and draw our concluding remarks at
the end.

2 Security Model and Security
Goals

Assuming that a public password dictionary D ⊆ {01}∗
to be efficiently identifiable and of constant or polyno-

mial size. Especially, we assume that D can be enumer-
ated by a polynomial bounded opponent.The set S =
{U1, . . . , UN} of users is partitioned in l ≥ 2 disjoint sub-
sets, such that S = U1 ∪ U2 . . . ∪ Ul. All users in Uδ,
for δ = 1, . . . , l, share a public password pwδ ∈ D, with
pwδ 6= pwγ given δ 6=γ ∈ {1, . . . , l}. For simplicity’s sake,
we assume that all passwords are randomly selected from
D, and are represented by a bit string of the same size
(denoted by K).

2.1 Communication Model and Adver-
sarial Capabilities

Protocol instances. Users are modeled as probabilistic
polynomial time (ppt) Turing machines. Every user

U ∈ S parallelly and we use
∏j
i to consult the jth

instance of user i, which can be regarded as a process
executed by Ui. Every instance we distribute seven
variables which are shown in Table 1. For more de-
tails on the variable usage, we refer to the work of
Bellare et al. In [2].

Communication network. Assume that any point-to-
point connections between users are available. The
network is, nevertheless, non-private and completely
asynchronous. More specifically, it is controlled by
the opponent, who may delay, insert and delete mes-
sages at will.

Adversarial capabilities. We limit to probabilistic poly-
nomial time (ppt) adversaries. The capabilities of
an opponent A are made explicit through a number
of oracles allowing A to communicate with protocol
instances run by the users:

Send(Ui, j,M). This oracle sends message M to the

instance
∏j
i of Ui and returns the reply generated

by this example. If A queries this oracle with an
unused example

∏j
i and M being the set of users

{Ui1 , . . . , Uiµ} ⊆ S, going in for the protocol (in-

cluding Ui), then the flag usedji is set, and the first

protocol message of
∏j
i for initializing a protocol run

involving {Ui1 , . . . , Uiµ} is returned.

Execute
(
{
∏j1
i1
, . . . ,

∏jµ
iµ
}
)

. This oracle executes a com-

plete protocol that run between specified unused in-
stances of the respective users. The opponent gets
a transcript of all messages sent over the network.
A query to the Execute oracle should reflect passive
eavesdropping. Especially, this Oracle can’t guess
passwords online.

Reveal(Ui, j). Hand over the session key skji .

Test(Ui, j). Active opponent A is only allowed to use
one query of this form. Provided that skji is de-

fined (i.e.accji = true and skji 6=null), A can issue
this query at any time when being activated. Then
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Table 1: Variables

with possibility 1/2 the session key skji and with pos-
sibility 1/2, a evenly chosen random session key is
returned.

Corrupt (Ui). Returns the password Corrupt (Ui) held
by Ui.

2.2 Correctness and Key Secrecy

2.2.1 Correctness

Our definition of correctness expands the standard one
in GPAKE. Namely, without active countermeasure jam-
ming, it should be the case that users holding matching
passwords eventually set up a public session key as ex-
pected and assigning it the same name (sid). In addition,
messages from users with mismatched password should
not interrupt session key computations.

Definition 1. (Correctness). Let D be a dictionary and S
be a group of users as described earlier. After that, a par-
titioned group password-based key establishment protocol
P is correct if there is a passive adversary A,i.e. A only
uses the Execute oracle—a single execution of the protocol
among Ui1 , . . . , Uiµ involves µ instances

∏j1
i1
, . . . ,

∏jµ
iµ

and
assures that with overwhelming possibility all examples:

• Accept, i.e.accj1i1 = · · ·=accjµiµ= true;

• Users belonging to the same subset Uτ the password-
induced partition on S have accepted the same session
key associated with the common session and partner
identifier, that is ∀s, r ∈ {1, . . . , µ} whenever Uis ,
Uir ∈ Uτ , it holds skjsis=skjrir 6= NULL, sidjsis = sidjrir
and

pidjsis = pidjrir 6= NULL.

(Note that if Uis is the only user in Uτ , then she will
end up with unique pidjsis , sidjsisand skjsis .)

2.2.2 Key Secrecy

Here we define the main security concepts of partitioned
GPAKE protocols. In order to do so, we introduce the

concepts of cooperation and novelty to indicate which in-
stances are associated in a common protocol session, and
how to exclude trivial attacks, separately.

Partnering. We adopt the concept of cooperation
from [11] where instances

∏j
i ,
∏m
t are partnered if

sidji = sidmt ,pidji = pidmt and accji = accmt = true.
Nevertheless, in [1], pid lists user instances engag-
ing in a public protocol execution. In our scene, pid
explicits instances that go in for a common proto-
col execution and share a password. In other words,
in [3] and in other GPAKE suggests, a user defines
pid at the beginning of the protocol, while in our
settings, a user finds pid at the end of the protocol.

Note that the above concept of cooperation defines an
equivalence relation on the set of possible instances
(namely, it is reflexive, symmetric and transitive). In
addition, to avoid trivial situations we assume that
an instance

∏j
i always accepts the session key con-

structed at the end of the corresponding protocol
operation, if no deviation from the protocol speci-
fication occurs. In addition, Non-confrontational in-
terference, all users in the same protocol session be-
longing to the same subset Uk, i.e. with the same
password, should come up with the same session key,
store it under the same session identifier and know
whom they share it with.

Freshness. This notion helps specifying under which con-
ditions a Test-query can be executed by the oppo-
nent in the security experiment. An instance is called
fresh if the opponent never made one of the following
queries:

∏j
i :

Corrupt(Ut) to any Ut holding the same password as
Ut(i.e. so that Ui and Ut are both in Uτ for some
τ ∈ {1, . . . , l});

Reveal(Ut,m) with
∏j
i and

∏m
t being partnered.

The concept of novelty allows us to rule out trivial
attacks. Especially, displaying a session key from an
instance

∏j
i evidently yields the session key of all
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instances partnered with
∏j
i and, hence, this kind

of ‘attack’ is not take the security definition into ac-
count. In addition, note that this freshness definition
means that corrupting users with different password
from the one held by the uses specified in the Test
query should be of no help to their opponents.

Key secrecy. Now that we have introduced cooperation
and new concepts, we are ready to fully determine
key confidentiality. As classic in password-based pro-
tocols, we observe that since the dictionary D has
polynomial size we cannot prevent an adversary from
correctly guessing a password pw ∈ D used by any
user. Hence, our goal is to limit the opponent A to
verify password guesses online.

In the above setting, a protocol P is established for a fixed
group key, let Succ(`) be the possibility that an opponent

A queries Test on a new instance
∏j
i and guesses correctly

the bit b used by the Test oracle in a moment when
∏j
i

is still fresh. Now we identify the advantages of A as the
function

AdvA(`) := |2Succ(`)− 1|.

We now introduce a function ε to capture the weaknesses
that may due to the employed authentication technique;
namely, as the opponent may guess passwords online, ε
will explicit a bound on A’s probability of guessing a
shared password.

Definition 2. (Key-secrecy). Let P be a correct par-
titioned group password-authenticated key establishment
protocol, with D and S as mentioned above. Let A be a
probabilistic polynomial time opponent with access to the
Execute, Send, Reveal and Corrupt oracles. We say that
P provides key secrecy, if for each such A, running in the
experiment described in Section 2.1 and querying the Send
oracle to at most q instances, the following inequality ap-
ply to some negligible function negl and some function ε
which is at most linear in its second variable q:

AdvA(`) ≤ ε(`, q)+negl(`).

Note that assuming passwords are chosen randomly and
uniformly, and in each online attack, the opponent can
only check a constant number of passwords, it holds
ε(`, q) = O( q

|D| ).

Remark 1. Typically, in GAKE, the Corrupt oracle is
used to model different flavors of forward security, i.e.
to establish to what extent the leakage of authentication
keys compromises the security of previously agreed session
keys. In our scenario, however, corrupted users are to be
understood as adversaries who might actually be legitimate
members of a different password-defined subset Uδ. Thus,
our model implicitly states that everyone who is not in
the same password defined subset is understood as under
adversarial control.

2.3 Password Privacy and Privacy-
Preserving

Unofficially, password-privacy ensures that an active op-
ponent should not get any information about the use of
passwords by legitimate users, so he should not even be
able to tell if a given set of users really share the same
password or not, unless he has guessed the involved pass-
word(s). Basically, if we consider the partition on the
users set caused by the password allocation, then the op-
ponents should not know about these partitions just by
guessing wildly.

Interestingly, this concept is not relevant in many
GPAKE proposals since, according to design, messages
constructed from a non-matching password are typically
recognized as maliciously generated and cause an abort
(see for instance [6]). In fact, in this case, an active oppo-
nent may learn if two users Ui and Ut share the same pass-
word by starting a new session involving Ut and replaying
messages generated by Ut in different executions. Now,
the adversary just observes whether this rouge session is
aborted or not. In contrast, in partitioned GPAKE pro-
tocols, executions always succeed and at their end, each
participant eventually gets a valid key. However, only par-
ticipants sharing the same password will share the same
session key.

Our concept of password-privacy is rather inspired to
that of affiliation hiding [10, 12] considered in authenti-
cated key exchange. Association hiding means that an
active opponent should not be able to obtain any infor-
mation about group membership through a protocol exe-
cution (without considering trivial attacks where the op-
ponent shares the affiliation of the victims). Especially,
an opponent should not tell whether two users share the
same affiliation or not. In our scenario, this means en-
suring that no active opponent has access to information
about the user’s shared password, assuming he has not
guessed the password used by any/some of them.

We use an indistinguishable game to simulate password
privacy where the opponent A interacts with a challenger.
First, he chooses the victim subgroup U ⊆ S and two
partitions p0 and p1 of it. Then the challenger randomly
chooses one of the two partitions and assigns passwords
(Random uniform selection) consistently with the corre-
sponding subgroups. A wins if it can tell which of the
two partitions has actually been chosen by the challenger,
under the restriction that A cannot query the Reveal or
Damage oracles on any of the users in U. We emphasize
that in our game we do not assume passwords of all the
remaining users in S\U ; These passwords can be even
chosen by the opponent (i.e. the opponent can simulate
any of these users himself).

Definition 3. (Password-privacy). Let P be accurate
partitioned GPAKE protocol. Consider a public dictio-
nary D and (potential) set of users S = {U1, . . . , UN},
where N is polynomial in the security parameter `. Let
A be a probabilistic polynomial time adversary interacting
with a challenger Ch in the following game:
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1) A selects a set of users U ⊆ S, and two partitions p0
and p1 of U.

2) Ch chooses a bit b ∈ {0, 1} uniformly at random and
assigns a password, also chosen uniformly from the
dictionary at random, for each subgroup of the par-
tition pb. In addition, he follows the specification of
p.

3) A, equipped with Send and Execute, must output a
guess.

We say that P achieves password-privacy if every p.p.t.
A wins the above password-privacy game with (at most)
negligible probability over a random guess, provided he
did not guess any password from a user in U. More pre-
cisely, for every p.p.t., let Succ(`) be the probability that
an adversary A guesses correctly the bit b selected by Ch.
Now we define A’s advantage as the function

AdvpwpriA (`) := |2.Succ(`)− 1|.

Let q denote the number of instances to which A has made
a Send query. Then a protocol P has password-privacy if
the following holds for some negligible function negl and
some function ε which is at most linear in q,

AdvpwpriA (`) ≤ ε(`, q)+negl(`),

our protocol has the privacy-preserving property which
is realized by initiating two main ideas: firstly, the two
partitions p0 and p1 can exchange the identity and nonces
with an encrypted message using the shared password.
And secondly, they can record the data in the temporary
database as Table.3 does.

Definition 4. (Privacy-preserving). Let P be a correct
partitioned GPAKE protocol. Consider a public iden-
tity dictionary ĨD and (potential) set of users S =
{U1, . . . , UN}, where N is polynomial in the safety param-
eter `. Let A be a probabilistic polynomial time adversary
interacting with a challenger Ch in the following game:

1) A selects a set of users U ⊆ S, and two partitions p0
and p1 of U.

2) Ch chooses a bit b ∈ {0, 1} uniformly at random and
assigns an identity, also be randomly selected from
the identity dictionary ĨD, for every subgroup of the
partition pb. Further, he follows the specification
of p.

3) A, equipped with Send and Execute, must output a
guess.

We say that P achieves Privacy-preserving if every
p.p.t. A wins the above Privacy-preserving game with
(at most) negligible possibility over a random guess, the
premise is that he did not guess any identity from a user
in U. More precisely, for every p.p.t., let Succ(`) be op-
ponent A who correctly guesses the probability of bit B

chosen by ch. Now we define A’s advantage as the func-
tion AdvidpriA (`) := |2Succ(`)− 1|.

Let q denote the number of instances to which A has
made a Send query. Then a protocol P has password-
privacy if the following holds for some negligible function
negl and some function ε which is at most linear in q,
AdvidpriA (`) ≤ ε(`, q)+negl(`).

3 The Proposed PPP-GPAKE
Protocol

3.1 The Settings and Notations

Now we are ready to show our concrete construction, as
shown in Figure 1. And the Notations are described in Ta-
ble 2. First of all, we introduce the main building blocks
of our scheme:

1) A hash function H, which will be modeled as a ran-
dom oracle; we assume it to range on {0, 1}d, for d
polynomial in the security parameter `,

2) A private key encryption scheme
∏

= (KEYGEN,
ENC, DEC), assumed to be secure in the unforgiv-
able sense of existence and achieving chosen cipher-
text security (see [8] and Section 3.1 above). For each
choice of the security parameter, we will denote by ρ
and C the corresponding polynomial sized plaintext
and ciphertext spaces, and assume ρ to be an additive
group. Furthermore, we will assume that KEYGEN
selects keys uniformly at random from the range of
the random oracle H.

3) An ideal cipher ε : D × G 7→ Ĝ, ε : ĨD × G 7→ Ĝ,

where D is the password dictionary and ĨD is the
identity dictionary, G is a cyclic group of order q
(polynomial in ) and Ĝ is a finite set of q elements.

3.2 The Construction

Figure 1 illus trates the process of authenticated key
agreement phase.

Round 1. When N participants want to create a
group session key, each Ui chooses uniformly a
random value xi ∈ {1, . . . , q − 1} and broadcasts
Yi = εpwi(Ui||gxi). Each Ui will receive the mes-
sages (Yt). If ε−1pwi(Yt) = Ut||Xt 6= ⊥, then Ui
sets sidi,t = Ui||Yi||Ut||Yt and computes ski,t =
H(Ui||Ut||Xi||Xt||Xxi

t ). Otherwise Ui selects ski,t
equably at random in the range of H. Finally,
for every Ut who holds a same two-party key as
Ui, and user Ui defines the two-party key ski,t =
H(Ui||Ut||gxi ||gxt ||gxixt), and a matching session
identifier. Eventually, the user Ui stores sidi,t and
the two-party key into a local temporary database,
and the format are shown in the Table 3.
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Table 2: Notations

Round 2. In the Round 2, each user Ui selects uniformly
at random a value ri ∈ {1, . . . , q − 1} and broadcasts
Mit = (sid′i,t, ait = ENCski,t(ri)), where sid′i,t =
Yi||Yt. For each t 6= i, receiving the message Mit,
Ut will compare sid′i,t with the database’s records for
getting the identity information Ui||Ut. Then, user
Ut compute cit = DECski,t(ati) using ski,t and sets
pid = {i}∪ {t : cit 6= {ri,⊥}} for every received mes-
sages (sid′t,i, ati). Then select the database to get the
identity information. Further, for each t ∈ pid, t 6= i,
it sets r∗t = cit and also r∗t = ri. Next is the knowl-
edge of session key and session identifier definitions.
User Ui sets acci = true, derives the (sub-group) key

as the addition ski =
∑
l∈pid

r∗l , and also the session

identifierb sidi = {sidi,t||ai,t}t∈pid
i
||pidi.

If any authenticated process fails, the protocol will be
terminated immediately.

4 Security Analysis

4.1 Tools

4.1.1 Bellare, Pointcheval and Rogaway PAKE

Our major building block is the EKE2 PAKE proposed
by Bellare et al. in [2] which is secure in the so-called
ideal cryptographic model (see [4]). In this model, it is
assumed that there exists a publicly accessible random
block cipher with a k-bit key and a n-bit input/output,
that is random selection of all block ciphers in this form.
Besides, it is necessary to assume the existence of ideal
random functions, that is to say, we will model the hash
function H used in the key derivation process as a random
oracle [14]. It has been proved that the two models are
equivalent, as evidenced in [8].

4.1.2 Unforgeable Encryption

For the choice of the second building block, a symmetric
encryption scheme

∏
, we will choose structure that fully

reflects the strong concept of unforgeability; Namely, we

should not even allow our opponents to generate any new
valid ciphertext without the private key. Such property
is defined in [14] as existential unforgeability; We rewrite
Definition 5 from that paper here:

Definition 5. Let
∏

= (KEYGEN,ENC, DEC) be a
private-key encryption scheme. Let ` be the security pa-
rameter and A be any pptm algorithm. Define

AdvexistA,
∏ (`) == Pr[sk ← KEY GEN(1`); y ← A :

DECsk(y) 6= ⊥]. At this, y is produced by the adversary
A which may use an encryption oracle εsk, yet y must
not have been directly returned by εsk. We say that

∏
is

(t, p, b; δ)-secure in the sense of existential unforgeability if
for any adversary A which runs in time at most t and asks
at most p queries to the encryption oracle, these totaling
at most b bits, we have AdvexistA,

∏ (`) ≤ δ(`). Assuming t,
p, and b, are polynomial in `, if δ is negligible in ` we will
simply say that

∏
is an unforgeable encryption scheme.

Furthermore, in Theorem 1 of [14], it is proven that
unforgeability along with chosen plaintext security means
adaptive chosen ciphertext security. For our generic con-
struction, we will make use of a symmetric key encryp-
tion scheme

∏
secure in this sense, therefore, we may

assume that the adversary will cannot produce any valid
ciphertext, nor to gain any information on the plaintexts
underlying encrypted values. As evidenced in [14], such
encryption scheme

∏
may simply be derived by instan-

tiating appropriate block ciphers with unforgettable en-
cryption patterns.

4.2 Security Proof

Theorem 1. Let
∏

= (KEYGEN, ENC, DEC) be a sym-
metric encryption scheme which is both unforgeable and
chosen plaintext semantically-secure. Then, the proto-
col from Figure 1 is a correct partitioned password based
group key agreement achieving key secrecy as defined in
Definition 2 and password-privacy as defined in Definition
3 under the computational Diffie–Hellman assumption in
group G in the random oracle/ideal cipher model.

Correctness. In an true implementation of the protocol,
it is easy to verify that all participants in the protocol
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Table 3: The temporary database in the PPP-GPAKE protocol

Figure 1: An efficient partitioned GPAKE with privacy
protection (PPP-GPAKE)

will terminate through accepting and computing the
same session identifier and session key as participants
with the same password.

Key secrecy. Evidence from several games, where a
challenger interacts with the opponent confronting
him with a counterfeit Test-challenge in the spirit of
Definition 2. From game to game, the Challenger be-
haves differently from the previous one, with the cor-
responding effect on A’s success probability. Follow-
ing standard notation, we denote by Adv(A,Gi) the
opponent’s advantage when confronted with Game i.
The security parameter is denoted by `.

In the sequel, we denote by qexe the number of Exe-
cute calls made by the adversary. Also q will indicate
the number of instances to which the opponent has
launched a Send query, therefore, it is the number of
instances that have suffered on-line attacks. In like
wise,qro will express the number of queries A makes
to the hash function H.

Game 0. This first game corresponds to a real at-
tack, in which all the parameters are selected
according to the actual scheme. By definition,

Adv(A,Gi) = Adv(A).

Game 1. We assume that the hash function H is
simulated as a Random Oracle. Namely, each
time a new query α is requested, the simulator
selects u.a.r a value ha from the range of H and
stores the pair α, ha in a table (from now on,
the H-list). Should the value α be queried again,
the simulator will look in the H-list and forward
ha as answer.

In addition, we explicit the ideal cipher simula-
tion here. For a given password pw, the simula-
tor will maintain an ICpw-list in which for every
query (pw,g) he stores a different value ĝ which
is selected uniformly at random in Ĝ. Similarly,
he also maintains a list capturing the decryption
calls done to the Ideal Cipher (Called IC−1pw-list).

Thus, a bijection σpw : G 7→ Ĝ and list inverse
are actually explicited by the two lists ICpw-list,
IC−1pw-list. The Random Oracle and the Ideal Ci-
pher assumptions are made explicit by assuming

Adv(A,G1) = Adv(A,G0).

Game 2. In this game, we exclude certain conflicts
of values chosen uniformly at random in differ-
ent conversations. Namely, this game aborts in
case the same exponent in Round 1 or the same
random contribution in Round 2 is selected in
different conversations by two (non-necessarily
distinct) honest users. Similarly, we exclude the
event that an Hcollision occurs at the time of ex-
tracting different two-party keys or session iden-
tifiers at the end of Round 1 in different protocol
executions.

It is not hard to see that the difference between
the two games

|Adv(A,G2)−Adv(A,G1)|,

the probability of ‘partial collisions’ on indepen-
dent transcripts is bounded, which is in turn
bounded by

q2ro
2d

+N2

[
1

|G|
+

1

|P|

]
,

where P is the plaintext space for
∏

, from where
the nonces are selected in Round 1.
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Game 3. Consider the event that A queries the ran-
dom oracle on the 5-tuple

(Ui ‖ Ut ‖ Xi ‖ Xt ‖ Z),

such that both the values Xi and Xt were gen-
erated by the simulator during the game and
Z=Xxi

t (essentially, if A queries the oracle on
a valid CDH tuple). If such event (that we
call Bad) happens, the simulation is aborted.
Clearly,

|Adv(A,G3)−Adv(A,G2)| ≤ P (Bad).

It is easy to see that for any adversary A that
cause the Bad event to happen it is possible to
construct another adversary B against the CDH
assumption. The reduction is rather straightfor-
ward B, for inputting gx, gy, chooses a random
index q∗ ← {1, . . . , qexe} and two user indices i,
t ← {1, . . . , N} also at random. Then, in the
q∗th protocol execution requested by the adver-
sary B sets Xi = gx and Xt = gy for the users
i and t, respectively. Finally, in the end of the
game, it selects one random entry from H-list
such that among the ones with Xi = gx and
Xt = gy, and returns the last value Z of the
tuple. Clearly, if the event Bad occurs, and B
guessed correctly the indices i, t, and q∗, then
B found a solution for the CDH problem. Oth-
erwise, if any of the guess was wrong, B aborts.
It is not hard to see that

p(Bad)× 1

qexe

1

N2

1

qro
≤ AdvCDHG,g (`),

where AdvCDHG,g (`) is the probability that B
has of winning a computational Diffie–Hellman
challenge over G with generator g.

Game 4. Consider the event that A queries the ran-
dom oracle on the 5-tuple

(Ui ‖ Ut ‖ Xi ‖ Xt ‖ Z),

such that the value Xt was generated by the
simulator during the game, pw∗ is the (ran-
dom) password held by Ut whereas Xi is such
that A made a query to the ideal cipher on
input (pw∗, Xi) to get Yi, and a Send query
with the input (Yi), because our scheme has pri-
vacy protection and for any adversary A that
they just input the Yi without the Identity of
any user. If such event (that we call Bad∗)
happens, the simulation is aborted. Clearly,
|Adv(A,G4)−Adv(A,G3)| ≤ P (Bad∗). Now,
the probability of the event Bad∗ is bounded
by the probability of a password guess, which
is O(q/|D|). We remark that from this point
on in the simulation all H queries of the form
(Ui ‖ Ut ‖ Xi ‖ Xt ‖ Xxt

i ), where users Ui

and Ut sharing a password pw∗ are either fully
generated by the adversary or fully generated
by the challenger. This means that for any
two users sharing a password pw∗ which has
not been guessed by the adversary the corre-
sponding two-party keys will be indistinguish-
able from random.

Game 5. This game deals with adversaries that
only modify messages in Round 2, for the tested
instance

∏j
i . Precisely, consider any pair of

users (Ui, Ut) for which the adversary had not
made a random oracle query as the ones ‘ex-
cluded’ in the previous two games. Then if in
the second part of the protocol execution the
adversary A sends a valid message M2

it that de-
crypts correctly and is not a replay, then the
game aborts.

With a simple reduction to the unforgeability
of the encryption scheme M2

it, it is possible to
show that

|Adv(A,G5)−Adv(A,G4)| ≤ AdvexistA
∏ (`).

Where AdvexistA
∏ (`) ≤ δ(`), for some negligible

function δ.

Game 6. Now, we modify the Execute and Send
simulation in that we construct messages ait as
encryptions of 0, i.e. ait := ENCskit(0). Pre-
cisely, this change is for all pairs of users (Ui, Ut)
for which the adversary had not made a random
oracle query as the ones excluded in the previ-
ous games. By relying on the CCA-security of∏

, one can argue that

|Adv(A,G6)−Adv(A,G5)| ≤ AdvCCAA
∏ (`).

After making this last change, the session key of
a fresh session is completely random and inde-
pendent from the simulated protocol transcript.
Therefore, Succ(`) = 1/2, and the proof fol-
lows by putting together the bounds between
the games.

Password privacy. The security proof for password pri-
vacy proceeds very similar to the one of key secrecy
given above. The main idea is that after applying
similar game changes as for key secrecy, the protocol
messages become independent of the users passwords.

The games are defined as follows.

Game 0. This first game corresponds to a real at-
tack, in which all the parameters are cho-
sen as in the actual scheme. By definition,
Adv(A,G0) = Adv(A).

Game 1. This is the same as Game 1 in the proof of
Theorem 1. It simply makes explicit the simula-
tion of the random oracle and the ideal cipher.

Adv(A,G1) = Adv(A,G0).
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Game 2. This is the same as Game 2 in the proof
of Theorem 1, and thus

|Adv(A,G2)−Adv(A,G1)| ≤ q2ro
2d

+N2

[
1

|G|
+

1

|P |

]
where P is the plaintext space for

∏
, from where

the nonces are selected in Round 1.

Game 3. This is the same as Game 3 in the proof
of Theorem 1, and thus

|Adv(A,G3)−Adv(A,G2)|
≤ qexe ·N2 · qro ·AdvCDHG,g (`).

Game 4. This proceeds similarly to Game 4 in the
proof of Theorem 1. Let us consider the event
that A queries the random oracle on the 5-tuple
(Ui ‖ Ut ‖ Xi ‖ Xt ‖ Z),such that the value
Xt was generated by the simulator during the
game, pw∗t is the (random) password held by Ut,
whereas Xi is such that A made a query to the
ideal cipher on input (pw∗t , Xi) to get Yi, and a
Send query with the input (Ui, Yi). If such event
(that we call Bad∗) happens, the simulation is
aborted. The difference between this and the
previous game lies in the occurrence of event
Bad∗ whose probability is bounded by that of a
password guess. Therefore,

|Adv(A,G4)−Adv(A,G3)| ≤ P (Bad∗)

= O

[
q

|D|

]
.

Game 5. This is the same as Game 5 in the proof
of Theorem 3.2, and thus

|Adv(A,G5)−Adv(A,G4)| ≤ AdvCDHG,g (`),

where AdvCDHG,g (`) ≤ δ(`) for some negligible
function δ.

Game 6. Finally, in this game, the challenger
modifies the Execute and Send simulation
by constructing messages ait as encryptions
of randomly selected values Rit, i.e.ait :=
ENCskit(Rit), while the session key is still com-
puted using the randomly sampled values ri.
Based on the CCA-security of

∏
one can argue

that

|Adv(A,G6)−Adv(A,G5)| ≤ AdvCCAA,
∏ (`).

In addition, after making this last change, the pro-
tocol messages in the simulation are independent
of the password selection, and, in particular, are
distributed identically in both the cases when the
users in U share the same password pw∗ or have
each a different password. So, the probability that
the adversary succeeds in correctly guessing the bit

b in this game is 1/2 − Succ(`) = 1/2. There-
fore, by putting together the various bounds of the
game differences, we have that the chances of A to
win the password-privacy game are only negligibly
above 1/2 +O [q/|D|].

Privacy-preserving. The process of proof is the same
as the process of Password privacy. So, we can get
the opportunity of A to win the Privacy-preserving

game are only negligibly above 1/2 +O
[
q/|ĨD|

]
.

5 Conclusion

This work presents a PPP-GPAKE protocol which firstly
combines group Password-Based key exchange protocol
with the security attributes of privacy and partitioned
which can tolerates the user entered the wrong password.
The first key idea is using a temporary database to make
the privacy of our scheme possible, and the other key
idea is using subgroup to compute the middle two-party
session keys for tolerating the entered wrong passwords
of some users. Additionally, the proposed scheme is no
need pre-shared secret key which can make the proposed
protocol become more practical. Moreover, the proposed
protocol has been shown secure under the random oracle
model. In the future, we will study the PPP-GPAKE un-
der the standard model instead of random oracle model,
and give the PPP-GPAKE more secure properties with
high efficiency.
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M. Burmester, P. Caballero-Gil, ”Secure lightweight
password authenticated key exchange for heteroge-
neous wireless sensor networks,” Information Sys-
tems, vol. 88, no. 101423, 2019. (https://doi.org/
10.1016/j.is.2019.101423)

[13] B. Xiang, C. M. Chen, K. H. Wang, K. H. Yeh,
T. Y. Wu, ”Attacks and solutions on a three-party
password-based authenticated key exchange proto-

col for wireless communications,” Journal of Ambi-
ent Intelligence and Humanized Computing, vol. 10,
no. 8, pp. 3133-3142, 2019.

[14] X. Yang, X. P. Sheng, M. Zhang, ”A certificate-
less signature scheme with strong unforgeability in
the random oracle model,” Journal of Computational
Methods in Sciences and Engineering, vol. 18, no. 3,
pp. 715-724, 2018.

Biography

Hongfeng Zhu, obtained his Ph.D. degree in Informa-
tion Science and Engineering from Northeastern Univer-
sity. Hongfeng Zhu is a full professor of the Kexin soft-
ware college at Shenyang Normal University. He is also a
master’s supervisor. He has research interests in wireless
networks, social networks, network security and quantum
cryptography. Dr. Zhu had published more than 60 in-
ternational journal and international conference papers
on the above research fields.

Yuanle Zhang, a postgraduate studying at Shenyang
Normal University. She has researched interests in net-
work security and quantum cryptography. Under the
guidance of the teacher, she has published one article in
EI journals.

Xueying Wang, obtained her Ph.D. degree in Manage-
ment Science and Engineering from Wuhan University.
Xueying Wang is a Dean of the Kexin software college at
Shenyang Normal University. She is also a full professor
and a master’s supervisor. She has research interests in
cloud computing, social networks, network security and
E-commerce. Dr. Wang had published more than 40 in-
ternational journal papers on the above research fields.

Liwei Wang, a postgraduate studying at Shenyang Nor-
mal University. She has researched interests in network
security and quantum cryptography. Under the guidance
of the teacher, she has published one article in EI journals.



International Journal of Network Security, Vol.23, No.1, PP.126-134, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).15) 126

A Differentially Private K-means Clustering
Scheme for Smart Grid

Shuai Guo1, Mi Wen1, and Xiaohui Liang2

(Corresponding author: Shuai Guo)

College of Computer Science and Technology, Shanghai University of Electric Power1

2103 PingliangRoad, 200090, Shanghai, China

Department of Computer Science University of Massachusetts2

100 Morrissey Boulevard, Boston, MA 02125, USA

(Email: g.shuai@mail.shiep.edu.cn)

(Received Sept. 7, 2019; Revised and Accepted Jan. 28, 2020; First Online Feb. 5, 2020)

Abstract

Cluster analysis via data mining is of great significance
to smart grid for enabling power load analysis. However,
the privacy-sensitive electricity consumption data may be
leaked in the process of data mining. To address this
problem, privacy-preserving data mining has been widely
studied. This paper proposes an improved differentially
private K-means clustering scheme while considering the
unique characteristics of smart grid data. Using dimen-
sionality reduction, the proposed scheme improves the ef-
fectiveness of data mining while preserving the data pri-
vacy. Performance evaluations are further conducted to
illustrate that the proposed scheme outperforms the ex-
isting differential privacy preserving k-means clustering
schemes.

Keywords: Differential Privacy; Dimensionality Reduc-
tion; K-means Clustering; Smart Grid

1 Introduction

With the development of smart grid and the progress of
big data technology, smart grid data mining has entered
a new stage. The smart meter plays a vital role in in-
formation collection. However, accurate real-time power
usage data contain a wealth of sensitive personal infor-
mation. For example, electric power consumers may be
assumed to be sleeping or leaving home when their elec-
tricity consumption is very low. The privacy preservation
for smart grid is of profound significance and has been
widely studied.

The privacy information of smart grid customers may
be stolen directly, or may be leaked indirectly in the
data mining process, and this paper focuses on solving
the latter issue. There are many ways to preserve the
privacy of individuals, such as data perturbation, en-
cryption, anonymity and other privacy-preserving tech-

niques [8,12,18,26]. However, if cryptography is used for
encryption in the process of data mining, the data will
lose the usability of analysis. On the other hand, recent
studies have shown that the anonymized models such as
k-anonymity and its extended model [20], l-diversity [13]
and t-closeness [10] have some drawbacks. Firstly, these
early models cannot analyze their privacy-preserving level
quantitatively. Secondly, these models need to be con-
tinually improved to resist new types of attacks. These
shortcomings undermine the reliability of these privacy-
preserving techniques. Differential privacy [5] is a defi-
nition of privacy proposed by Dwork in 2006 to address
the issue of privacy leakage in statistical database. In this
definition, the computational processing of a data set is
insensitive to specific changes of any one record, i.e. the
impact on the computational results is minimal whether
the single record is in this data set or not. It can resist a
variety of attacks even if the attacker has the background
knowledge. Based on the comparison above, this paper
uses differential privacy techniques.

Figure 1: The architecture of the smart grid information
system
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In terms of information security and privacy preserva-
tion of smart grid, many data aggregation schemes [1,19,
21] have been proposed to preserve the privacy of individ-
ual users. However, the current research on the privacy
preservation of smart grid data mining is relatively rare.
To compensate for the blank of privacy preservation in
data mining in the smart grid, This paper introduces dif-
ferential privacy into data analysis of smart grid.

Data mining has broad application prospects in smart
grid. The distribution of energy and power load is un-
balanced in power system and the unsupervised classi-
fication of power load is of great significance. Cluster-
ing analysis is an unsupervised classification method in
data mining which can help formulate and adjust elec-
tricity price, predict the power load, and provide cus-
tomers with personalized electric power services. The ar-
chitecture of smart grid data analysis system is shown in
Figure 1. Compared with traditional power grid, smart
grid information systems are more intelligent and infor-
mative. The high-speed, two-way, real-time, integrated
communications system makes the smart grid a large, dy-
namic, real-time information and power exchange interac-
tion infrastructure, which is also a prerequisite for smart
grid data mining. As a typical dynamic clustering algo-
rithm, the K-means method is very effective and popular,
and it is no exception in the data mining of smart grid.
However, many proposed K-means clustering algorithms,
calculating the distance between each sample point and
the nearest central point, do not protect the data pri-
vacy [11]. For privacy preservation of clustering, there
are some researches. Blum et al. [2] introduce a K-means
algorithm with differential privacy. Dwork [6] improves
the work [2] from the perspective of budget allocation
of privacy preserving. Li et al. [9] propose a framework
based on MapReduce calculation. Yu et al. [25] pro-
pose the Outlier-eliminated K-means clustering algorithm
(OEDP), which considers the negative influence of outliers
on the K-means algorithm and introduces a method to de-
tect and eliminate outliers. Li et al. [11] propose an IDP
K-means algorithm based on differential privacy preser-
vation, which considers the influence of the selection of
initial clustering centers, but its scheme for the selection
of initial centers is simply to segment the data. Wang et
al. [22] use local and global clustering methods to improve
the effectiveness of mass data analysis under differential
privacy preservation. These researches could still be im-
proved to strike a better balance among data usability,
privacy and efficiency while considering the unique char-
acteristics of smart grid data.

To address this problem, we propose a K-means clus-
tering method with differential privacy preservation for
electricity consumption analysis. Specifically, the clean-
ing of the original data and the dimensionality reduction
with Principal Components Analysis (PCA) can make
data more suitable for clustering algorithm and the sta-
tistical regularity of the original data was maintained at
the same time. The reduction of dimensions and the op-
timization of initial centers reduce the noise needed to

be added, so that the usability of the clustering results
is improved. Compared with similar algorithms, the pro-
posed algorithm achieves a good balance among privacy
preservation, the usability of clustering results and the
scalability of cluster analysis.

The contributions of this paper are four folds:

� First, an improved K-means scheme is proposed for
the clustering of electricity information while pre-
serving the privacy of power grid customers.

� Second, the dimensionality reduction scheme using
PCA and Singular Value Decomposition (SVD) are
developed to optimize the process of clustering. It
can significantly reduce the noise addition in the it-
eration and improve data usability.

� Third, the treatment of outliers is considered to make
the clustering results more practical.

� Fourth, the proposed scheme is evaluated based on
real-world electricity consumption data. Based on
the evaluation results, it outperform the existing
works in terms of accuracy, availability, and stabil-
ity.

The rest of this article is organized as follows: after
the introduction in Section 1, we introduce the relevant
knowledge in Section 2. In the Section 3, we propose our
scheme model. The Section 4 gives theoretical analysis
and performance evaluations. Finally, the paper is sum-
marized.

2 Preliminary Knowledge

This section introduces the relevant knowledge of differ-
ential privacy, clustering algorithm and dimensionality re-
duction.

2.1 Differential Privacy

Differential privacy is a popular technology for data se-
curity with strict mathematical proof, which ensure that
whether a certain record is in the data set or not does not
affect the statistical regularity, so that the data can be
further used under the premise of privacy preserving.

2.1.1 The Defination of Differential Privacy

Differential privacy is proposed by Dwork [4] and is de-
fined as follows:

P (M(D1) ∈ E) ≤ eε · P (M(D2) ∈ E),

where D1 and D2 are adjacent data sets with only one
record difference, and M represents all possible output,
P is the probability of something happening. Specifically,
the differential privacy preservation guarantees that when
the same query accesses to these two adjacent data sets,
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the probability of the result is very close, i.e. there is lit-
tle impact on the query results which are final released.
Privacy budget ε is used to control the probability of that
algorithm M gets the same output on two adjacent data
sets. The smaller the ε, the higher the privacy preserva-
tion level. The value of ε should be determined to achieve
a balance between the security and usability of output re-
sults [23].

2.1.2 The Sensitivity

Assume that D1 and D2 are adjacent data sets and there
is the function f : D → Rd, where d is the dimension
of the output real-number vector, and the sensitivity is
defined as

∆f = max
D1,D2

∥∥f(D1)− f(D2)
∥∥
1
,

where
∥∥f(D1)− f(D2)

∥∥
1

represents the 1 norm distance
between f(D1) and f(D2).

Sensitivity is determined by the query function, regard-
less of the size of the data set. The higher the sensitivity,
the more noise is needed to ensure that privacy is well
protected, which will reduce the usability of data.

2.1.3 Laplace Mechanism

The Laplace mechanism is a widely used method for
adding the noise required for differential privacy protec-
tion [7]. For data set D, there is a function f : D → Rd,
the sensitivity of the function is ∆f and the value of ran-
dom noise obeys the distribution Y ∼ Lap(b), where the
scale parameter is b = ∆f/ε. The probability density
function of random noise is expressed as

pr(x, b) =
1

2b
e(−

|x|
b ).

And we say that the algorithm provides ε-differential pri-
vacy preservation.

Figure 2: Laplace distribution

As shown in Figure 2, it can be seen that if ε is smaller,
b is larger, then more noise is introduced, so the level of
privacy preservation would be higher.

2.2 K-means Clustering

K-means clustering is a well-known partition clustering
algorithm [17], which is widely used for its simplicity and
efficiency. The steps of K-means are briefly described as
follows: firstly, determine the initial central points, and
the distance from each object point to each cluster center
is calculated, and each point is assigned to the nearest
cluster center. Secondly, recalculate the center of each
cluster by the points that already exist in the cluster. Re-
peat this process until the specified requirements is met or

� No points are reallocated to different clusters;

� The clustering centers would not change;

� The sum of error squares is the least.

The objective function(the sum of error squares) is ex-
pressed as

v =

k∑
i=1

∑
xj∈si

(xj − ui)2,

where u is the clustering center, xmeans the sample point.

2.3 Dimensionality Reduction

This paper uses the idea of dimensionality reduction. The
commonly used dimensionality reduction algorithms in-
clude PCA(Principal Components Analysis), Laplacian
eigenmaps, Self-organizing mapping, Locally linear em-
bedding and so on. Among them, PCA is an impor-
tant multi-dimensional vector statistical analysis method
in data compression and feature extraction, which is of-
ten used to reduce the dimension of high-dimensional
data [14]. The reference of [27] shows that the computing
time (including dimensionality reduction time and clus-
tering time) of PCA is the shortest and the clustering
effect of the reduced dimension data set is better in its
scheme. SVD(Singular Value Decomposition) can be used
for data compression and de-noising in the process of PCA
dimension reduction. PCA needs to find the largest eigen-
vectors of the covariance matrix of the sample, and then
use the matrix composed of the largest eigenvectors to do
the low-dimensional projection. This calculation is inef-
ficient when the number of samples or features is large.
SVD can solve the right singular matrix without calcu-
lating the covariance matrix to simplify the computation.
Therefore, this paper uses PCA and SVD to reduce the
dimensions of the data. This method is more effective
when the sample size is very large.

3 Proposed Differentially Private
Clustering Scheme

To preserve the privacy of electric power consumers, an
improved differential privacy clustering scheme is pro-
posed for smart grid in this paper. Compared with
existing differential privacy preservation algorithms, our
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method improves the usability of clustering results while
preserving users’ privacy information. Specifically, after
the information center collects electricity information, the
data is cleaned and then sent to the analysis center. We
divide the differentially private data mining for smart grid
into two parts:

1) The fully trusted grid information center cleans the
collected original information data, then reduces the
dimension and establishes differential privacy protec-
tion;

2) Data analysis institutions carry out differentially pri-
vate k-means data clustering on this basis.

According to the actual operation in data mining for the
smart grid, differential privacy preservation is added to
the process of K-means clustering in our scheme, and the
clustering is improved by dimensionality reduction and
outlier processing. As a result, the number of iterations
and the complexity of clustering are reduced, making the
higher usability of clustering results.

In the smart grid, because the collected data are very
complex and original, the usability of original data can be
improved by pre-processing or preliminary classification,
but for clustering, the efficiency of high-dimensional data
processing is very low. The reference of [3] summarizes it
as the sparsity of high-dimensional data, the phenomenon
of spatial emptiness and the dimensionality effect. Thus,
in this paper, PCA and SVD are used to reduce the di-
mension of massive data, then the K-means clustering al-
gorithm is used to clustering, and the differential privacy
preservation is provided in the above process. Proposed
scheme is mainly divided into dimensionality reduction
and data clustering.

3.1 Dimension Reduction of Data

The original data obtained by information center of the
smart grid needs to be cleaned before it is available for
data mining, e.g., the anonymization of some attributes,
the processing of missing values. For the power consump-
tion data, dimension reduction can be realized by manual
allocation and automatic data reduction according to ac-
tual needs. In this paper, SVD and PCA are used to
reduce the dimension of the cleaned data. In the mean-
while, refering to [24], the dimension reduction data is
protected by the output disturbing privacy preserving al-
gorithm.

3.2 Clustering Process

After dimensionality reduction, the first clustering and
outlier detection are carried out. Obvious outliers are
identified and then eliminated or classified into other clus-
ters according to the specific circumstance. After that,
further K-means clustering is started. In the clustering
process, Laplacian noise is added to meet the differential
privacy requirements. Finally, the clustering results are
obtained.

In the second stage, we refer to the method of [25].
The main steps of the K-means scheme with ε-differential
privacy preservation are as follows: First of all, input n
d-dimensional points and divide these points into k parts
on average. The average of each part will produce the
points as u1 · · ·uk, then add noise to these points to gen-
erate new points u′1 · · ·u′k as the initial central points and
return them to the d dimensional space. The program
will update as follows: (1) assign each sample point xj to
the nearest central point u′i and divide the sample set D
into k sets recorded as s1, s2 · · · sk according to the cen-
tral point. (2) for 1 ≤ i ≤ k, sum =

∑
xj and num = |si|

are calculated. Then the sum′ and num′ are obtained
by adding noise respectively on the sum and the num.
Update u′′i = sum′/num′ as the new central point of si.
The above processes continue to iterate until the divi-
sion of the sets meets the clustering requirements. The
functional expression of the added noise is Lap(b) , where
b = ∆f/ε.

In this paper, the main steps of the experimental
method are shown in Algorithm 1.

Algorithm 1 Proposed scheme

Input: the original dataset D, clusters si, k initial center
points ui, the number of clusters k, the sensitivity of
query function b=sensitivity/ε, ε value

Output: clustering results
1: c← Data cleaning (D)
2: c← differentially private dimension reduction (c)
3: while the Sum of Squared Error does not converge

do
4: for j = 0→ c.lenth do
5: dj=dist(xj , initial[u])
6: d′j ← minimum(dj)
7: partition xj into the nearest center point’s

cluster
8: end for
9: for i = 0→ k do

10: set sumi=
∑
xj of the si cluster , numi = |si|

11: sum′ = sum+ Lap(b)
12: num′ = num+ Lap(b)
13: set new centerpoint u′′ = sum′/num′

14: end for
15: end while

4 Performance Evaluation

In this section, we evaluate the performance of the pro-
posed scheme in terms of the effectiveness of differential
privacy and the usability of clustering.
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4.1 Analysis of Privacy Preservation and
of the Usability of Clustering

4.1.1 Privacy Preserving

In this paper, Laplacian noise is added to the important
part of electricity data mining. Assuming M(D1) and
M(D2) correspond to the query results of the clustering
of D1 and D2, According to the defination of differen-
tial privacy and the Laplace mechanism, we can see that
P (M(D1) ∈ E)/P (M(D2) ∈ E) ≤ eε [16] which proves
that our algorithm satisfies ε-differential privacy.

4.1.2 The Usability of Clustering Data

1) As mentioned above, the collected electricity con-
sumption data are high-dimensional and very large,
which may lead to the phenomenon of spatial empti-
ness and the dimensional effect. Therefore, in this
paper, the dimension reduction method is used be-
fore the K-means algorithm for data clustering, which
improves the usability from the data themselves.

2) The reduction of dimension makes clustering algo-
rithm more effective, and the program runs faster.
The processing of outliers after dimensionality reduc-
tion makes the central points more accurate.

3) Assume that D1 and D2 represent two data sets that
differ from each other by only one record. When add
or remove a point in a space [0, 1]d, the sensitivity
is 1 for the sum of all dimensions. Therefore, the
sensitivity of the entire query sequence is d+ 1. The
description of noise addition in k-means algorithm is
further given by Dwork [6]. Given that the number of
iterations is N , the added noise follows the Laplace
distribution

Lap((d+ 1)N/ε),

where d is the data dimension and ε is the level of
privacy preservation. As shown in Figure 2, when the
dimension d decreases obviously in this paper, the

added noise decreases significantly, thus the overall
usability of the data is improved.

4.2 Experimental Analysis

In this paper, we use Python language to carry out the
system simulation experiment. The source of the algo-
rithm in this paper is the open-source algorithm in the
computer field. The programming environment is Jet-
Brains PyCharm2018. The experimental environment
is Windows 10 AMD RYGEN 2200G 3.5GHz, 12.00GB,
GTX1060 with CUDA core. And the data sets involved
in our algorithm come from the University of Californi-
aIrvine (UCI) open-source data sets and partial open data
sets of electricity.

Table 1: Data sets

Data Set Sample Size Dimensions Size
Iris 150 4

Wine 178 13
Electricity data 400 5

We use the dimension reduction method based on PCA
and SVD. In order to verify the effect of dimension reduc-
tion, we compare K-means clustering with or without di-
mension reduction on the Wine data set without adding
noise. The experimental results are shown in Figure 3.
Figure 3(a) represent the projection of the results of direct
clustering of data sets on three attributes. Figure 3(b)
shows the results of clustering after dimension reduction.
Since the label of the wine data set is real, the k of two
labs are set to 3. And the outlier detection is not used
in these data sets. By comparing the two images, we can
observe that the clustering results are more compact and
easy to distinguish after dimensionality reduction. Since
the data results are presented as projection, this intuitive
comparison may be inaccurate. For quantitative analy-
sis, at first, we use one of the internal evaluation indexes

(a) (b)

Figure 3: The comparison between the results of the dimensionality reduction clustering and the results of the
non-dimension reduction clustering



International Journal of Network Security, Vol.23, No.1, PP.126-134, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).15) 131

0.2 0.3 0.4 0.5 0.6 0.7 0.8

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

C
H

 DPK
 Proposed

(a)

0.2 0.3 0.4 0.5 0.6 0.7 0.8

0.6

0.7

0.8

0.9

1.0

C
H

 DPK
 Proposed
 DDPK

(b)

Figure 4: Comparison of CH scores of running results on Wine and Iris data sets
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Figure 5: Comparison of F scores of running results on Iris and wine datasets

(Calinski-Harabasz score) to evaluate the density of clus-
ters.

Unlike supervised classification or regression, unsuper-
vised clustering usually has no sample output, so there
is hardly any intuitive evaluation method for it. We can
evaluate the clustering effect from the density of cluster
and the degree of dispersion between clusters. Calinski-
Harabasz Index is one of the popular internal evalua-
tion methods [15]. The higher the value of Calinski-
Harabasz(CH), the better the clustering effect. The math-
ematical expression of Calinski-Harabasz value is

s(k) =
tr(Bk)

tr(Wk)

m− k
k − 1

,

where k is the number of categories, m is the number of
samples, Bk is the inter-class covariance matrix, andWk is
the intra-class covariance matrix, and tr is the trace of the
matrix. If the covariance of the data in the categories is
smaller or the covariance between the categories is larger,
the calinski-harabasz score will be higher. In this paper,
to improve accuracy, the program for each ε value runs
10 times to get the average of CH. The experimental data
and evaluation results are normalized.

On the Wine data set and the Iris data set, we compare
the proposed scheme with the DPK [11] scheme. The
DPK-means method differs from our proposed method
in that it performs simple averaging processing on the
data and then combines differential privacy techniques
with clustering. The comparison results of CH values are
shown in Figure 4(a)-(b). Through the comparison, it
can be seen that our method has higher CH values, which
shows that the proposed scheme is better than the DPK
clustering on the internal index of clustering.

It is worth noting that we try a special method on
the Iris data set. In order to simulate manual data di-
mensionality reduction, two-dimensional dimensionality
reduction attributes (called DDPK here) are randomly
selected to replace PCA and SVD, and the experimen-
tal results show high CH values. In fact, this is not an
optimal solution because the randomly selected proper-
ties do not represent the original data set very well, as
shown in Figure 5(a)(described later). Thus, to make the
comparison of experiments more comprehensive, we use a
combination of internal and external standards to evalu-
ate our scheme.

F-measure is an external evaluation method for clus-
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tering [25] which can compare the results with the real
labels to evaluate the availability of clustering algo-
rithms. Assume that n represents the size of the data
set, i represents the correct class label of the data set,
j represents the cluster result label, the precision(P ) is
P (i, j) = |Pi

⋂
Cj |/|Cj | and the recall (R) is R(i, j) =

|Pi

⋂
Cj |/|Pi|. F-measure is defined as follows:

Fmeasure(i, j) =
(β2 + 1) · P (i, j) ·R(i, j)

(β2) · P (i, j) +R(i, j)
;

F =
∑
i

ni
n
maxj{Fmeasure(i, j)}.

According to Figure 5(a) and Figure 5(b), we can observe
that the F value of our scheme is higher than that of
DPK-means clustering algorithm, which shows that the
clustering results of our algorithm are closer to the reality
and shows the better usability of cluster. In some cases, it
is even better than the direct k-means clustering without
adding noise(The blue line named K in Figure 5, there is
actually no value of ε). At the same time, we can see that
the clustering results of the DDPK method mentioned
above are less accurate. More detailed data is given in
the appendix as shown in Table 2 and Table 3. All these
prove the higher clustering availability of our scheme.

Table 2: Comparison of F score on Wine dataset

Scheme ε=0.2 ε=0.4 ε=0.6 ε=0.8
DPK-means 0.501 0.510 0.522 0.554
K-means 0.601
Proposed 0.547 0.600 0.609 0.664

Table 3: Comparison of F score on Iris dataset

Scheme ε=0.2 ε=0.4 ε=0.6 ε=0.8
DPK-means 0.580 0.649 0.701 0.725
Proposed 0.591 0.669 0.720 0.754
DDPK-means 0.520 0.577 0.651 0.678

Finally we make an experimental comparison on the
real consumers’ electricity consumption data. The data
set is from UMassTraceRepository. We evaluate the prop-
erty as five dimensions:

1) Power consumption ratio during peak hours, electric-
ity consumption during peak hours/total electricity
consumption.

2) Load rate, average load/maximum load of household
users.

3) Valley electricity coefficient, electricity consumption
in trough period/total electricity consumption.

4) Electricity consumption percentage in off-peak time.

5) The period of time when electricity consumption is
at its highest.

Since there is no established label in the real data sets,
we use CH values for evaluation as shown in Figure 6.
We divide energy consumer into 5 categories and set the
principal component contribution rate to 90%. And we
mark the records that with all zero values as outliers.
Compared with the DPK-means method, we can see that
our clustering effect is much better. We randomly select
some samples in each cluster in the clustering results and
get average values of them, and the results are shown in
Figure 7, which shows the usage habits and characteristics
of different consumers.
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Figure 7: Typical curve

According to our research and experimental compari-
son, the proposed scheme considers the availability of data
while preserving the privacy of power users, and achieves
good results in actual data sets. In practical work, our
scheme will better support the privacy preservation of the
smart grid data mining process.

5 Conclusion

In the process of smart grid data mining, it is partic-
ularly important to preserve the privacy information of
power consumers. To meet the requirement of maintain-
ing the usability of clustering while preserving privacy,
this paper proposes a mining scheme for smart grid based
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on K-means clustering with differential privacy preserva-
tion. The algorithm of data clustering is improved by di-
mensionality reduction combined with outlier elimination.
Comparing with other schemes, performance evaluations
show that the proposed method improves the accuracy of
clustering and the confidentiality of data.

For our future work, since there are many other meth-
ods for data mining, we intend to explore the privacy
preservation for other methods in data mining. Further-
more, we intend to improve our scheme from the opti-
mization of K-means algorithm, and explore the wider
application of the scheme proposed in this paper.
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Abstract

Additively homomorphic encryption is a relaxed notion
of homomorphic encryption, which enables us to com-
pute linear functions over the encrypted data. Additively
homomorphic identity-based encryption (IBE) is an ef-
ficient resolution tool for the problem of security with
privacy in the big data applications. In this paper, we de-
sign a leakage resilient additive homomorphic IBE scheme
with auxiliary input to resist side-channel attacks for the
end users. We prove that our scheme is auxiliary input
chosen-plaintext attack (AI-CPA) secure, and test our
scheme over the resource-constrained Intel Edison Plat-
form. Both theoretical analysis and experimental result
show that our scheme is very suitable for aggregating data
submitted from the end users, who may be at the risk of
leaking their secret keys.

Keywords: Additively Homomorphic IBE; Auxiliary In-
put; Big Data; CPA Secure; Security with Privacy

1 Introduction

Many novel applications, such as cloud systems, smart
mobile phones, social networks, and Internet of Things
(IoT), are leading to process and share huge amounts of
data, which is called big data [5]. There are three charac-
teristics for the definition of big data.

1) Volume - data sizes are very huge, and rang from
terabytes to zettabytes.

2) Variety - the structures of data have many different
formats, like image, sounds, and videos which are
difficult to be analyzed.

3) Velocity - in many applications, data continuously ar-
rive at high frequencies, and result in high speed data

streams. We want to extract useful information from
big data, such as patterns and predict trends. Big
data are making some tasks possibly, which were dif-
ficult before, like preventing crime, identifying new
opportunities in business, personalizing healthcare
and supporting precision agriculture. The utiliza-
tion of big data for many confidential and privacy
sensitive tasks make data security with privacy to
be an important issue. Pervasive data aggregating
from multiple sources, such as smart phones, smart
electronic meters, further exacerbates the problem of
data privacy [27,29,35].

Data privacy becomes more critical than over in almost
all applications. Although data confidential is important
to achieve data privacy, data privacy still has some ad-
ditional requirements. For example, managing consents
of user’s personal data, and complying with privacy re-
lated regulations [2]. Designing privacy-enhancing tech-
niques becomes very active in recent years. As a result,
many such techniques have been proposed, such as ho-
momorphic encryption that supports computation on en-
crypted data [30], and differential privacy technique that
transforms the data to make difficult to link special data
records to the special individuals [7]. Other researches fo-
cus on data privacy in different application domains, such
as smart grid [17], social networks [8]. Although such
large number of research efforts have been made, data
privacy is still a challenge problem in the era of big data.
There are many critical research directions in data pri-
vacy, like efficiency of privacy-enhancing techniques [16],
security with privacy [31], and data sharing.

Security with privacy may be a special issue in data pri-
vacy. Some researches focus on data security, such
as Wang et al.’s attribute-based encryption scheme
for big data security [25], Wang et al.’s blind batch
encryption-based protocol for smart health [24].
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However, security and privacy are usually conflicting
requirements. If we want to achieve security, then
we should harm privacy; while we want to keep up
privacy, we may give up security. However, recently
advances in applied cryptography are making possi-
ble to be security with privacy.

Homomorphic encryption is an important one among
these cryptographic techniques. Gentry et al. con-
structed a fully homomorphic encryption scheme
supporting arbitrary functions f over encrypted
data [13]. More recently, further fully homomorphic
schemes [4, 15, 18, 34] were presented following Gen-
try’s framework. A critical aspect of Gentry’s fully
homomorphic encryption scheme and all the subse-
quent schemes is the ciphertext refreshing, which is
called Recrypt operation. Although large number of
research efforts have been made to improve this op-
eration, fully homomorphic encryption schemes are
still very costly for the practical applications [26].

Since fully homomorphic encryption will incur a huge
computational overhead with current state of the art,
we relax the requirements of homomorphic encryp-
tion in some specific applications so that we can im-
plement it efficiently.

Additively homomorphic encryption is such a relaxed no-
tion, which can be used to aggregate the data submit-
ted from users, without sacrificing their privacy [14].
For example, a main concern of smart grid is that
the fine-grained metering data may leak customers’
privacy information. If additively homomorphic en-
cryption is used to this scenario, then the electronic
power provider (ESP) can only get the total power
consumption data to monitor the power supply, but
cannot analyze it with fine granularity [12]. In con-
trast to what we usually require from a fully ho-
momorphic cryptosystem, decryption of additively
homomorphic encryption scheme returns the correct
result only if it is numerically small enough. It is
suitable for calculating small values such as tempera-
ture measurements, pow consumption data or prices,
which is sufficient for many big data applications.
There many public-key encryption (PKE) systems
can be modified to additively homomorphic encryp-
tion scheme by trivial adjustments. These include:
Pallier cryptosystem [22], Regev cryptosystem [23],
and Okamoto-Uchiyama cryptosystem [21] etc. In
practical, many end users in big data applications
utilize public-key certificates for identity identifica-
tions and cryptographic session establishments, but
it requires too much time and processing to periodi-
cally update cryptographic keys. Thus, the Cloud Se-
curity Alliance (CSA) recommended identity-based
encryption (IBE) for big data applications [9]. Fe-
lix et al. realized an efficient additively homomorphic
IBE scheme [12] by slightly modifying the Boneh et
al.’s IBE scheme [6].

Another important issue for the application of addi-
tively homomorphic IBE scheme is how to resist the side
channel attacks, by which attackers can learn partial in-
formation about the secret key through observing physi-
cal properties of a cryptographic scheme execution such
as power assumption, radiation, and temperature etc. As
we know, many end devices in big applications are ex-
posed to the open air, such as wireless sensors and smart
meters. The notion of leakage resilient cryptography has
been proposed, and a large number of efforts have been
made in this topic. In general, there are three leakage
models have been proposed.

1) Bounded retrieval model [11,20], the total number of
bits leaked over the lifetime of system is bounded,
and hope the attack is detected and stopped before
the whole secret is leaked;

2) Continual leakage model [3], it is assumed the leakage
between consecutive updates is bounded in term of
a fraction of the secret key size, and the secret key
should be refreshed continually.

3) Auxiliary input model [10, 28, 32], it allows any un-
invertible leakage function f that no probabilis-
tic polynomial-time (PPT) attacker can compute
the actual pre-image with non-negligible probability.
That is to say, even such a function information-
theoretically reveals the entire secret key SK, it
still computationally infeasible to recover SK from
f(SK).

This paper aims to propose an efficient additively homo-
morphic IBE scheme in auxiliary input model. The key
point for the designing of cryptographic schemes in auxil-
iary input model is how to split the secret key into m
pieces, which is the ”hardcore” of modified Goldreich-
Levin theorem [10]. The modified Goldreich-Levin the-
orem states that if the pieces of secret key belong to a
field GF (q) (q is a λ-bit prime), then the running time of
inverter is closed to poly(2λ)1, which cannot be born by
the inverter.

The contributions of this paper can be listed as follows.

1) We design an additively homomorphic IBE scheme
with auxiliary input from Felix et al.’s scheme [14],
which not only achieves leakage resiliency, but also
keeps up the property of additively homomorphic.

2) From the property of strong extractor used in our
construction, we prove that our scheme is auxiliary
input chosen-plaintext attack (AI-CPA) secure.

3) To evaluate the appropriacy of our scheme for the re-
source constrained devices, we implement our scheme
over the Intel Edison Platform which is a develop-
ment system for Internet of Things devices. The
experimental result shows that our scheme is effi-
cient enough for aggregation data submitted from the

1We denote the polynomial function of λ as poly(λ).
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constrained-resource end users at the risk of leaking
their secret keys.

Organization. Security model of IBE with auxiliary in-
put is defined in Section II. Section III provides a def-
inition of strong extractor with auxiliary input. We
design an additive homomorphic IBE scheme with
auxiliary input in Section IV. Section V discusses
the performance of our scheme on the platform of
MacBook Pro and Edison. Finally, we conclude our
paper in Section VI.

2 Security Model of IBE with
Auxiliary Input

We denote the negligible function of λ as notation negl(λ).
Let M denote the message space and C denote the ci-
phertext space. An identity-based encryption scheme Π
consists of four PPT algorithms:

Setup(1λ): Generates the master public/secret keys
mpk and msk.

Extract(ID,mpk,msk): Outputs a private key skID on
an identity ID ∈ {0, 1}∗.

Enc(M, ID,mpk): Encrypts a message M ∈ M to a ci-
phertext C ∈ C.

Dec(C, skID): Decrypts a ciphertext C ∈ C to a message
M ∈M.

If for all ID ∈ {0, 1}∗, M ∈ M, we have
Dec(mpk,Extract(mpk,msk, ID), Enc(mpk, ID,M)) =
M , then we call the IBE scheme Π is correct.

Additively Homomorphic IBE: If for all
ID ∈ {0, 1}∗, M,M ′ ∈ M, we have
Dec(mpk,Extract(mpk,msk, ID), Enc(mpk, ID,M) ·
Enc(mpk, ID,M ′)) = M + M ′, then we call the IBE
scheme Π is additively homomorphic.

Next, we introduce the security model of IBE with
auxiliary input, which is similar to the classic IND-ID-
CPA (indistinguishable identity chosen-plaintexts attack)
model and the auxiliary input model. Let F denote a
polynomial-time computable leakage function family. Let
Γ = (Setup,Extract, Enc,Dec) be an IBE scheme, and
we define the security model as follows:

Setup: The challenger runs (mpk,msk) ← Setup(1λ),
and sends mpk to the attacker A. The challenger
also maintains an empty list LID.

Query 1: The following queries can be issued by A.

Extract Query: When A makes an extract query
on an ID ∈ {0, 1}∗ and an index i, the
challenger firstly checks LID for the tuple
(skID, ID, j). If there is no such tuple in LID,
then the challenger sets j to 1, and runs skID ←

Extract(ID,msk,mpk) and puts (skID, ID, j)
to LID. Otherwise, the skID from the tuple
(skID, ID, j) is returned.

Leakage query: When A chooses f ∈ F for the
leakage query on secret keys, the challenger re-
turns f(msk,mpk, ID,LID).

Challenge: A sends two messages M0 and M1 with the
same length and an identity ID∗ to the challenger.
The challenger chooses a random bit b, and returns
C∗ ← Enc(mpk, ID∗,Mb) to A.

Query 2: A is allowed to make extract queries adap-
tively.

Output: A outputs a guess bit b′ of b.

If b′ = b and there is no extract query on ID∗, then A
wins the above game. If the advantage of A Pr[Awins]−
1/2 is negligible, then the IBE scheme Γ is IND-ID-CPA
secure with auxiliary input.

Definition 1. An IBE scheme is AI-CPA (auxiliary in-
put CPA) secure if it is IND-ID-CPA secure with auxiliary
input.

3 Strong Extractor with Auxiliary
Input

Definition 2. (One-way hash function family) [33]
Let How(ε) be the class of all polynomial-time computable
functions h : {0, 1}|x| → {0, 1}∗. If it satisfies that given
h(x), where x is randomly generated, no PPT algorithm
can recover x with probability greater than ε, then How(ε)
is called a one-way hash function family. Here, the func-
tion h(x) can be a composition of q functions: h(x) =
{h1(x), · · · , hq(x)}, and {h1(x), · · · , hq(x)} ∈ How(ε).

Then, we introduce the definition of strong extractor
based on one-way hash function family [33].

Definition 3. ((ε, δ)-Strong extractor with auxil-
iary input) Let SE : Zmp × Zmp → Zp, where m is
polynomial in λ. SE is called a (ε, δ)-strong extractor
with auxiliary input, if for any PPT attacker A, given
all f(x) such that x ∈ Zmp and f ∈ How(ε), we have
|Pr[A(s, f(x), SE(s,x) = 1)]−Pr[A(s, f(x), γ = 1)]| < δ,
where s ∈ Zmp , γ ∈ Zp are randomly chosen.

Let < s,x >=
∑m
i=1 sixi denote the inner product of

vector s = (s1, · · · , sm) and x = (x1, · · · , xm). From the
modified Goldreich-Leivin theorem, we can construct a
(ε, δ)-strong extractor with auxiliary input. Let’s review
the modified Goldreich-Leivin theorem [10] as follows.

Theorem 1. (Modified goldreich-leivin theorem)
Let q be a big prime, and let H be any subset of GF (q).
Let f map from Hm̄ to {0, 1}∗ be any polynomial-time
computable function. Then a vector x is uniformly ran-
dom chosen from Hm̄, and we have y = f(x). Then,
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randomly selects a vector s from GF (q)m̄, and γ is ran-
domly chosen from GF (q). If a PPT distinguisher A runs
in time t, and there exists a probability ε such that

|Pr[A(y, s, < x, s >) = 1]− Pr[A(y, s, γ) = 1]| = ε,

then there exists an inverter B who can compute x from
y in time t′ = t · poly(m̄, |H|, 1/ε) with the probability

Pr[x← Hm̄, y ← f(x) : B(y) = x] ≥ ε3

512 ·m · q2
.

We show that a (ε, ε′)-strong extractor with auxiliary
input can be constructed from inner product by using the
modified Goldreich-Leivin theorem.

Theorem 2. Let x be randomly chosen from Z
m(λ)
p where

m(λ) = poly(λ) and λ is the security parameter. Simi-

larly, we randomly choose s from Z
m(λ)
p and γ random

from Zp. Then, given f ∈ How(ε), no PPT attacker can
distinguish (s, f(x), < s,x >) from (s, f(x), γ) with prob-
ability ε′ ≥ (512m(λ)p2ε)1/3

Proof. Let H = Zp and m̄ = m(λ). We assume that there
exists an algorithm that can distinguish (s, f(x), < s,x >)
from (s, f(x), γ) with the probability ε′. According to
the modified Goldreich-Leivin theorem, there exists an
inverter B that runs in time t′ = t · poly(m(λ), p, 1/ε)

such that Pr[B(f(x)) = x] ≥ ε′3

512·m(λ)·p2 ≥ ε if ε′ ≥
(512m(λ)p2ε)1/3. It contradicts the one-way property of
f ∈ How(ε), and thus we construct a (ε, ε′)-strong extrac-
tor with auxiliary input from inner product.

4 Additively Homomorphic IBE
with Auxiliary Input

We firstly review the definition of bilinear pairing map.
Assuming that G and GT are two cyclic groups with the
prime order p, we define e : G×G→ GT be the bilinear
map as it has the following properties:

1) Bilinear: ∀g1, g2 ∈ G, a1, a2 ∈ Zp, e(g
a1
1 , ga22 ) =

e(g1, g2)a1a2 .

2) Non-degenerate: ∃g ∈ G, e(g, g) 6= 1.

3) Efficient computability: There exists an efficient al-
gorithm to compute e(g1, g2) for all g1, g2 ∈ G.

4.1 Review of an Additively Homomor-
phic IBE Scheme

In this section, we review Felix et al.’s additively homo-
morphic IBE scheme [14], which consists of four PPT al-
gorithms.

Setup(1λ): Takes a security parameter λ as in-
put, and generates the bilinear group parameters

(G,GT , g, p, e : G × G → GT ), where g is a gener-
ator of G, and G and GT are all the prime order
groups with order p. Let gt = e(g, g). Randomly
chooses x ∈ Zp and sets y = gx. Fixes a crypto-
graphic hash function H : {0, 1}∗ → G. The message
place is M = ZM ⊂ Zp with M = q(λ) < p for
some polynomial q. Then, the master public key is
mpk = (G,GT , g, gt, p, e, y,H), while the master se-
cret key is msk = x.

Extract(mpk,msk, ID): Generates the identity based
secret key as skID = H(ID)x.

Enc(mpk, ID,M): Randomly chooses r ∈ Zp and out-
puts the ciphertext as C = (gr, gMt · e(H(ID), y)r).

Dec(mpk, skID, c): Computes Mt =
gMt ·e(H(ID),y)r

e(skID,gr) and

M = loggt Mt as the discrete log of Mt on the base
of gt

2.

The additively homomorphic property of this scheme
can be described as: C ·C ′ = (gr · gr′ , gMt · e(H(ID), y)r ·
gM

′

t ·e(H(ID), y)r
′
) = (gr+r

′
, gM+M ′

t ·e(H(ID), y)r+r
′
) =

Enc(mpk, ID,M +M ′).

4.2 Construction of Additively Homo-
morphic IBE with Auxiliary Input

Our leakage resilient additively homomorphic IBE scheme
with auxiliary input can be described as follows:

Setup(1λ): Generates the bilinear group parameters
(G,GT , g, gt, p, e : G × G → GT ) as Felix et al.’s
scheme. Randomly chooses x1, · · · , xm ∈ Zp and sets
y1 = gx1 , · · · , ym = gxm . Fixes a cryptographic hash
function H : {0, 1}∗ → G. The master public key
is mpk = (G,GT , g, gt, p, e, y1, · · · , ym, H), while the
master secret key is msk = (x1, · · · , xm).

Extract(mpk,msk, ID): Generates the identity based
secret key as skID = (H(ID)x1 , · · · , H(ID)xm).

Enc(mpk, ID,M): Randomly chooses s1, · · · , sm ∈ Zp
and outputs the ciphertext as C = (gs1 , · · · , gsm , gMt ·∏m
i=1 e(H(ID), yi)

si).

Dec(mpk, skID, c): Computes Mt =
gMt ·

∏m
i=1 e(H(ID),yi)

si∏m
i=1 e(H(ID)xi ,gsi ) and M = loggt Mt as the

discrete log of Mt on the base of gt.

The correctness of decryption can be depicted as follows:

gMt ·
∏m
i=1 e(H(ID), yi)

si∏m
i=1 e(H(ID)xi , gsi)

=
gMt ·

∏m
i=1 e(H(ID), yi)

si∏m
i=1 e(H(ID), gxi)si

= gMt .

2Here M should be only polynomial size.
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The additively homomorphic property can be depicted
as follows:

C · C ′

= (gs1 · gs
′
1 , · · · , gsm · gs

′
m , gMt ·

m∏
i=1

e(H(ID), yi)
si

·gM
′

t ·
m∏
i=1

e(H(ID), yi)
s′i)

= (gs1+s′1 , · · · , gsm+s′m , gM+M ′

t ·
m∏
i=1

e(H(ID), yi)
si+s

′
i)

= Enc(mpk, ID,M +M ′)

4.3 Security Proof

Felix et al. have proved that their additive homomor-
phic IBE scheme is CPA secure under Decisional Bilinear
Diffie-Hellman (DBDH) assumption [14]. Let Π′ denote
Felix et al.’s scheme and Π denote our scheme. We prove
that the security of our scheme relies on Felix et al.’s
scheme without the random oracles as follows.

Theorem 3. If SE is a (ε, neg(λ))-strong extractor with
auxiliary input, then Π based on Π′ is AI-CPA secure with
respect to the family How(εx).

Proof. Let s denote gcd(s1, · · · , sm), s denote the vector
(s1/s, · · · , sm/s) and x denote the vector x1, · · · , xm).
SE : Zmp × Zmp → Zmp is a (ε, neg(λ))-strong extrac-
tor with auxiliary input. In Π′ scheme, the ciphertext is
gMt · e(H(ID), y)r, which implies gMt · e(H(ID), gx)r. In
our scheme Π, the ciphertext is gMt ·

∏m
i=1 e(H(ID), yi)

si ,
which can be denoted as gMt · e(H(ID), gSE(s,x))s. That
is to say, in Π scheme, the secret key x is substituted by
the strong extractor SE(s,x) with auxiliary input.

Let Game0 be the AI-CPA secure game with the
scheme Π. Game1 is the same as Game0 except that
when encrypting the challenge ciphertext, we substitute
a random number γ ∈ Zp for SE(s,x). The leakage oracle
outputs fi(x) for the both games.

Let AdvGameiA (Π) denote the advantage of an attacker
A winning in Gamei with the scheme Π. We should
prove that for any PPT attacker A, |AdvGame0A (Π) −
AdvGame1A (Π)| ≤ negl(λ). Now, we assume that

|AdvGame0A (Π) − AdvGame1A (Π)| ≥ ε which is non-
negligible.

The challenger C is given (s, f1(x), · · · , fq(x), T ) where
T is either T0 =< s,x > or T1 = γ which is a ran-
dom number in Zp. From the definition of How(εx),
no PPT attacker can recover x with the probability
greater than εx, given f1(x), · · · , fq(x). Then, the chal-
lenger C runs (mpk,msk) ← Setup(1λ) and skID ←
Extract(mpk,msk, ID), and gives mpk to the attacker
A. C can answer all the leakage queries as it has
(mpk,msk, skID). Finally, A sends two messages M0 and
M1 with the same length to C where C randomly chooses
a bit b. Then, C encrypts Mb to get the challenge cipher-
text c∗ by using T , and returns c∗ to A. Then, A outputs

its guess bit b′ to C. If b′ = b, then A wins the game;
otherwise, it loses.

Since we assume that |AdvGame0A (Π)−AdvGame1A (Π)| ≥
ε, we can get |Pr[b′ = b|T1] − |Pr[b′ = b|T1]| ≥ ε easily,
which is non-negligible. However, it contradicts the prop-
erty of strong extractor SE(s,x). Thus, no PPT attacker
can distinguish Game0 and Game1 with non-negligible
probability.

Then, we can easily find that AdvGame1A (Π) = negl(λ),
since the challenge ciphertext in Game1 involves a ran-
dom number γ not SE(s,x). Thus, the answers of leak-
age queries fi(x) in Game1 are useless, and they will not
disclose any information related to the challenge cipher-
text. Then Game1 is the same as the CPA game with
Π′. Since Π′ has been proved CPA secure, we have that
AdvGame1A (Π) is negligible. Thus, Π scheme is AI-CPA se-
cure with respect to the one way hash familyHow(εx).

5 Performance Analysis

We implement our additively homomorphic IBE scheme
with auxiliary input over a resource-limited platform,
which is the Intel Edison development platform with a
dual-core, dual-threaded Intel Atom CPU at 500 MHz and
1GB RAM, running Yocto Linux v1.6. As we all know,
many end users in big data applications are resource-
constrained, like wireless sensors and smart meters. The
Intel Edison development platform is considered as a good
choice to rapidly prototype the Internet of Things (IoT)
devices. And thus, Intel Edison development platform
can simulate the end devices in big data applications per-
fectly. We implement our scheme in C by using the pairing
based cryptography (PBC) library [19], which has been
implemented the basic arithmetic and pairing operations.
There are seven types of curves in PBC, and we choose
the fastest Type-A curves for the implementation, where
the group order is 160bits long, and the order of the base
field is 512bits long.

Paillier et al.’s additive homomorphic encryption
scheme [22] also can be modified to a leakage resilient
scheme with auxiliary input using the ε, δ)-Strong Ex-
tractor. We also implement Paillier et al.’s additive ho-
momorphic encryption scheme with auxiliary input for
comparing it with our scheme. To achieve the security
level recommended by National Institute of Standards
and Technology (NIST), we choose the length of modulus
|N | = 1024bits.

Fig 2. shows the time costs of encryption algorithm in
our scheme and Paillier’s scheme. The cost of our scheme
is a little better than Paillier’s scheme. In the experi-
ment, m doest not require to be set very large. For exam-
ple m = 10, according to the Theorem 2, the distinguish
probability is ε′ ≥ (512m(λ)p2ε)1/3, we have that p = 512,

ε ≤ 1
16010 and ε′ ≥ ( 5123·10

16010 )1/3 ≈ 1
8010 . Such probability is

very negligible, both our scheme and paillier’s scheme can
achieve leakage resilient to auxiliary input. Fig 3. shows
the time costs of decryption algorithm in our scheme and



International Journal of Network Security, Vol.23, No.1, PP.135-142, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).16) 140

Figure 1: Time cost of encryption

Figure 2: Time cost of decryption

Paillier’s scheme, which is a bit heavy for the Intel Edison
Platform. The cost of our scheme is also a little lighter
than Paillier’s scheme. In big data applications, most
of decryption works are carried out by the cloud severs.
From the experiment result, the proposed scheme may be
a good choice for the resource-constrained end users in
big data applications.

6 Conclusion

Additively homomorphic IBE scheme can be used to per-
form data aggregation on the data submitted by the end
users, without sacrificing their privacy. In this work,
we propose a leakage resilient additive homomorphic IBE
scheme with auxiliary input, for solving the problem that
the secret keys stored in end devices may leaked by side
channel attacks. In the theory of auxiliary input model,
no matter how many bits of secret keys can be acquired
by the attacker, it still cannot recover the secret keys.
We prove our scheme is AI-CPA secure under the strong
extractor with auxiliary input. The implementation and
perform analysis show that the efficiency of our scheme is
suitable for the resource-constrained end users.
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Abstract

In the era of rapid development of information, people
are spreading and sharing information all the time. These
resources bring us a lot of privacy challenges while bring-
ing us convenience. Therefore, We propose an attribute
based encryption access control scheme based on access
tree structure pruning (ATSP-ABE). The scheme mainly
prune the branch of the ID attribute of the right subtree
user managed by the Data Owner (DO) and design the
permission access attribute as the leaf node to replace the
branch. For the left subtree of the access tree managed by
the Attribute Authorization Center (AAC) the decision
tree is generated by the data of the user feature attribute
and the subtree with the best pruning performance is se-
lected as the pruning result. Finally, pruning the reduced
feature attributes in the decision tree in the access left
subtree. The experimental results show that the ATSP-
ABE scheme can improve the computational efficiency of
attribute-based access control encryption, decryption and
user attribute revocation in cloud computing. More than
that makes the access tree structure more concise and
strengthen the DO control attribute ability. Reducing
Calculation overhead in the process of encryption and de-
cryption of DO and AAC.

Keywords: Access Control; Attribute Based Encryption;
Cloud Computing; Decision Tree

1 Introduction

In this new digital era filled with vast amounts of data or
information, everyone enjoys the convenience of instant
information sharing and dissemination. More and more
user data is uploaded to third-party cloud servers for stor-
age, management or exchange [8, 10]. In order to reduce
the efficiency of user data transmission, an access con-
trol scheme is introduced in the face of privacy protection
and access threats. Access control scheme [6, 11, 19] be
used to protect personal data on public platforms from
unauthorized access or disclosure. In addition, data en-

cryption algorithms [27] are often used to prevent plat-
form operators and other attackers who are curious dur-
ing data communication from snooping. Therefore, an
efficient access control scheme must be designed accord-
ing to the requirements of the user to make the stored
data value of the shared user available to the authorized
user. Once the user’s data is outsourced to the cloud, the
user will loses Control ability of their data. Since access
control schemes are becoming more and more important.
In order to solve the data protection problem in cloud
storage, attribute-based encryption(ABE) [13] is consid-
ered one of the most promising technologies, which is from
identity-based passwords. Learning from the development
of [23], the ABE scheme performs fine-grained access con-
trol on the data stored in the cloud server by setting at-
tributes. The ABE scheme mainly consists of the fol-
lowing two types, such as Ciphertext-Policy Attribute-
Based Encryption(CP-ABE) [7, 31, 32] and Key-Policy
Attribute-Based Encryption(KP-ABE) [9, 18, 21]. Con-
sidering the frequent update of ciphertext and a large
number of users of the mobile Internet, CP-ABE is more
suitable for fine-grained data access control in cloud stor-
age scenarios.

The access structure that CP-ABE can adopt is a
linear access structure or a tree access structure. Wa-
ters et al. [26] implements a CP-ABE access control
scheme based on linear access structure to support at-
tribute revocation. Linear access structures are better
able to solve completely independent properties, but less
efficient for incompletely independent properties that ap-
pear in real-world situations. Xiong and Simoes and
Touatil et al. [24, 25, 29] use the tree access structure
to implement the CP-ABE access control scheme to sup-
port attribute revocation, which solves the problem of the
user’s incomplete independence attribute in the actual
situation. Huang et al. [22] proposes a multi-authority
revocable attribute-based encryption (MA-ABE) scheme,
which the classifification manages user attributes, to re-
lieve the management burden of single organization effec-
tively. In addition, the tree access policy and the secret
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sharing scheme are adopted to implement fine-grained ac-
cess control of shared information and support system
attribute revocation. In the attribute-based encryption-
based access control scheme in the cloud computing envi-
ronment [1,15,28], leaf nodes in the access tree represent
user attributes, and non-leaf nodes represent access poli-
cies.

The AAC determines whether the user satisfies the ac-
cess tree structure through user attributes, thereby being
able to manage and control the users who want to access
the data resources. However, all user attribute data is
managed and controlled by a third party, so DO loses the
authority to manage its shared data. Yang et al.proposed
a scheme [16] to divide the user attribute into two parts,
which are managed and controlled by AAC and DO re-
spectively, DO also has the right to manage its attributes.
However, as the number of users and attributes increases,
the workload of AAC and DO increases, resulting in re-
duced efficiency. Therefore, based on the literature [16],
this paper optimizes the structure of the access subtree
managed by AAC and DO respectively, and improve the
efficiency of user attribute management and control. By
simplifying the access tree, the computational overhead
of AAC and DO is reduced. Through the experimen-
tal results, it can be verified that the pruning of the left
subtree is constructed, the decision tree [12,20,30] is con-
structed to process the user data, and the subtree with
the maximum pruning performance can be significantly
improved. Then, the ATSP-ABE scheme proposed in
this paper can also implement the function of user at-
tribute revocation [2,3,17]. Compared with the two ABE
schemes using linear access structure [26] and tree access
structure [16], the proposed scheme greatly improves the
performance of private key generation, password text size,
encryption and decryption, and user attribute revocation
in cloud computing.

2 Our Contribution

1) An access control scheme based on access tree struc-
ture pruning in cloud computing environment is pro-
posed. It performs different pruning on the access
right subtree and access left subtree which is man-
aged by DO and AAC respectively. Accessing the
right subtree to prun the branch where the user ID
attribute node is located, and design the permission
access attribute to replace the branch with the leaf
node. This scheme allows DO to retain the key at-
tributes of its shared data, fully control its shared
data and reduce the computational overhead of DO
in the access policy.

2) Accessing the left subtree in the cloud computing en-
vironment first generates a decision tree based on the
data of the user feature attribute, which selects the
subtree with the best pruning performance as the
pruning result. Finally, accessing the left subtree will

reduce the feature attributes in the decision tree. Af-
ter pruning, the access tree is simplified. The solution
reduces the computational overhead of the AAC in
the access policy and improves the management and
control efficiency of the AAC.

3) An efficient cloud computing access control scheme
based on CP-ABE structure is proposed. Users
can decrypt ciphertext and attributes with a small
amount of calculation. In our scheme, it can be
achieved by pruning, which only a small amount of
computational overhead is required. The effective-
ness of the scheme is demonstrated by comparison
with other schemes in terms of computational com-
plexity and communication overhead.

2.1 System Model

In the architecture of ATSP-ABE scheme, there are four
entities (see Figure 1): Data Owner (DO), Data User
(DU), Platform Server (PS), and Attribute Authentica-
tion Center (AAC). The DO uploads the algorithm en-
crypted file to the PS, and the security of the file is guar-
anteed by the access control and decryption process. PS
and AAC always stay online, assuming it has infinite stor-
age and computing power to ensure that DU download
and decrypt these files from PS. AAC is responsible for
the distribution and revocation of attributes, then the at-
tributes of the user are jointly controlled by AAC and
DO. AAC is responsible for managing the user’s feature
attributes, which is a set of attributes describe the DU.
We assume that DO not only stores data files, but also
creates a set of attribute-defined access policies for its
data files.

The complexity of the ATSP-ABE algorithm in the
cloud environment is proportional to the complexity of
the structure of its corresponding access tree. Therefore,
the algorithm delivers a lot of mixed content instead of
the core algorithm to the PS in the implementation pro-
cess. Most of the attributes of the DU are managed and
controlled by AAC. The DO still retains its key attributes
and shared data calculations, maintains its original secu-
rity, the security level and the locally calculated security
level in the original CP-ABE scheme remain unchanged.
During the encryption and decryption operations, the PS
has access to most of the keys in the tree structure but not
all keys. In the process of decrypting the calculation, the
bilinear pair in the ciphertext and key generation spend a
lot of calculations in the system, so we safely pass this part
of the operation to the PS. The last step of the decryp-
tion operation is performed by the data user DU itself,
and the data sharing resources will not leak to the PS.

3 Detailed Description

The traditional CP-ABE access control scheme mainly
uses the access tree as the access policy. The complexity
of the access tree determines the efficiency of DO and
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Figure 1: The proposed system model

AAC access control for user attributes. Therefore, the
access control scheme is designed for pruning the access
tree structure in this paper, which simplifies the access
tree and reduces the complexity. The access tree structure
is divided into accessing the left subtree TA and accessing
the right subtree TID, which contain different attributes.
The former contains the feature attributes of the DU, and
the latter contains the ID attributes of the DU. Therefore,
our proposed ATSP-ABE scheme prunes the two subtrees
of these schemes separately.

3.1 The Pruning of the Access Right Sub-
tree

The Figure 2 depicts the access tree structure of the CP-
ABE scheme in literature [16], and {A1, A2, ..., Ay} repre-
senting a user’s feature attribute set. {ID1, ID2, ..., IDn}
representing the user’s ID attribute collection. The access
tree T is a binary tree with access to the left subtree TA
and access to the right subtree TID. The feature attribute
in the access left subtree is managed by AAC, and the
user ID attribute in the access right subtree is controlled
by DO. The root node of the access tree is an ”AND”
node, which indicates that the user attribute must satisfy
both the access left subtree and the right subtreeto satisfy
the access policy. Accessing the right subtree contains an
”OR” node whose leaf nodes are related to the user ID at-
tribute. In this access tree structure, although most user
attributes are managed and controlled by AAC.

The ID attribute of many users managed by DO still
affects the efficiency of user attributes and key control.
Therefore, in order to make the data access more conve-
nient and faster, this paper designs the structure of ac-
cessing the right subtree to reduce the computational cost
of access control during encryption and decryption. Ex-
periments show that the pruning result of accessing the
right subtree is shown in Figure 3. The structure is sim-
plified and the computational overhead is reduced, and
attribute revocation can be implemented more efficiently.
The branch accessing the right subtree in the CP-ABE
scheme is an ”OR” node and n ID attribute nodes. Each
attribute node will be assigned a separate user, which will
cause a burden on the key calculation. When the algo-
rithm needs to determine the access tree structure, the

Figure 2: The access tree structure of the CP-ABE

Figure 3: The access tree structure of the ASTP-ABE
scheme

”OR” node is used as the root node in the right subtree
to prun the branch, including its n ID attribute nodes
and is designed to access the license access attribute of
the right subtree to replace the branch. The changed ac-
cess to the right subtree allows the security of encryption
and decryption to be guaranteed, since the last step of
the decryption operation is performed by the data user
DU itmself. Permission access properties are constantly
updated to ensure the security of shared data. At the
same time, the pruning of the access tree also reduces the
computational cost of encryption and decryption. It en-
ables users to access the data they need more effectively
and to share data easily.

3.2 The Pruning of the Access Left Sub-
tree

The AAC manages and controls many feature attributes
of DU. Because of the overlapping feature attributes
among DUs, AAC performs many tasks to repeatedly de-
termine feature attributes which increases the workload of
AAC. Therefore, we use the decision tree [14] to classify
user data, we can divide user data into different cate-
gories. Depending on the category of the DU, users can
be granted different permissions. In this way, AAC no
longer needs to perform access control defined by one DU
after another. Instead, it firstly determines the classifi-
cation of DU data and then performs access control de-
fined by the attributes of the data classification which
effectively reduces the efficiency and computational over-
head of AAC management and controls the attributes.
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We have adopted the idea of reducing the error pruning
method (REP) [4,20]. It uses a separate data set to make
up for the ERP of the pruning process, which not only
considers the accuracy of the classification but also con-
siders the performance of both the classification balance
and the complexity. In the case of ensuring the accuracy
of the algorithm, the decision tree is simplified and the
computational complexity of the access tree structure is
reduced. In Table 1, we list the symbols used in ATSP-
ABE:

1) Accuracy of classification. It mainly reflects the clas-
sification accuracy of decision trees, defined as:

m(T ′) =
1

Q′

∑
i∈Y

b(i)′.

We use it to calculate the classification accuracy of
the decision tree, which is given by the ratio of the
sum of the correct number of users per node to the
sum of the number of users in the pruning set. If the
classification accuracy of the decision tree is greater,
the accuracy of the decision tree will higher.

2) The balance of classification. It mainly reflects the
classification balance of the decision tree, defined as:

r(T ′) =
1

Q′

∑
i∈ω

q(i)′r(i).

Where r(i) is the classification accuracy of the node
and can be calculated as:

r(i) =

{
m(i)′

m(i) m(i)′ < m(i)
m(i)
m(i)′ m(i)′ > m(i)

m(i) and m(i)′ in the above formula are mainly cal-
culated by the pruning set and the training set, and
can be defined as:

m(i)′ =
b(i)′

q(i)′

m(i) =
b(i)

q(i)

Therefore, the larger the classification balance value
of the decision tree, the higher the classification sta-
bility of the entire decision tree.

3) Complexity. If the decision tree is too complex, the
number of users arriving at certain nodes will be re-
duced, making the decision tree unable to process
its user set. In order to ensure the accuracy of clas-
sification and the performance of classification, the
complexity of the decision tree should be reduced as
much as possible. The combination of leaf nodes and
depths of the decision tree can be represented by t.
Among t = ω + υ its complexity can be defined as

follows:

f(t) =


0 t < 4 or t > 35
t+10
20 4 ≤ t ≤ 10

44−t
40 20 ≥ t > 10

50−t
30 35 ≥ t > 20

In summary, the classification between the number of leaf
nodes and the depth of the tree in the decision tree is
best. When the range of t is t < 4 or t > 35, it is a very
unfavorable situation. This paper proposes to use the
pruning performance to evaluate the performance of the
decision tree, as can be defined as follows:

P (T ′) = x1m(T ′) + x2r(T
′) + x3f(T ′).

In the above formula x1, x2, x3 represents the classifi-
cation accuracy, classification balance, and complexity
ratio of the decision tree, at the same time, satisfies
x1+x2+x3 = 1. In short, we allocate the ratio of the three
performances evenly, and can also be based on different
actualities. In the case of the proportion of each perfor-
mance is assigned. During the pruning process, the prun-
ing performance of each candidate subtree is compared,
the pruning tree with the highest pruning performance is
selected to ensure the optimal pruning performance of the
decision tree.

3.3 The Detailed Trimming Process

1) From the bottom up, each subtree in the decision tree
is a candidate subtree of the pruning, the subtree is
replaced by the leaf node, and the node is identified
by the category represented at most instances, reach-
ing the leaf node in the training set. It generates
a set of pruned subtrees {T ′0, T ′1, ..., T ′i} representing
the decision trees that T ′0 have not been pruned.

2) Based on the categorical data of the trained set and
the data of the pruned set of the original decision
tree, we calculated the pruning performance P (T ′i )
of each pruned subtree T ′i .

3) In the candidate subtree set {T ′0, T ′1, ..., T ′i}, the al-
gorithm compares the pruning performance P (T ′i )
of each candidate subtree and selects the tree with
the highest pruning performance as the final decision
tree.

4) The pruning of the decision tree subtree corresponds
to the pruning of the feature attributes, and the re-
duction of each subtree corresponds to the reduction
of the determined feature attributes. Finally, the al-
gorithm prunes the reduced characteristic attributes
of the decision tree on the access tree structure.

5) By separately pruning the left and right subtrees of
the access tree, the access tree structure is simpli-
fied, the computational overhead of DO and AAC
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Table 1: Notations for ATSP-ABE

m(T ′) the taxonomy veracity of the decision tree T ′.
r(T ′) the taxonomy balance of the decision tree T ′.
f(T ′) the complexity of the decision tree T ′.
r(i) the taxonomy balance of the node i.
m(i)′ the taxonomy veracity of the node i in the pruned set.
m(i) the taxonomy veracity of the node i in the trained set.
Q′ the users number in the pruned set.
Q the users number in the trained set.
q(i)′ the users number of the node i in the pruned set.
q(i) the users number of the node i in the trained set.
b(i)′ the users number belongs to the node i in the pruned set.
b(i) the users number belongs to the node i in the trained set.
ω the number of the leaf node in the decision tree.
υ the depth of the decision tree T ′.
i the i-th node of the decision tree.

management and control attributes is realized. Im-
prove the efficiency of its property management and
control.

4 The ATSP-ABE Algorithm

The mathematical basis of the ATSP-ABE algorithm is
bilinear mapping. Let q be a large prime number, G1 and
G2 be two multiplicative cyclic groups of order q, p is the
generator of G1, and e : G1 ∗G1 → G2 is a bilinear map.
It has the following properties:

• The Bilinear. For any P,Q,R ∈ G1 and a, b ∈ Zq,
there are:

e(P ·Q,R) = e(P,R)e(Q,R)

e(P a, Qb) = e(abP,Q) = e(P, abQ) = e(P,Q)ab

• The Non Degeneracy. There is P,Q ∈ G1 that makes
e(P,Q) 6= 1, among them, 1 is the generator of the
multiplicative cycle group G2.

• The Computability. For all P,Q ∈ G1, there is a
valid algorithm for the calculation of e(P,Q).

The ATSP-ABE algorithm consists of four parts. They
are system settings, encryption algorithms, user private
key generation and decryption algorithms, described as
follows:

System setting. The algorithm selects a bilinear multi-
plicative cyclic group G1 with a prime order q and a
generator p. Let e : G1 ∗G1 → G2 represents a bilin-
ear map. The AAC selects two random parameters
a1, b1 ∈ Zq, and generates the first master key as:

MK1 = {b1, pa1}.

The first public key is as:

PK1 = {G1, p, η1 = pb1 , e(p, p)a1}.

The DO selects two random parameters a2, b2 ∈ Zq,
and generates the second master key as:

MK2 = {b2, pa2}.

The second public key is as:

PK2 = {G1, p, η2 = pb2 , e(p, p)a2}.

The system setting also selects a random parameter
ε0 ∈ Zq for later use.

Encryption algorithm. In the case of access tree struc-
ture, ATSP-ABE algorithm encrypts information M .
Select two random parameters µ1, µ2 ∈ Zq and select
two polynomials gL(x), gR(x) to represent access the
left subtree and the right subtree respectively. Sup-
pose that the leaf node set of accessing the left sub-
tree is W , which Aλ is the permission access attribute
node for accessing the right subtree. The att(w) is a
function of the attribute that w is a leaf node and is
associated with a leaf node X in the access tree. The
algorithm uses a hash function H : {0, 1}∗ → G1,
and describes any attribute on a bilinear map as a
binary string of random elements. The access tree
generates the ciphertext as:

CT ={TL, C̃ = Me(p, p)a1,µ1e(p, p)a2,µ2 ,

C1 = ηµ1

1 , C2 = ηµ2

2 ,

∀w ∈W : Cw = pgw(0) , C ′w = H(att(w))gw(0) ,

∀λ ∈ Aλ : Cλ = pµ2 , C ′λ = H(att(w))µ2}.

User private key generation. Including the private
key of the feature attribute and the private key of
the license attribute, respectively calculated as fol-
lows: The AAC algorithm inputs the attribute set Au
of the user u, and generate a key for the attribute set.
The algorithm selects a random number ε ∈ Zq and
εj ∈ Zq and selects the random number j ∈ Au for
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the feature attribute. The feature attribute private
key is as follows:

SK1 ={D1 = P (a1+ε)/b1 ,

∀j ∈ Au : Dj = pε ×H(j)εj , D′j = pεj}.

The data owner DO’s algorithm enters the user’s per-
mission access attribute and outputs the private key
of the license access attribute. The algorithm selects
a random number ε0 ∈ Zq and ελ ∈ Zq for the user.
The private key of the license access attribute is as
follows:

SK2 ={D2 = P (a2+ε0)/b2 ,

Dλ = pε0 ×H(att(λ))ελ , D′λ = pελ}.

It then executes the above two-part algorithm, and
generates the user private key as:

SK = (SK1, SK2).

Decryption algorithm. Including decryption access to
the left subtree and the right subtree. The first part
is the decryption process of accessing the left sub-
tree, which is the same as the CP-ABE algorithm
and represtents by A1.

A1 = DecryptNode(CT, SK1, w)

= e(p, p)εµ1 .

M1 = Decrypt(CT, SK1)

= C̃/(e(C1, D1)/A1)

= C̃/e(p, p)a1,µ1

= Me(p, p)a2,µ2 .

The second part is the decryption process of accessing the
right subtree and represtents by A2. Finally we can get
the ciphertext shown as below:

A2 = DecryptNode(CT, SK2, λ)

=
e(Dλ, Cλ)

e(D′λ, C
′
λ)

=
e(pε0 ×H(att(λ))ελ , pµ2)

e(pελ , H(att(λ))µ2)

= e(p, p)ε0,µ2 .

M2 = M1/(e(C1, D2)/A2)

= M1/e(p, p)
a1,µ2

= M.

5 Security Proof

The security analysis is mainly composed of the following
four aspects: full control of shared data, prevention of
user key leakage, untrusted third party organizations, and
data confidentiality analysis.

Full control of shared data: With the help of the li-
cense access properties, the data owner DO can fully
manage their data resources. The branch in the right
subtree in the CP-ABE scheme is the OR node and
its n ID attribute nodes, which are assigned to each
user and easily burden the key calculation. When the
algorithm needs to determine the access tree struc-
ture, branches with the ”OR” node as the root node
in the right subtree, including its n ID attribute
nodes, are pruned, and the branch is designed for
the right subtree design permission access attribute.
This can not only meet the data owner DO control
shared data requirements, but also reduce the com-
putational overhead and improve the efficiency of the
ATSP-ABE access control scheme.

Preventing user key abuse: This problem is solved by
means of user private key separation, and the data
owner DO can immediately suspend any user shar-
ing data. The data owner DO still controls the final
step of decrypting the ciphertext. The license access
attribute is continuously updated to ensure the se-
curity of shared data. At the same time, access tree
pruning also reduces the computational overhead of
encryption and decryption, enabling users to access
required data more efficiently and quickly, and easy
to implement data sharing.

untrusted third party organizations: The data
owner DO can entrust a semi-trusted organization
to complete the revocation task. The data owner
DO personal information is based on the proxy
re-encryption method and is transparent to the
organization’s transmission. The user attribute
undo operation may revoke one or more attributes
owned by the user without affecting the current
attributes of other users. The revocation will cause
a large number of key update operations, and the
user and ciphertext encrypted with the expired
public key need to be updated. This paper uses the
platform server PS or other service system to solve
the problem. When the user attribute revocation
occurs, the attribute authorization center AAC
passes the information to the platform server PS to
directly revoke the user attribute. When the user
wants to access the encrypted data, the platform
server PS firstly checks the attributes of the user. If
the platform server PS determines that the user’s
attribute does not satisfy the access policy, the user
will not be assigned an encrypted data key.

Data confidentiality: The data confidentiality is ana-
lyzed by the following scheme, which proves that the
scheme satisfies the indiscernibility of the message
under the assumption of DBDH. The mathematical
basis of the security analysis is the Decision Bilinear
key exchange algorithm DBDH [5](Decisional Bilin-
ear Diffie-Hellman) hypothesis. It is assumed that
α, β, γ, z ∈ Zq is uniformly selected and G1 is a group
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whose prime order q and the generator element is
p. The DBDH assumption means that an attacker
cannot distinguish tuples (pα, pβ , pγ , e(p, p)αβγ) and
(pα, pβ , pγ , e(p, p)z) in a polynomial time with a non-
negligible advantage.

Theorem 1. Under the security model of DBDH hypoth-
esis, if an attacker can destroy the model of the algorithm
with a non-negligible advantage, and then we can con-
struct a simulator to solve the DBDH problem.

Proof. Suppose that attacker I can attack the algorithm’s
model in a polynomial time with a non-negligible advan-
tage ε. We set up a simulator E, which can perform the
DBDH match with the advantage ε/2. The simulator E
is set to:G1, G2 is a valid bilinear map e with generator p
and DBDH instance (pα, pβ , pγ , e(p, p)z), where Z = αβγ
or random. The simulator operates as follows:

1) Initialization: Attacker I selects a challenged access
structure T ∗ and sends it to Simulator E.

2) Setting: Simulator E sets the parameter Y =
e(A,B) = e(p, p)αβ to select the random parame-
ter δ ∈ Zq and sets the parameter η = pδ, ϕ = p1/δ .
Send public parameters to attacker I.

3) Search 1: The private key that the attacker I re-
quested from the simulator E to set the attribute.

wi = {αi|αi ∈ Ω ∩ αi /∈ T ∗ ∪ Uλ}.

Simulator E selects a random function Fsk for the at-
tribute authorization center AAC, It sets the param-
eters yk,u = Fsk(λ), Where λ is the user permission
access attribute. Selecting parameter r, sk ∈ Zq, set-
ting parameter D = p(yk+yk,u+r)/δ. If attribute αi ∈
wi, it sets parameters Dαi = prH(αi)

rαi , D′αi = prαi ,
and sends the private key to attacker I.

4) Challenge: Attacker I submits a challenge attribute
and two challenge messages M0,M1 to Simulator E.
We assume that attacker I never asks for the pri-
vate key in the Search 1 setting. The simulator E
randomly selects β ∈ {0, 1}, and encrypts the infor-
mation as:

Mβ : CT =(T ∗, C̃ = MβZ,C = ηα,

∀i ∈ T ∗ : Ci = pαi , C ′i = H(i)αi).

According to the encryption algorithm in the ATSP
scheme, we set the root node τ for the challenge ac-
cess tree T ∗. The simulator E sends ciphertext to the
attacker I. If Z = e(p, p)αβγ , we implicitly set τ = c,
that is Y τ = Z = e(p, p)αβγ and C = ηc, Ci = pci . It
shows that the ciphertext is a valid random encryp-
tion of the information M . Otherwise, if Z = e(p, p)z

for a random z, C̃ = Mβe(p, p)
z. From the perspec-

tive of the attacker I, CT is a random element of G2,
and the ciphertext does not contain information Mβ .

5) Search 2. It performs the same operation as Search
1.

6) Conjecture. The attacker I submits β′ of the guess β.
If β = β′, the simulator E will output 0, indicating
Z = e(p, p)αβγ , otherwise the simulator will output 1
to indicate that the attacker I has not obtained any
information of the encrypted Mβ .

• If β′ 6= β, then there is

Pr[β
′ 6= β|Z = (p, p)z] = 1/2.

• If β′ = β, we define the advantage of the attacker I
as ε, and there is

Pr[β
′ = β|Z = (p, p)αβγ ] = 1/2.

• Therefore, the advantage of the simulator E in the
DBDH match is

Adv = Pr[β
′ = β]− 1/2

= 1/2 · (Pr[β′ = β|Z = (p, p)αβγ ]

+ Pr[β
′ = β|Z = (p, p)z])− 1/2

= ε/2.

Only when the attribute settings satisfy the access policy,
the user can decrypt and get the encrypted information of
the scheme. The ATSP-ABE model is proved to be safe
by DBDH hypothesis theory.

6 Results and Discussion

6.1 Analysis of the Pruning Results of
the Access Tree

The ATSP-ABE scheme by using the pairing-based cryp-
tography PBC (Pairing-Based Cryptography) library ver-
sion 0.4.18. The experiment in this paper was carried out
by using a PC with a dual-core 3.1GHz, Intel Core i7-
6500U CPU, 16GB RAM, and 64-bit Win10 operating
system. The experimental data set of this paper is the
blood transfusion service center data set in the UCI ma-
chine learning database. The data set is moderately sized,
and the access tree is not overly complex, facilitating
pruning and is suitable for simple and intuitive descrip-
tions. The blood service center has 748 user data, includ-
ing 5 attributes. The category attribute is category, and
the remaining attributes are represented by A1, A2, A3,
A4 respectively. Their meanings are as follows:Category
indicates whether blood was donated in March 2007. A1

indicates the number of months since the last donation.
A2 indicates the total amount of donations. A3 indicates
the total number of months of blood donation. A4 indi-
cates the total amount of blood donation (c.c.).
In this paper, the independent pruning dataset is used
to randomly extract the user data, and 60.70% of the
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Figure 4: Training data set classification

Figure 5: Pruning data set classification

users are selected as the training dataset, and the remain-
ing 39.30% of the users are used as the pruning dataset.
The decision tree generated by the user’s feature attribute
data is shown in Figure 4 and Figure 5. Figure 4 shows
the classification of the training set, and Figure 5 shows
the classification of the pruning set. Since the decision
tree selected in this paper is not complicated, the sum of
the leaf nodes and the depth of the tree is less than 10,
which can reduce the proportion of the complexity of the
decision tree when calculating the pruning performance.
This paper adjusts the weight distribution to 45% 45%
and 10%. The pruning performance is calculated as fol-
lows:

P (T ′) = 0.45m(T ′) + 0.45r(T ′) + 0.1f(T ′).

The nodes in the decision tree are represented as Nt(t =
0, 1, 2, ..., n). The pruning performance of the subtree
formed after removing the node Ni from the decision tree
is expressed as P (T ′Ni). The classification accuracy of
the nodes i on the pruning set and the training set can
be obtained and as shown in Table I, and Table II shows
the leaf nodes, classification accuracy m(T ′), classification
balance r(T ′), tree complexity f(T ′) and corresponding
pruning performance P (T ′) of candidate subtrees.

The algorithm uses these seven subtrees as candidate
pruning subtrees and compares their pruning performance
in bottom-up order. The candidate subtree has the best
pruning performance, and the subtree is used as the fi-
nal decision tree. The algorithm first prunes the branch
from the original decision tree with node N5 and replaces
it with a leaf node.The pruning branch N1 of the node
is then replaced with a leaf node. The decision tree ob-
tained using the REP pruning method is shown in Fig-
ure 6. The pruning performance method used in the pa-
per obtains the decision tree after pruning, as shown in
Figure 7. Compared to Figures 6 and 7, the decision
tree generated by the pruning performance method used
herein reduces the two leaf nodes compared to the REP
pruning method. Reduce the size and complexity of the
tree, making the structure of the access tree more con-
cise and understandable.As shown in Table 4, the prun-
ing performance method was 11.21% higher than the REP
pruning method in the classification accuracy rate of cat-
egory 1. While improving the classification accuracy, the
goal of the access tree structure is more concise and the
computational complexity is reduced.
The access left subtree TA is composed of user feature at-
tributes and is managed and controlled by the attribute
authorization center AAC. The access right subtree TID
consists of the attributes of the user data, and the last
step of decryption is controlled by the data owner. In
order to select the donors in March 2007 from the user
data set and grant them special permissions, the access
tree structure constructed using the CP-ABE algorithm is
shown in Figure 8. The access tree structure expression
is as follows: (”A1 ≤ 6.5”AND”A2 > 4.5”AND”A3 ≤
45.5”AND”A4”)AND(”ID1”OR”ID2”OR...”ID748”).
Firstly, it is necessary to determine whether the feature
attribute of the user satisfies the access to the left sub-
tree. If the feature attribute of the user satisfies (”A1 ≤
6.5”AND”A2 > 4.5”AND”A3 ≤ 45.5”AND”A4”) the
four attributes at the same time, the user feature at-
tribute satisfies the left subtree. It is necessary to
determine whether the user ID attribute is satisfied
(”ID1”OR”ID2”OR...”ID748”). If the user ID attribute
satisfies any one of them, the user’s ID attribute satis-
fies the right subtree. When the user’s attributes sat-
isfy the left and right subtrees successively, the user can
be granted special permissions. If the user attribute at-
tribute is not satisfied, it is not necessary to judge the ID
attribute, determine that the user does not satisfy the ac-
cess structure, cannot access the data resource, and does
not assign special rights to the user. If the user already
has the special right, the user is revoked special permis-
sion. If the user feature attribute is satisfied TA but not
satisfied TID, the user still cannot access the data re-
source and cannot assign the user special permission. Be-
cause the DO controls the final step of decryption, the
data owner DO can control their data resources.
The access tree constructed using the ATSP-ABE algo-
rithm is shown in Figure 9. In the access structure of
the CP-ABE algorithm, TA is improved to TL, and TID
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Table 2: The taxonomy veracity of the node i on the pruned and trained set

Node N0 N1 N2 N3 N4 N5 N6 N7 N8

m(i) 73.81% 87.95% 55.47% 85.37% 90.48% 64.62% 76.19% 55.88% 87.10%

m(i)′ 77.75% 90.23% 66.53% 100.00% 83.06% 60.00% 73.68% 75.47% 51.39%

Table 3: The Performance of the candidate subtree

Candidate Subtree Leaf Node m(T ′) r(T ′) f(T ′) P (T ′)

T ′m N3N4N6N7N8 81.61% 85.51% 100.00% 85.20%

T ′N5
N3N4N5N6 80.25% 91.26% 90.00% 86.18%

T ′N1
N1N6N7N8 65.29% 90.52% 90.00% 79.11%

T ′N5N1
N1N5N6 80.28% 96.31% 80.00% 87.47%

T ′N5N2
N2N3N4 73.80% 86.31% 80.00% 80.05%

T ′N5N2N1
N1N2 73.80% 91.32% 70.00% 81.30%

T ′N5N2N1N0
N0 73.81% 94.93% 0.00% 75.93%

Figure 6: The REP pruned method

is improved to TR. In the left subtree of the CP-ABE
access structure. The decision tree is used to classify
users, which improves the complexity of managing user
attributes one by one. The pruning performance is pro-
posed, and some feature attributes in the access tree are
pruned to make the access tree The structure is more
concise. Finally, the access tree structure prunes the two
feature attributes A3 ≤ 45.5 and reducing the number of
leaf nodes accessing the left subtree. Accessing the right
subtree prune all of the user’s 748 ID attribute nodes, re-
placing them with the permission access attribute node.
The data owner controls the final step of decrypting the
data, therefore, the access tree structure is made more
concisely without affecting the performance of the algo-
rithm, and reduced the computational complexity of the
algorithm.

Figure 7: The pruned performance method

Figure 8: Transfusion user data set of CP-ABE access
tree structure

Figure 9: Transfusion user data set of ATSP-ABE access
tree structure
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Table 4: Classification accuracy of decision trees after pruning

Correct quantity Number of errors Accuracy(%)

Pruning Category 0 265 23 91.76

performance Category 1 42 92 31.35

method total 307 115 72.75

REP Category 0 284 4 98.60

Pruning Category 1 27 107 20.14

Method total 311 111 73.69

6.2 Performance and Experimental Anal-
ysis

The performance of the ATSP-ABE scheme and the two
typical ABE attribute schemes are compared in terms of
system settings, private key generation, ciphertext size,
attribute revocation, encryption and decryption, as shown
in Table 5. Where n represents the number of system at-
tributes, L∗ represents the bit length of the element in ∗,
Au represents the number of attributes associated with
the user, Ac represents the number of attributes associ-
ated with the ciphertext, AID represents the number of
attributes associated with the user ID, and Nu represents
the number of attributes. The number m is the size of
the decryption key. The next step is to analyze the setup
phase, user private key generation phase, ciphertext size,
encryption and decryption algorithms phase.

Setup phase. DO defines the underlying bilinear map
and generates the master key MK and the public key
PK. The computational overhead of the ATSP-ABE
system setup is less than the n-order multiplication
of the bilinear group G1, generating a master key
MK requires a power operation. Generating a pub-
lic key PK requires a power operation and a bilinear
pair operation. The attribute authorization center
AAC and the data owner DO each need to generate
a pair of master key and public key, so the system set-
ting phase requires a total of two power operations
and two bilinear pair operations, wherein the bilin-
ear pair is undoubtedly consuming the most time.
The calculation overhead of the system setting of the
ATSP-ABE scheme is the same as that proposed by
Yang et al. [16].

Private key generation phase. The private key gen-
eration includes two parts: the feature attribute pri-
vate key generation and the permission access at-
tribute private key generation. The computational
cost of this operation is the 2(Au + 1)-order multi-
plication of bilinear groups G1. Generating a pri-
vate key requires four power operations, one hash
operation and one multiplication operation. The pri-
vate key SK needs to be generated separately for
the feature attribute and the permission access at-
tribute, so the private key generation requires a total

of eight power operations, two hash operations and
two Submultiplication operation. The impact of the
access tree structure of the ATSP-ABE scheme on
the private key generation is to access the leaf node
pruning part in the left subtree and the part that ac-
cesses the user permission attribute in the right sub-
tree to generate the private key. Through the ATSP-
ABE pruning method, the access to the left subtree
prunes off some of the feature attribute nodes, so
the attribute attribute managed by the attribute au-
thorization center AAC is reduced so that the user
private key generated by the attribute authorization
center AAC is reduced. Accessing in the right sub-
tree Did becomes Dλ, and D′id becomes D′λ, so the
calculation overhead of the user license attribute gen-
erating private key portion is reduced, thereby reduc-
ing the calculation overhead of the overall private key
generation.

Ciphertext size. The ciphertext consists of a access
tree, a header file, and a message body. The header
file for each data consists of a collection of attributes
consisting of 2(Au+1) elements of G1. Generating ci-
phertext requires two multiplication operations, two
bilinear pair operations, two hash operations, and
eight power operations. Due to the pruning process
of the access tree structure, Cid in the information
body becomes Cλ, and C ′id becomes C ′λ which re-
duces the computational overhead of the process of
generating the information subject in the ciphertext,
and is simplified after accessing the pruning process
of the left subtree structure.Reducing the computa-
tional overhead of the entire ciphertext generation
process.The summary analysis can be concluded that
the computational overhead of generating the cipher-
text size of the ATSP-ABE scheme is reduced by
(nAc−2Au−1)LG1

+LG2
compared to the computa-

tional overhead of Yang et al. [16], and the computa-
tional overhead is reduced by compared to Water et
al. [26].

User attribute revocation phase. User attribute re-
vocation includes re-generation and private key of
all users, as well as ciphertext update operations.
Among them, the user attribute revocation requires
a thirteenth power operation, three bilinear pair op-
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Table 5: Analysis and comparison of ATSP-ABE and two attribute encryption ABE schemes

Mechanism Waters et al. [26] Yang et al. [16] ATSP-ABE

Structure Linearity Tree Pruned tree

Complexity hypothesis Group model DBDH DBDH

Revocation category System attribute revocation, User revocation, User attribute revocation

System settings 3LG1
+ LG2

nLG1
nLG1

Private key generation (1 + n+Au)LG1
2(Au +AID)LG1

2(Au + 1)LG1

Ciphertext size (1 + nAc)LG1 + LG2 2(Au +AID)LG1 2(Au + 1)LG1

Attribute revocation (1 + 3nAc)LG1
+ 2LG2

2Nu(Au + AID)LG1
+

nLG2

2Nu(Au + 1)LG1
+ nLG2

Encryption (1 + 3nAc)LG1
+ 2LG2

(n+m+ 1)LG1
+ 2LG2

(n+ 1)LG1
+ 2LG2

Decryption (1 + n + Ac)Le + (3Ac −
1)LG1

+ 3LG2

2Le + (m+ 1)LG1
+ 2LG2

2Le + 2LG2

Advantage The proxy re-encryption
technology.

The fine-grained access
control.

The DO can fully con-
trol the shared data,
achieve the fine-grained
access control, and owns
high DO management
attributes.

Disadvantage No proof of the security
under standard complex-
ity assumptions, the third
party and the AAC need
to remain online.

The third party and the
AAC need to remain on-
line, the DO management
attributes are not efficient.

The third party and the
AAC need to remain on-
line.

erations, three hash operations and three multipli-
cation operations. Due to the ATSP-ABE pruning
process on the access tree structure, the computa-
tional overhead of the system setup phase, the private
key generation phase and the ciphertext size phase
is reduced, so the computational overhead in the
user property revocation process is also inevitable.
The analysis shows that the computational overhead
of the user attribute revocation of the ATSP-ABE
scheme is reduced by 2NuAIDLG1

compared to the
computational overhead of Water et al. [26].

Encryption and decryption phase. When the infor-
mation M needs to be encrypted under the condition
of accessing the tree, the ciphertext CT is decrypted.
The decryption operation includes two operations of
accessing the left subtree and accessing the right sub-
tree.The decryption algorithm for accessing the left
subtree requires five bilinear pair operations, three
multiplication operations, and two power operations.
The decryption algorithm for accessing the right sub-
tree requires two bilinear pair operations, five power
operations, one multiplication operation, and two
hash operations. Therefore, the total decryption al-
gorithm requires a total of seven bilinear pair oper-
ations, four multiplication operations, seven power
operations, and two hash operations. The ATSP-
ABE scheme changes the access tree structure by

pruning the access tree, reduces the complexity of
the tree access structure, and reduces the compu-
tational overhead of accessing the right subtree en-
cryption and decryption process. The ID-based key
creation time is approximately 14-18ms. Accessing
the right subtree during the encryption and decryp-
tion process eliminates the creation time of the user
ID attribute, thereby reducing the computational
overhead of encryption and decryption. Perform-
ing the comprehensive coefficient pruning method for
accessing the left subtree reduces the subtree leaf
node set W, reduces the size of the ciphertext gen-
erated during the encryption process, and reduces
the computational overhead when decrypting the ci-
phertext.The computational overhead of the encryp-
tion operation of the ATSP-ABE scheme is reduced
by n(3Ac− 1)LG1 compared to the scheme proposed
by Waters et al. [16], and the scheme proposed by
Yang et al. [26] is reduced by mLG1

. Similarly, the
computational overhead of the decryption operation
of the ATSP-ABE scheme is reduced by (n + Ac −
1)Le + (3Ac − m − 2)LG1 + LG2 compared to the
scheme proposed by Waters et al. [16] which reduces
the compared to the scheme proposed by Yang et
al. [26], compared to the two classic ABE schemes,
ATSP-ABE scheme takes less time to execute, reduc-
ing the computational overhead of 2AIDLG1

size in
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total, which is quite feasible for practical implemen-
tation.

This paper compares the three access structures of linear
tree and pruning trees. Compare the ATSP-ABE algo-
rithm with two typical ABE algorithms at the same secu-
rity level and the same environment, and give quantitative
conclusions. As shown in the experimental results in Ta-
ble 6, when n = 3, our decryption algorithm execution
time is one-fifth of Waters et al. [16], which is one-half of
the text Yang et al. [26].The complexity of the access tree
structure largely affects the computational overhead in
the ABE algorithm. The encryption and decryption time
of the algorithm depends to a large extent on the specific
access structure and the set of attributes involved.

7 Conclusion

This paper proposes an access control scheme ASTP-ABE
for cloud computing, which is based on CP-ABE to reduce
access control policy access tree structure. Access the
right subtree to prun the branch of the user ID attribute
and design the permission access attribute to replace this
branch with a leaf node. Accessing the left subtree gen-
erates a decision tree through the data of the user feature
attribute. The algorithm selects the optimal pruning sub-
tree as the result of pruning, and finally prunes the feature
attributes in the left subtree, which are simplified in the
decision tree. Simplify the pruned access tree structure
and improve the efficiency of DO and AAC management
and control attributes in the access policy.
In the environment of cloud computing, our solution can
achieve complete control of shared data, with the help of
permission access properties, DO can fully manage their
data resources. Secondly, DO still controls the last step of
decrypting ciphertext. In the cloud computing scenario, it
can ensure that user key abuse is prevented.To solve this
problem, DO can immediately terminate any user sharing
data by means of user private key separation. Nextly, un-
trusted third-party DO can entrust semi-trusted organi-
zation to complete revocation task. DO’s personal infor-
mation is based on proxy re-encrypted method, which is
transparent to the transferred organization. Finally, un-
der the assumption of DBDH, our scheme satisfifies the
indistinguishability of messages and ensures the confifi-
dentiality of data in cloud computing environment.
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Abstract

In order to improve the balanced relationships among se-
curity, privacy and design overhead for existing wireless
sensor networks (WSNs) user authentication scheme, a
lightweight user authentication scheme based on fuzzy
extraction technology for WSNs. The present scheme
combined with biometric fuzzy extraction technology and
hash function to generate biometric key, which eliminates
the user password factor in the existing authentication
schemes. In addition, the proposed scheme can com-
plete mutual authentication and session key agreement
between legitimate users and sensor nodes only by using
xor, hash and other operations with the lower computa-
tion overhead. And the heuristic security analysis, BAN
logic model and random oracle model are used for secu-
rity verification and performance analysis of the current
scheme. The results of analysis and verification show that
our scheme achieves more security and functional features,
and keeps computational efficiency. Compared with other
related works, our scheme is more suitable for practical
application.

Keywords: BAN Logic; Biometric; Fuzzy Extraction
Technology; User Authentication; Wireless Sensor Net-
works

1 Introduction

With the widespread popularity of short-range wire-
less communication technology, Wireless Sensor Networks
(WSNs) has been widely deployed in environmental moni-
toring, agriculture, military, medical care and other fields
due to its advantages [5, 10–12]. However, there are still
existing a series of security problems [2, 4] owing to the
limited energy resources of sensor nodes and WSNs work-
ing in wireless channels when people enjoy the conve-
nience brought by WSNs. For example, WSNs nodes are
captured and forged by an adversary easily. At present,

some of the existing authentication scheme cannot ful-
fill the security application requirements of WSNs due to
various vulnerabilities, making scholars suffer more new
technical challenges which the most significant challenge
in designing WSNs authentication scheme is to balance
the relationships among security, privacy, and design over-
head.

The essential key technologies applied in the WSNs
security authentication scheme include: authentication
technology based on lightweight public key algorithm,
authentication technology based on pre-shared key, au-
thentication technology based on one-way hash func-
tion and key management related technologies [7]. For
the application of these technologies in the authentica-
tion scheme, researchers have done a lot of researches.
Turkanović et al. [16] designed a user authentication
scheme for heterogeneous Ad hoc WSN, in which sensor
nodes were accessed by users directly. However, Amin et
al. [1] found that the scheme [16] did nothing to prevent
stolen smart card attack and user impersonation attack.
Thus, Amin et al. [1] proposed a new WSN authentica-
tion scheme, but Wu et al. [19] demonstrated that the
scheme [1] was in vulnerable to forgery attack by users,
gateways and sensor nodes. Kumari et al. [8] designed
a mutual authentication and key agreement scheme for
WSNs by using chaotic map, but the scheme lacked of
scalability. Wu et al. [18] proposed a lightweight authen-
tication scheme with good security performance, however,
it failed to resist DoS (Denial of Service attack). Shin et
al. [14] suggested a two-factor authentication and key
agreement scheme for 5G integrated WSN of the Internet
of Things, but there existed man-in-the-middle attack in
the scheme.

The application of biometric in WSNs user authen-
tication has obvious advantages, and thence biometric-
based WSNs user authentication scheme that is also a hot
topic studied by researchers. Das et al. [3] put forward a
three-factor WSNs user authentication scheme based on
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multi-gateway, which solved the problem of users access-
ing node information across domains. Unfortunately, the
scheme [3] failed to implement user anonymity. Srinivas et
al. [15] proposed a security authentication scheme for the
wireless medical architecture, but the scheme cannot pre-
vent off-line password guessing attack. Both [6] and [13]
added biometric features as new factor to existing two-
factor authentication schemes, and designed an enhanced
three-factor user authentication scheme, respectively. But
Wang et al. [17] stated that the scheme [6] and [13] still
cannot resist off-line password guessing attack. Li et al. [9]
adopted the fuzzy commitment scheme to process the
user’s bioinformatics, who proposed a three-factor WSNs
anonymous authentication scheme based on user pass-
word, smart card and biometric in the Internet of Things
environment. However, their scheme has short of scala-
bility.

Aiming at solving the problems mentioned above and
improving the balanced relationships among security, pri-
vacy and design overhead of existing WSNs user authen-
tication scheme, this paper presentd a lightweight WSNs
user authentication scheme based on fuzzy extraction
technology. The main contributions are as follows:

1) We propose a lightweight user authentication scheme
based on fuzzy extraction technology for WSNs. The
proposed scheme adopts fuzzy extraction technology
to get the biometric key, which is used to replace the
user password factor. Thus, the present scheme not
only avoids an adversary carrying out attacks based
on user password but also improves the security per-
formance. What’s more, the present scheme achieves
authentication and session key agreement only by us-
ing low-cost operations such as xor and hash, where
reduces the design cost of our scheme.

2) It indicates that the present scheme completes mu-
tual authentication between legitimate users and sen-
sor nodes through heuristic security analysis, BAN
logic proof and random oracle model analysis. mean-
while, the proposed scheme is content with the ideal
security requirements of user authentication scheme
in WSNs, and can resist various common types of
attacks. Compared with other related schemes, the
scheme has a better balanced relationships among
security, privacy and design overhead.

The rest of this paper is organized as follows: Section 2
introduces relevant theoretical knowledge, including one-
way hash function, BAN logic model, fuzzy extrac-
tion technology, and system architecture of the present
scheme. Section 3 describes the specific implementation
process of the proposed WSNs security authentication
scheme in detail. Section 4 and Section 5 provide secu-
rity proof analysis and performance comparison analysis
of the proposed scheme. Finally, it concluded our paper
in Section 6.

2 Related Theoretical

2.1 One-Way Hash Function

The secure hash function converts input data of any
length into a fixed-length of output data as a hash
value [1]. In general, an ideal secure one-way hash func-
tion should have the following security properties:

1) Pre-image resistant: For a given hash value h, it is
hard to find any message m, so that the equation
h = hash(m) holds.

2) Second Pre-image resistant: For a given message m1,
it is infeasible to find another existing message m2

such that the equation hash(m1) = hash(m2) holds.

3) Collision resistant: It is extremely difficult to find
any pair (m1,m2) with (m1m2), so that the equation
hash(m1) = hash(m2) holds.

2.2 BAN Logic

Burrows-Abadi-Needham (BAN) logic plays an important
role in the formal analysis of authentication scheme [1,3,
6, 8, 9]. The symbols and rules of it’s basis are shown in
Table 1.

2.3 Fuzzy Extraction Technology

Fuzzy Extractor is information extraction function com-
posed of Gen(·) function and Rep(·) function [9], which
can extract uniform random strings and public informa-
tion from the biometric template with given error toler-
ance t, and can also convert biometric information data
into random values.

Gen(·) is the security key generation function. Input bio-
metric information Bi, Gen(·) can output the secure
data key σi and public auxiliary parameter τi.

Gen(Bi) = 〈σi, τi〉 .

Rep(·) is a secure key regeneration function. Input bio-
metric information B

′

i and public auxiliary parame-
ter τi, Rep(·) can regenerate the secure data key σi.

Rep(B
′

i , τi) = σi. (1)

In Equation (1), only when B
′

i is close to Bi under
the allowable error tolerance t and the public auxil-
iary parameter τi is valid, can the Rep(·) recover the
correct secure data key σi.

2.4 System Architecture

Figure 1 shows the proposed WSNs user authentication
model. The proposed model mainly consists of three par-
ticipants: multiple sensor nodes, one gateway node and
one group of users. Compared with homogeneous WSNs,
heterogeneous WSNs has longer network lifetime. There-
fore, we adopt heterogeneous WSNs to design user au-
thentication scheme.
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Table 1: BAN logic notations and basic postulates

Symbol Description Rule Description

P |≡ X P believes X Message-meaning rule P |≡P
K←→Q,P/XK

P |≡Q|∼X

P CX P sees X Jurisdiction rule P |≡Q|⇒X,P |≡Q|≡X
P |≡X

P |∼ X P once said X Nonce-verification rule P |≡#(X),P |≡Q|∼X
P |≡Q|≡X

P |⇒ X P has jurisdiction over X Freshness-conjuncatenation rule P |≡#(X)
P |≡#(X,Y )

#(X) X is fresh Belief rule P |≡Q|∼(X,Y )
P |≡Q|∼X

P
K←→ Q P and Q share secret K Session key rule A|≡#(K),A|≡B|≡X

A|≡A
K←→B

3 The Proposed Scheme

Our scheme contains three participants, user Ui, gateway
GWN and sensor node SNj . While achieving mutual au-
thentication between Ui and SNj , a session key for se-
cure communication is negotiated. The detailed process-
ing steps can be divided into six phases: pre-deployment,
user registration, login and authentication, smart card re-
vocation and reissue, biometric key update, and dynamic
node addition. The detailed description of each phase is
as follows. Table 2 shows the symbols used in the scheme.

3.1 Pre-Deployment Phase

The GWN generates a random secret value xg, and then
deploys nodes and cluster head nodes to the specific area
for constructing a heterogeneous WSNs. After the net-
work is set up, the GWN selects a unique identity IDSNj

for each node in the network, and then calculates the
shared key kj = h(IDSNj

||xg) between GWN and SNj
by using xg. Finally, GWN stores

〈
IDSNj

, kj
〉

in the
memory of the SNj .

3.2 User Registration

Step 1. The user Ui selects his/her own identity IDi

and executes the registration process. Furthermore,
Ui gets its own biometric information Bi with the
help of hardware scanning device, and then calculates
< σi, τi >= Gen(Bi) by using Gen(·) in fuzzy extrac-
tion technology, calculates Pi = h(σi||IDi) by using
the obtained σi. Finally, Ui submits < IDi, Pi > to
the GWN via the secure channel.

Step 2. After receiving the registration message from Ui,
the GWN generates a random value ω and calcu-
lates Ai = h(IDi‖xg‖Pi), B = h(IDi‖Pi‖ω) ⊕ Ai,
C = h(ω) ⊕ h(IDi‖Pi‖ω), D = h(IDi‖Pi) ⊕ ω,
e = Eh(ω)(IDi, Pi). And then GWN stores Ai
into its own storage space and stores the calcu-
lated < B,C,D, e, h(·) > into a smart card SCi
corresponding to Ui, respectively. Subsequently,
the GWN issues the SCi with the information <
B,C,D, e, h(·) > to the Ui via the secure channel.

Step 3. On receiving the SCi issued by GWN , Ui em-
beds τi. Rep(·) into SCi to complete the registration
process of Ui.

Figure 2 shows the user registration process.

3.3 User Login and Authentication

In order to complete the authentication process, a ses-
sion key is negotiated between Ui and SNj , which will be
used for secure communication after the mutual authen-
tication. The phase is described as follows.

3.3.1 User Login

Step 1. Ui embeds his/her SCi into the smart card
reader, and then Ui inputs his/her IDi and biomet-
ric information B∗i . Through the secret data previ-
ously stored in SCi, SCi calculates σ∗i = Rep(B∗i , τi),
P ∗i = h(σ∗i ‖IDi), ω∗ = D ⊕ h(IDi‖P ∗i ), C∗ =
h(ω∗) ⊕ h(IDi‖P ∗i ‖ω∗). Then SCi verifies the va-
lidity of Ui by verifying C∗? = C. If the verification
does not hold, the session is terminated. Otherwise,
go to Step 2.

Step 2. SCi generates a random number µ and calcu-
lates: Ai = B ⊕ h(IDi‖P ∗i ‖ω), f = Ai ⊕ µ, AIDi =
h(Ai‖IDi‖µ‖T1), DIDi = h(AIDi‖Ai‖µ‖T1), where
T1 is the current timestamp selected by SCi. Let
M1 =< e, f,DIDi, T1 >, and then SCi sends the lo-
gin message M1 to the GWN via the public channel
to complete the user login process.

Figure 3 describes the user login process.

3.3.2 User Authentication

Step 1. After receiving the login message M1 of Ui, the
GWN records the current time as T2, and then
checks the validity of the timestamp, i.e. |T2 − T1| 6
∆T , where ∆T is the maximum transmission delay
of the system. If |T2 − T1| 6 ∆T does not hold, the
session is rejected by GWN . Otherwise, the GWN
go to Step 2.

Step 2. The GWN decrypts the received message e with
the aid of the random number ω, i.e. < P ∗i , ID

∗
i >←
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Table 2: Notations and their meanings

Symbol Description

Ui, SNj , GWN ith user, jth sensor node, gateway node

SCi ith user’s smart card

IDi, Bi, IDSNj Ui
′s identity, Ui

′s biometric, SNj
′s identity

Gen(·), Rep(·) Probability generation function and recovery function in fuzzy extractor

σi, τi Biometric key and public reproduction parameter

h(·) One-way hash function

Ek(·), Dk(·) Symmetric encryption/decryption using key k

xg Secret value generated by the gateway

µ, ω, ν Random number generated by user (smart card), gateway and sensor node

T1, T2, T3, T4, T5, T6 Current timestamp of the system

4T Maximum transmission delay

SK Session key between user and sensor node

⊕ Bit-wise xor operation

‖ concatenate operation

A Malicious attacker

Figure 1: The proposed WSNs user authentication model

Figure 2: User registration phase
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Figure 3: User login phase

Dh(ω)(e). After retrieving ID∗i and P ∗i from message
e, GWN calculates Gi = h(ID∗i ‖xg‖P ∗i ), µ∗ = f⊕Gi
and AID∗i = h(Gi‖ID∗i ‖µ∗‖T1). ThenGWN verifies

h(Gi‖AID∗i ‖µ∗‖T1)
?
= DIDi, if the verification does

not hold, GWN terminates the session. Otherwise,
go to Step 3.

Step 3. GWN selects the current timestamp as T3
and calculates: Jg = h(IDSNj‖xg), Lg = Jg ⊕
(AID∗i ‖µ∗), Auth = h(Jg‖AID∗i ‖µ∗‖T3). Let
M2 =< Lg, Auth, T3 >, then GWN sends the mes-
sage M2 to the SNj via the public channel.

Step 4. On receiving the message M2 sent by the GWN ,
SNj records the current time as T4. Then SNj
verifies whether |T4 − T3| 6 ∆T holds, and if not,
the connection is terminated. Otherwise, SNj go to
Step 5.

Step 5. SNj retrieves AIDi and µ by using the previ-
ously stored kj , i.e. (AID∗∗i ‖µ∗∗) = kj ⊕ Lg. Go

a step further, SNj verifies h(kj‖AID∗∗i ‖µ∗∗‖T3)
?
=

Auth, if the verification is valid, go to Step 6. Oth-
erwise, the session is aborted.

Step 6. SNj generates a random number ν
and calculates R = (AID∗∗i ‖µ∗∗) ⊕ ν,

SK = h(AID∗∗i ‖µ∗∗‖ν‖IDSNj
), Auth

′
=

h(IDSNj
‖ν‖SK‖T5), where T5 is the cur-

rent timestamp selected by SNj . Let

M3 =< Auth
′
, R, T5, IDSNj

>, then SNj sends
message M3 to Ui via the public channel.

Step 7. After receiving the feedback message M3 sent
from the SNj , the Ui records the current time as
T6. Then Ui verifies whether |T6 − T5| 6 ∆T holds,
and if |T6 − T5| 6 ∆T does not hold, the phase is
terminated. Otherwise, go to Step 8.

Step 8. Through the existing AIDi and µ, Ui calculates
ν∗ = R ⊕ (AIDi‖µ), SK∗ = h(AIDi‖µ‖ν∗‖IDSNj ).

Then Ui verifies h(IDSNj
‖ν∗‖SK∗‖T5)

?
= Auth

′
, if

the verification does not hold, Ui terminates the ses-
sion. Otherwise, it is believed that Ui and SNj have
completed mutual authentication, i.e. SK∗ = SK.
SK is the session key negotiated by Ui and SNj ,
which is used to ensure the secure communication
between Ui and SNj .

Figure 4 is a detailed description of the user authentica-
tion process.

3.4 Smart Card Revocation and Reissue

When the Ui wants to reissue the smart card due to the
loss of the smart card, the proposed scheme should pro-
vide the smart card revocation and reissue phase. The Ui
selects a different identity IDnew

i to issue a new SCnewi

with IDnew
i . The process is below:

1) Ui sends the IDold
i with Pi and IDnew

i to GWN ,

then GWN verifies Aoldi
?
= h(IDold

i ‖Pi‖xg) by us-
ing the existing Aoldi in GWN . If the verification
does not hold, the session is terminated. Otherwise,
GWN believes that user is legitimate and calculates
Anewi = h(IDnew

i ‖xg‖Pi), Bnew = h(IDnew
i ‖Pi‖ω)⊕

Anewi , Cnew = h(ω) ⊕ h(IDnew
i ‖Pi‖ω), Dnew =

h(IDnew
i ‖Pi)⊕ ω, enew = Eh(ω)(ID

new
i , Pi).

2) Subsequently, GWN revokes Aoldi and storages Anewi ,
and then updates < B,C,D, e, h(·) > with <
Bnew, Cnew, Dnew, enew, h(·) > stored in SCnewi . At
least, GWN issues the new SCnewi to Ui. Only by
authenticating with IDnew

i can Ui log in to the net-
work at next time.



International Journal of Network Security, Vol.23, No.1, PP.157-171, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).18) 162

Figure 4: Mutual authentication phase

3.5 Biometric Update

Ui inputs his/her IDi and embeds biometric informa-
tion Boldi into SCi, and calculates σoldi = Rep(Boldi , τi),
P oldi = h(σoldi ‖IDi), ω

old = D ⊕ h(IDi‖P oldi ), Cold =
h(ωold)⊕ h(IDi‖P oldi ‖ωold).Then the SCi checks the va-

lidity of the c, i.e. Cold
?
= C, if the verification is vaild,

Ui inputs new biometric information Bnewi and calculates
< σnewi , τnewi >= Gen(Bnewi ), Pnewi = h(σnewi ‖IDi), and
then submits < IDi, P

new
i > to GWN .

On receiving the Ui’s request message, the GWN
utilizes ω to calculate Anewi = h(IDi‖xg‖Pnewi ),
Bnew = h(IDi‖Pnewi ‖ω) ⊕ Ai, Cnew = h(ω) ⊕
h(IDi‖Pnewi ‖ω), Dnew = h(IDi‖Pnewi ) ⊕ ω, enew =
Eh(ω)(IDi, P

new
i ). Then GWN replaces < B,C,D, e >

with < Bnew, Cnew, Dnew, enew > and stores it
in SCi. Subsequently, GWN issues SCi with <
Bnew, Cnew, Dnew, enew, h(·) > to Ui. After receiving the
SCi from GWN , Ui embeds τnewi , Rep(·) into the SCi,
which is used to assist the Ui’s login validation.

3.6 Dynamic Node Addition

After the WSNs is built, some sensor nodes may be phys-
ically captured by an adversary, so new sensor nodes need
to be added to a specific area. GWN can accomplish this
process by deploying new sensor nodes in the target area
during the pre-deployment phase of the system. In addi-
tion, the process is executed in offline mode. The steps
are as follows:

Step 1. GWN selects a unique random identity IDnew
SNj

for SNnew
j .

Step 2. The shared key knewj = h(IDnew
SNj
‖xg) between

GWN and SNnew
j is calculated by GWN .

Step 3. Before the new node SNnew
j is deployed, the

GWN stores parameters < IDnew
SNj

, knewj > in the
memory of SNnew

j . Finally, GWN feeds back the
newly added node identity to the user so that the
user can access the new sensor data.
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4 Security Analysis

According to the present scheme, the user can obtain dif-
ferent sensor node information by single registration to
the gateway. Through the informal security analysis, the
security performance of the proposed scheme is analyzed.
BAN logic is used to prove the validity of the proposed
scheme. Then, the formal security analysis of the pro-
posed scheme is conducted. The models used include:
DolevCYao threat model [2], BAN logic model and ran-
dom oracle model [6].

4.1 Heuristic Security Analysis

The Dolev-Yao threat model indicates that communica-
tion between two entities takes place on an open chan-
nel. Thus attackers can modify, delete or eavesdrop the
message being transmitted. This section makes use of
the extended adversary model hypothesis and based on
it [17], through informal security analysis, which shows
our scheme can get the following security requirements
and resist the following attacks.

1) Mutual authentication. The authentication scheme
must fulfill that two entities in communication can
verify each other’s identity. In the proposed scheme,
entities involved are Ui, GWN and SNj . In the pro-
cess of participating in the three entities to negoti-
ate authentication, GWN verifies the legitimacy of
Ui by checking the DIDi in message M1, SNj veri-
fies GWN directly and Ui indirectly by checking the
Auth in the message M2. Ui completes the direct
authentication of SNj and the indirect authentica-

tion of GWN by checking Auth
′
. Therefore, the pro-

posed scheme realizes mutual authentication among
Ui, GWN and SNj . That is to say, our scheme
achieves the security requirement of mutual authen-
tication.

2) User anonymity. Since the communication is con-
ducted in an insecure and open channel, an attacker
may eavesdrop on request and response messages
among Ui, GWN and SNj , thereby creating mali-
cious attacks by tracking the activities of legitimate
staff. However, in this present scheme, all informa-
tion related to the user identity IDi, such as Ai,
AIDi, and so on, which are protected by irreversible
one-way hash function. Therefore, no attacker is able
to retrieve the user’s valid identity IDi. In other
words, our scheme provides anonymity for users.

3) Scalability. The proposed scheme provides a dynamic
node addition function. If there is demand in the ac-
tual application, new sensor nodes can be added to
the network without changing the configuration of
the system. Consequently, our scheme can expand
its deployment domain and meet the scalability re-
quirements of authentication scheme.

4) Forward security. In the present scheme, it is
assumed that the long-term private key xg of
the gateway node is compromised, and so an at-
tacker attempts to retrieve the session key. Even
if the long-term private key is known, the at-
tacker is unable to generate the session key SK =
h(AIDi‖µ‖ν‖IDSNj

). The reason is that the ses-
sion key relies on the random number generated by
the smart card and the sensor node, it is difficult for
an attacker to obtain the random number µ and ν.
Thereby the proposed scheme ensures perfect forward
security.

5) Known session key security. In our scheme, Ui and
SNj are independent computation session key SK =
h(AIDi‖µ‖ν‖IDSNj

). Even if an attacker success-
fully destroys any previously negotiated session key,
the attacker cannot extract any secret parameters to
calculate the newly negotiated session key. The rea-
son is that the key parameters are protected by one-
way hash function during the whole authentication
and key agreement process. Therefore, the proposed
scheme provides known session key security.

6) Privileged-insider attack. During the registration
phase of our scheme, the secret biometric creden-
tial σi of the new user Ui is not directly sent in
plain text. Instead, the hidden pseudo-biometric
Pi = h(σi‖IDi) is sent to trusted GWN via secure
channel. From the attacker’s point of view, since the
irreversible property of one-way hash function, the
insiders of the GWN are unable to export user’s pri-
vacy. As a result, the proposed scheme can withstand
attack from privileged-insider.

7) Password/Biometric guessing attack. The present
scheme achieves mutual authentication only by us-
ing biometric information Bi and identity IDi of
user. Hence, the proposed scheme avoids the usage
of passwords, and there is no password guessing at-
tack. Moreover, since the proposed scheme does not
store the biometric key Pi on SCi, so that, an at-
tacker wants to guess the biometric key is infeasible.
Hence there is that our scheme can prevent password
guessing and biometric key guessing attack.

8) Replay and man-in-the-middle attack. Suppose that
an attacker steals the login request message M1 =<
e, f,DIDi, T1 > during the login process, and sends
the same message toGWN after a period of time. On
receiving the message, the GWN checks the validity
of T1 by the condition |T2 − T1| 6 ∆T , so as to judge
the validity of message M1. If |T2 − T1| 6 ∆T holds,
GWN believes that the message M1 is new. Con-
versely, the GWN ensures that the received message
M1 is not a new message, in that case, the GWN will
immediately discard the message. Other messages in
the Ui, GWN and SNj also ensures the validity of
the transmitted messages by using timestamps. In
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consequence, the present scheme is free from replay
attack.

Furthermore, in the case where without knowing the
authentication parameter Ai, AIDi, Pi, µ, ν, kj of
user Ui and sensor SNj , an attacker is unable to
calculate Auth successfully. Therefore, the attacker
cannot be authenticated by SNj , and the attacker
cannot set up a valid session with SNj , too. In other
words, the man-in-the-middle attack to our scheme
can be avoided.

9) Forgery attacks. Ui forgery attack: Suppose an at-
tacker intercepts the login message from a previous
sessions, and then the attacker forges the message
and sends it to GWN . When receiving the forged
message, GWN calculates < ID∗i , P

∗
i > Dh(ω)(e),

G∗i = h(ID∗i ‖xg‖P ∗i ), µ∗ = G∗i ⊕ f , AID∗i =
h(G∗i ‖ID∗i ‖µ∗‖T1). Then, by verifying the condition

h(G∗i ‖AID∗i ‖µ∗‖T1)
?
= DIDi, GWN could judge the

legitimacy of user Ui. Although the attacker could
forge the login request message without the knowl-
edge of IDi, xg, f , the attacker also needs to compute
the valid DIDi, which is difficult. Thus, our scheme
can resist Ui forgery attack.

GWN forgery attack: In the authentication and
key agreement process of the proposed scheme,
it can be seen that in the authentication mes-
sage M2 =< Lg, Auth, T3 >, Auth is pro-
tected by one-way hash function. Without the
knowledge of Jg = h(IDSNj‖xg) and AIDi =
h(Gi‖IDi‖µ‖T1), an attacker has no any abil-
ity to forge Auth. As a result, our scheme can
withstand GWN forgery attack.

SNj forgery attack: If an attacker wants to

forge message M3 =< Auth
′
, R, IDSNj

, T5 >,
then the attacker needs to know SK =
h(IDSNj‖ν‖µ‖AIDi) for the purpose of calcu-

lating Auth
′
. But the SK is protected by one-

way hash function, and hence our scheme can
refuse SNj forgery attack.

10) DoS attack. In the proposed scheme, even if
an attacker has a user who loses the smart card,
the attacker cannot log in to the system since
the attacker needs to calculate σ∗i = Rep(B∗i , τi),
P ∗i = h(σ∗i ‖IDi), ω∗ = D ⊕ h(IDi‖P ∗i ), C∗ =
h(ω∗)‖h(IDi‖P ∗i ‖ω∗). After that, SCi validates
C∗? = C. The attacker cannot pass the verification
and update the secret parameters stored in the SCi
without knowing the valid IDi and Bi of legitimate
user Ui. Therefore, our scheme is robust against DoS
attack.

11) Session key computing attack. In the present scheme,
after the mutual authentication, a secret session
key SK is negotiated between the user and the
sensor node for secure communication. SK =

h(AIDi‖µ‖ν‖IDSNj
) depends on the secret param-

eters (AIDi, µ, ν), which are protected by a one-way
hash function. Thus, an attacker cannot calculate
SK without knowing these secret parameters. There-
fore, there is no session key computation attack in our
scheme.

12) Stolen smart card attack. The smart card of le-
gitimate user Ui may be stolen by a malicious at-
tacker. Assuming that an attacker can extract secret
information from a smart card, he/she is still un-
able to log in to the network. The reason is that
the attacker also needs to know the identity IDi

and biometric information Bi of the legitimate user
Ui, so that he/she can generate the login message
M1 =< e, f,DIDi, T1 >. Among them, DIDi =
h(Ai‖AIDi‖µ‖T1), AIDi = h(Ai‖IDi‖µ‖T1), Ai =
B ⊕ h(IDi‖P ∗i ‖ω). Even if the attacker can success-
fully guess the vaild IDi of the legitimate user Ui,
he/she can’t calculate the valid Ai. Thus, our scheme
can avoid the attack of stolen smart card.

13) Many logged-in users with the same login-id attack.
In the proposed scheme, even if two or more users
have the same identity IDi, they cannot successfully
log in to the network. The reason is that they also
need to get the biometric information Bi of legitimate
users. Only legitimate users have Bi, and other users
cannot imitate and obtain Bi. Hence, our scheme
can resist many logged in users having same login-id
attack.

14) Node capture attack. In our scheme, GWN calcu-
lates the shared key kn = h(xg‖IDSNn

)(n = 1, 2, · ·
·, N) between the GWN and sensor nodes. An at-
tacker is unable to get the shared key kn(n = 1, 2, · ·
·, N) between GWN and other sensor nodes, even if
the attacker obtains the shared key kj betweenGWN
and SNj by physically destroying the sensor node.
Because when GWN calculates kn(n = 1, 2, · · ·, N),
the unique identity IDSNn(n = 1, 2, · · ·, N) is as-
signed by GWN for different sensor nodes is differ-
ent. That is to say, the kn(n = 1, 2, · · ·, N) of a single
node is captured will not affect the kn(n = 1, 2, ···, N)
of other nodes is captured. In addition, the secret
session key SK = h(AIDi‖µ‖ν‖IDSNj

) that is gen-
erated between the Ui and the SNj , their ν and
IDSNj are different from each other for different sen-
sor nodes. Therefore, our scheme has the ability to
prevent node capture attack.

4.2 Authentication Proof Based on BAN
Logic

This section proves that the proposed scheme completes
mutual authentication between Ui and SNj by using BAN
logic model.

Goals: According to the analysis process of BAN logic,
the following verification goals must be met for prov-



International Journal of Network Security, Vol.23, No.1, PP.157-171, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).18) 165

ing the present scheme that achieves mutual authen-
tication.

G1 : SNj |≡ Ui |≡ (Ui
SK←→ SNj).

G2 : SNj |≡ (Ui
SK←→ SNj).

G3 : Ui |≡ SNj |≡ (Ui
SK←→ SNj).

G4 : Ui |≡ (Ui
SK←→ SNj).

Generic form: In the present scheme, the generic form
of message transmission can be abbreviated as fol-
lows:

M1, Ui → GWN : e = Eh(ω)(IDi, Pi),

Ai = B ⊕ h(IDi, P
∗
i , µ),

f = Ai ⊕ µ, T1,
DIDi = h(Ai, AIDi, µ, T1).

M2, GWN → SNj : Lg = Jg ⊕ (AID∗i , µ
∗),

T3, Auth = h(Jg, AID
∗
i , µ
∗, T3).

M3, SNj → Ui : R = (AID∗∗i , µ
∗∗)⊕ ν,

Auth
′

= h(IDSNj , ν, T5, SK),

SK = h(AID∗∗i , µ
∗∗, ν, IDSNj )

T5, IDSNj .

Idealized form: In the proposed scheme, the idealized
form of message transmission can be described as fol-
lows:

M1, Ui → GWN :

< Ui
h(IDi‖xg)←→ GWN,µ, T1, IDi >

Ui
DIDi←→GWN

M2, GWN → SNj :

< GWN
Lg←→ SNj , T3, GWN

Auth←→ SNj ,

Ui |∼ (Ui
AIDi,µ←→ SNj) >

GWN
h(IDSNj

‖xg)

←→ SNj

M3, SNj → Ui :

< SNj
R←→ Ui, T5, ν, SNj

Auth←→ Ui,

SNj |∼ (Ui
SK←→ SNj) >

SNj
AIDi←→Ui

Hypothesis: In order to analyze the proposed scheme,
the following assumptions are made for the initial
state:

A1 : Ui |≡ #(T1), Ui |≡ #(µ), Ui |≡ #(ν),

Ui |≡ #(T5).

A2 : GWN |≡ #(T1), GWN |≡ #(µ),

GWN |≡ #(T3).

A3 : SNj |≡ #(ν), SNj |≡ #(µ), SNj |≡ #(T3),

SNj |≡ #(T5).

A4 : GWN |≡ (Ui
h(IDi‖xg)←→ GWN).

A5 : GWN |≡ Ui |⇒ (Ui
DIDi←→ GWN).

A6 : GWN |≡ (Ui
µ←→ GWN).

A7 : SNj |≡ (GWN
h(IDSNj

‖xg)
←→ SNj).

A8 : SNj |≡ GWN |⇒ (GWN
Lg←→ SNj).

A9 : SNj |≡ GWN |⇒ (GWN
Auth←→ SNj).

A10 : SNj |≡ GWN |⇒ (Ui |∼ (Ui
AIDi,µ←→ SNj)).

A11 : Ui |≡ SNj |⇒ (SNj
R←→ Ui).

A12 : Ui |≡ SNj |⇒ (Ui
SK←→ SNj).

A13 : Ui |≡ (Uj
AIDi←→ SNj).

Based on BAN logic rules and assumptions, the idealized
form of the present scheme is analyzed. The main steps
are described as follows.

According to the message M1, it is easy to get:

S1 : GWN/ < Ui
DIDi←→ GWN,µ, T1 >

Ui

h(IDi‖xg)
←→ GWN.

From S1, A4 and A5, by applying the message meaning
rule, it is easy to get:

S2 : GWN |≡ Ui |∼ (Ui
DIDi←→ GWN,µ, T1, IDi,

Ui
h(IDi‖xg)←→ GWN).

From S2, A1 and A2, by applying the freshness-
conjuncatenation rule, it is easy to obtain:

S3 : GWN |≡ #(Ui
µ←→ GWN,DIDi, T1,

Ui
h(IDi‖xg)←→ GWN).

According to S2 and S3, by applying the nonce-
verification rule, it is easy to get:

S4 : GWN |≡ Ui |≡ (Ui
µ←→ GWN,DIDi, T1,

Ui
h(IDi‖xg)←→ GWN).

According to S4 and the belief rule, it is easy to get:

S5 : GWN |≡ Ui |≡ (Ui
µ←→ GWN).

According to S5 and A6, applying the jurisdiction rule, it
is easy to obtain:

S6 : GWN |≡ (Ui
µ←→ GWN).

According to the message M2, it is easy to obtain:

S7 : SNj/ < GWN
Lg←→ SNj , Auth, Ui

AIDi,µ←→ SNj ,

T3 >
SNj

h(IDSNj
‖xg)

←→ GWN

From S7, A7 and A8, applying the message meaning rule,
it is easy to get:

S8 : SNj |≡ SNj |∼ (GWN
Lg←→ SNj , Ui

AIDi,µ←→ SNj ,

Auth, T3, SNj
h(IDSNj

‖xg)
←→ GWN).
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From S8, A1, A2, A3, by applying the freshness-
conjuncatenation rule, it is easy to get:

S9 : SNj |≡ #(GWN
Lg←→ SNj , Ui

µ←→ SNj , Auth, T3,

SNj
h(IDSNj

‖xg)
←→ GWN).

According S8 and S9, applying the nonce-verification rule,
it is easy to obtain:

S10 : SNj |≡ SNj |≡ (GWN
Lg←→ SNj , Ui

µ←→ SNj ,

Auth, T3, SNj
h(IDSNj

‖xg)
←→ GWN).

According S10 and the belief rule, it is easy to get:

S11 : SNj |≡ SNj |≡ (Ui
µ←→ SNj).

According S11 and A10, by applying the jurisdiction rule,
it is easy to get:

S12 : SNj |≡ (Ui
µ←→ SNj).

From S6, S12, A7, A9, applying the jurisdiction rule, it is
easy to get:

S13 : SNj |≡ Ui |≡ (Ui
SK←→ SNj)(G1).

According to S13 and A10, by applying the jurisdiction
rule, it is easy to get:

S14 : SNj |≡ (Ui
SK←→ SNj)(G2).

According to M3, it is easy to get:

S15 : Ui/ < SNj
R←→ Ui, T5, ν,

SNj
Auth

′

←→ Ui, SNj |∼ (Ui
SK←→ SNj) >

Ui
AIDi←→SNj

According to S15, A11 and A13, by applying the message
meaning rule, it is easy to get:

S16 : Ui |≡ SNj |∼ (SNj
R←→ Ui, ν, Ui

AIDi←→ SNj ,

T5)
Ui

SK←→SNj .

From S16, A1 and the freshness-conjuncatenation rule, it
is easy to obtain:

S17 : Ui |≡ #(SNj
R←→ Ui, ν, Ui

AIDi←→ SNj , T5)
Ui

SK←→SNj .

According to S16 and S17, by applying the nonce-
verification rule, it is easy to get:

S18 : Ui |≡ SNj |≡ (SNj
R←→ Ui, ν, Ui

AIDi←→ SNj ,

T5)
Ui

SK←→SNj .

According to S18 and the belief rule, it is easy to get:

S19 : Ui |≡ SNj |≡ (Ui
SK←→ SNj)(G3).

According to S19 and A12, applying the jurisdiction rule,
it is easy to get:

S20 : Ui |≡ (Ui
SK←→ SNj)(G4).

According to S13, S14, S19 and S20, our scheme
achieves the goals (G1 − G4). User Ui and sensor node
SNj can authenticate each other and share a secure ses-
sion key SK = h(AIDi‖µ‖ν‖IDSNj

).

4.3 Formal Security Analysis Based on
Random Oracle Model

In this section, the formal security analysis of the pro-
posed scheme is carried out by using the random oracle
model. The definition of hash function has been given in
the foregoing, and the random oracle model is the ideal-
ized substitute of hash function in reality.

Theorem 1. Assuming that the hash function h(·) is exe-
cuted as oracle, the present scheme is secure for adversary
A, who tries to retrieve Pi, IDi and µ of legitimate user
Ui, xg of GWN , ν of SNj and the session key SK shared
between Ui and SNj.

Proof. Suppose that an adversary A extracts information
< B,C,D, e, h(·) > from smart card by some means,
and steals authentication message M2 = (Lg, Auth, T3)

and M3 = (Auth
′
, R, T5, IDSNj

). Then, the adversary A
can derive Pi, IDi and µ of legitimate user Ui, xg of
GWN , ν of sensor node SNj , and the session key SK.
Let the adversary A execute the experimental algorithms
EXP1JHKASHASH,A and EXP2JHKASHASH,A that are shown in Al-
gorithm 1 and Algorithm 2. The probability of success of
algorithms EXP1JHKASHASH,A and EXP2JHKASHASH,A are defined

as Success1JHKASHASH,A =
∣∣Pr [EXP1JHKASHASH,A = 1

]
− 1

∣∣ and

Success2JHKASHASH,A =
∣∣Pr [EXP2JHKASHASH,A = 1

]
− 1

∣∣, and

their advantage functions become Adv1JHKASHASH,A(t1, qR) =

maxA
{
Success1JHKASHASH,A

}
and Adv2JHKASHASH,A(t2, qR) =

maxA
{
Success2JHKASHASH,A

}
respectively. The maximum

value is determined by three factors: adversary A, the
execution time t1 or t2, and the number of queries qR
get from the Reval oracle. If Adv1JHKASHASH,A(t1) 6 ε and

Adv2JHKASHASH,A(t2) 6 ε,∀ε > 0 , then the proposed scheme
is provably secure resist A to get Pi, IDi, µ, xg, ν, SK.
According to the attack experiments described in Algo-
rithm 1 and Algorithm 2, if an adversary A could deal
with the hash function problem, then the adversary A
can obtain Pi, IDi, µ, xg, ν, SK. However, due to
the irreversible property of hash function, it is infeasi-
ble to calculate the input value of a hash function h(·).
Furthermore, there are Adv1JHKASHASH,A(t1, qR) 6 ε and

Adv2JHKASHASH,A(t2, qR) 6 ε, since Adv1JHKASHASH,A(t1, qR) de-

pends on Adv1JHKASHASH,A(t1) and Adv2JHKASHASH,A(t2, qR) de-

pends on Adv2JHKASHASH,A(t2). As a result, although A ob-
tains information in SCi and steals authentication mes-
sages M2 and M3, our scheme is provably secure against
the adversary A to derive Pi, IDi, µ, xg, ν, SK.
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Algorithm 1 EXP1JHKASHASH,A

1: Extract the information B,C,D, e, h(·) stored in the
smart card by physically monitoring the power con-
sumption of the device.

2: Call the Reveal oracle. Let h(IDi‖Pi‖ω) ←
Reveal(C)

3: Call the Reveal oracle. Let (ID∗i , P
∗
i ) ←

Reveal(h(IDi‖Pi‖ω))
4: Computes ω∗ = D ⊕ h(ID∗i ‖P ∗i )
5: Computes C∗ = h(ω∗)⊕ h(ID∗i ‖P ∗i ‖ω∗)
6: if (C∗ = C) then
7: Accepts P ∗i , ID∗i as the correct Pi, IDi of user Ui
8: return 1 (Success)
9: else

10: return 0
11: end if

Algorithm 2 EXP1JHKASHASH,A

1: Eavesdrop the authenticated message
M2 = (Lg, Auth, T3), where Lg = Jg ⊕ (AIDi‖µ),
Auth = h(Jg‖AIDi‖µ‖T3), Jg = h(IDSNj

‖xg).
2: Eavesdrop the authenticated message
M3 = (Auth

′
, R, T5, IDSNj ), where Auth

′
=

h(IDSNj‖ν‖SK‖T5), R = (AIDi‖µ) ⊕ ν,
SK = h(AIDi‖µ‖ν‖IDSNj

).
3: Call the Reveal oracle. Let (IDSNj

∗, ν∗, SK∗, T ∗5 )←
Reveal(Auth

′
)

4: if (T ∗5 = T5) then
5: Accepts IDSNj

∗, ν∗, SK∗ as the correct IDSNj
, ν,

SK of SNj
6: Call the Reveal oracle. Let (J∗g , AID

∗∗
i , µ

∗∗, T ∗5 )←
Reveal(Auth)

7: if (T ∗3 = T4) then
8: Accepts J∗g , AID∗∗i , µ∗∗ as the correct Jg, AIDi,

µ of Ui and GWN
9: Call the Reveal oracle. Let (IDSNj

∗, x∗g) ←
Reveal(J∗g )

10: if (IDSNj

∗ = IDSNj
) then

11: Accepts x∗g as the correct xg of GWN
12: return 1 (Success)
13: else
14: return 0
15: end if
16: else
17: return 0
18: end if
19: else
20: return 0
21: end if

5 Performance Comparison of
Scheme

To prove the superiority of the present scheme perfor-
mance, this section compares the present scheme with

other related schemes in terms of security features,
computation overhead, communication overhead, storage
overhead and method.

5.1 Performance Comparison of Scheme

Table 3 compares the security features of our scheme with
related schemes [2, 6, 9, 10, 13, 19]. In the table, ”

√
” de-

notes that the related scheme can resist the corresponding
attack or it supports the corresponding security attribute,
” × ” denotes that the related scheme cannot resist the
corresponding attack or it does not support the corre-
sponding security attribute, ” − ” denotes that the re-
lated scheme has not analyzed the corresponding security
feature.

As can be seen from Table 3, compared with the rele-
vant schemes, our scheme provides better security features
and more functional attributes, such as forward security,
scalability, resisting many logged in users having same
login-id attack and so on. Therefore, our scheme is better
in terms of security features.

5.2 Computation Overhead

Table 4 compares the computation overhead of our scheme
with related schemes [2,6,9,10,13,19] during the authen-
tication process.

The computation overhead in Table 4 is obtained by
the approximate time required for conventional crypto-
graphic operations [2]. Since the computation complexity
of xor operation can be neglected, the time occupied by
xor operation is not considered. As shown in Table 4, all
scheme in [2, 9, 10, 13] are designed based on the elliptic
curve cryptosystem (ECC), which has a high computa-
tion overhead. Therefore, our scheme is superior to that
in [2,9,10,13] in terms of computation overhead. However,
compared with those schemes in [6, 19], the computation
overhead of our scheme is relatively high. The reason
for that for the purpose of improving the performance of
our scheme, this paper adopts the fuzzy extraction tech-
nology in the stage of biometric information processing.
In addition, although these schemes in [6, 19] has a low
computation cost, it has few security features and cannot
meet the security requirements of the design authentica-
tion scheme. Meanwhile, it can be seen that the opera-
tions with high computation overhead in our scheme are
concentrated on smart card and gateway, and the calcula-
tion involved by nodes is lower than others related scheme,
which meets the requirements of practical application.

5.3 Communication Overhead

The communication overhead is obtained from the
amount of information required for each message [2]. In
our scheme, three messages (M1,M2,M3) are transmit-
ted in the process of login and authentication, and the
amount of information needed to transmit messages is
1136 bits. Compared with related schemes in Table 5, it
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Table 3: Comparison of security features

Security attributes
Scheme

[2] [6] [9] [10] [13] [19(case1)] our

Mutual authentication
√ √ √

×
√ √ √

User anonymous
√

×
√

× ×
√ √

Scalability
√

× ×
√

× ×
√

Forward security × ×
√

−
√

×
√

Known key security security
√ √ √

×
√

×
√

Node capture attack
√

−
√

− −
√ √

Session key calculation attack
√ √ √

×
√ √ √

Password/biometric guessing attack
√

×
√

× ×
√ √

Forgery attack
√

×
√

× ×
√ √

Man-in-the-middle attack
√

×
√

× × ×
√

Privileged-insider attack
√ √ √

×
√ √ √

Smart card loss attack
√

−
√

× −
√ √

Replay attack
√ √ √ √ √

−
√

DoS attack
√

−
√ √

−
√ √

Many logged in users having same login-id attack − − − − − −
√

Table 4: Performance comparison with related schemes in computation overhead

Scheme
computation overhead

User(s) GWN(s) Node(s)

[2] 2Tecm+ 10Th + 1Tfe ≈0.0545 1Tecm+ 4Th ≈0.01838 5Th ≈0.0016

[6] 11Th ≈0.00352 11Th ≈0.00352 4Th ≈0.00128

[9] 2Tecm+ 8Th ≈0.03676 Tecm+ 9Th ≈0.01998 4Th ≈0.00128

[10] 3Th + 1Tbp+ 2Tecm ≈0.03966 1Th + 2Tbp ≈0.00932 3Th + 1Tbp ≈0.00546

[13] 2Tecm+ 10Th + 2Tfe ≈0.0716 16Th ≈0.00512 4Th + 2Tecm ≈0.03548

[19(case1)] 9Th ≈0.00288 11Th ≈0.00352 4Th ≈0.00128

our 12Th + 2Tfe+ 1Tsym ≈0.04364 5Th + 1Tsym ≈0.0072 3Th ≈0.00096

can be known that the communication overhead of our
scheme is significantly lower than other related schemes,
which meets the lightweight requirements of WSNs au-
thentication scheme. Therefore, our scheme is more suit-
able for practical application.

Table 5: Performance comparison with related schemes in
communication overhead

Scheme
communication overhead

Number of messages Number of bits

[2] 3 1428

[6] 4 1536

[9] 4 1856

[10] 4 1408

[13] 4 5632

[19(case1)] 4 2688

our 3 1136

5.4 Storage Overhead

The storage overhead is derived from the amount of infor-
mation required for each secret information [2]. As smart
card and gateway have better storage performance rel-
ative to sensor nodes, the impact of storage overhead of
smart card and gateway on the performance of the present

scheme is not considered. Table 6 shows the storage over-
head of each scheme in sensor nodes. According to the
data in the Table 6, the storage overhead of our scheme
in the sensor node is the same as that in [2, 6, 9, 13], but
lower than that in [10, 19], which meets the application
requirements of WSNs in the Internet of Things.

The comprehensive performance comparison between
our scheme and existing related schemes is presented in
Figure 5.

Table 6: Performance comparison with related schemes in
storage overhead

Scheme storage overhead(bit)

[2] 176

[6] 176

[9] 176

[10] 416

[13] 176

[19(case1)] 304

our 176

5.5 Method Comparison

In this paper, our method is further compared with those
involved in relevant schemes [2,6,9,10,13,19]. In [10,19],
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Figure 5: Comparisons of computing, communication and storage costs with related schemes

the author only used user password and smart card to
design authentication and key negotiation scheme. Due
to the vulnerability of password and smart card (easy to
be stolen, etc.), the authentication scheme based on pass-
word and smart card is not very secure. In [6], the author
used biological hash function to process user’s biomet-
rics. Although this operation hides user’s biometrics, the
biometrics are unique and stable. If the biometrics or
biometric template is lost, which will still cause user’s
biometrics to be permanently unusable. In [9], the au-
thor utilized the fuzzy commitment mechanism to deal
with user’s biometrics, but user needs to transmit unpro-
cessed biometrics to the GWN through the secure chan-
nel, which may directly lead to the loss of user’s bio-
metrics. In [2, 13], the author disposed of user’s biomet-
rics through fuzzy extraction technology, which solves the
problem of permanent unavailability caused by biomet-
ric leakage. But their schemes were proposed by ECC,
the calculation cost and communication cost are higher.
Different from [2, 6, 9, 10, 13, 19], our scheme adopts the
random key obtained by fuzzy extraction of biometrics
as a biological factor replacing biometrics or biological
templates directly to transmit and authenticate in the
system. It can protect the biometrics and template well,
and avoid permanent unusable of biometric caused by bio-
metric leakage. Moreover, we only use the lightweight
operations such as hash and xor to complete the scheme
design during the negotiation process of the whole scheme.
The verification method in section iv shows that we use
the low-cost operation to complete the scheme design and
achieve the security requirements of the authentication
scheme. Therefore, the method of this paper is more su-
perior.

6 Conclusions

To overcome the shortcomings of security authentication
schemes for heterogeneous wireless sensor networks, we
present a lightweight user authentication scheme based
on fuzzy extraction technology. In our scheme, fuzzy ex-
traction technique and hash operation are used to gener-
ate biometric key. Through the generated biometric key,
the mutual authentication is completed between users and
sensor nodes. After the mutual authentication, a shared
session key is negotiated by the participants to ensure the
subsequent secure communication in the network. And
furthermore, in the process of whole authentication, our
scheme utilizes hash, xor and other lightweight operations
to realize the authentication, which reduces the design
overhead. Through heuristic analysis, BAN logic proof
and random oracle model verification, these show that our
scheme can achieve mutual authentication between users
and sensor nodes, and meet the security requirements of
the authentication scheme. Compared with other related
schemes, it can be seen that our scheme has more security
features when the design cost is relatively low. Therefore,
our scheme has a better balanced relationships among se-
curity, privacy and design overhead, and is more suitable
for practical application. The drawback is that our au-
thentication scheme has not been verified in practice. Ad-
ditionally, extending the WSNs authentication scheme to
5G network architecture, and then combining 5G network
architecture to design a secure and efficient authentication
scheme is the focus of future research work.
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Abstract

The copyright protection of 3D model data is becoming
more and more important with the development of the
open Internet and 3D-priting. We propose a visible 3D-
model watermarking algorithm for 3D-printing based on
bitmap fonts to overcome the shortcoming that the cur-
rent 3D model watermarking is visible only on a com-
puter. First, bitmap fonts were used as input watermark-
ing information. Then, the smooth region of the 3D model
is subdivided selectively and projected onto a 2D plane
based on the bitmap font. Next, the watermarking in-
formation is embedded into the 2D plane, and the cor-
responding region is projected onto the original meshes.
Then, the watermark is embedded with a certain intensity
so that it is still visible after the 3D-printing of the model.
The results of experiments showed that the watermarking
information including Chinese characters, English letters,
and numbers is visible on the printed entities and that it
is robust to common attacks.

Keywords: Bitmap Font; Three-Dimensional Model; 3D-
Printing; Visible Watermark

1 Introduction

With the rapid development of 3D printing technology, 3D
models are used extensively in many fields, and various 3D
models can be obtained on the Internet. However, since
pirates have made it easier to copy and tamper with
the 3D models, obtaining copyright protection for such
models has become a significant issue.

Traditional data-protection technologies, such as en-
cryption, cannot protect the copyright of data, espe-
cially after the data are decrypted. Digital watermarking
technology provides a way for protecting copyrights, i.e.,
by embedding information, i.e., a watermark, into the
data [3, 4, 13]. Unlike encryption, digital watermarking

does not restrict access to the data but ensures the hid-
den data remain inviolate and can be recovered. One form
of digital watermarking, i.e., 3D mesh watermarking tech-
nology, also has been used extensively for authenticating
the content of 3D models and for making the content tam-
per proof.

The current 3D mesh watermarking techniques can be
divided into invisible and visible techniques, depending
on the transparency. Invisible watermarking ensures that
the watermarked information does not change and rarely
changes the appearance of the three-dimensional model
after the information is embedded, and a specific algo-
rithm can be used to extract the watermarking informa-
tion. Ohbuchi et al. [12] published the first research pa-
per related to invisible watermarking algorithms for 3D
models, and they proposed two invisible watermarking
schemes, i.e., the triangle similarity quadruple (TSQ)
scheme and the tetrahedral volume ratio (TVR) scheme.
Even though the robustness of these algorithms was weak,
it is notable that they were the forerunners of the subse-
quent 3D mesh digital watermarking technology. Gener-
ally, the invisible watermarking schemes in 3D models are
focused on the transform domain [6,8,9,19] and the spatial
domain [2, 5, 7, 11, 14–18]. The watermarking algorithm
in the transform domain embeds watermark data in the
spectrum coefficients of the Discrete Fourier Transform
(DFT) [8], the Discrete Wavelet Transform (DWT) [6,19]
and the Discrete Cosine Transform (DCT) [9]. The spatial
domain watermarking algorithm embeds watermark data
by modifying the values of the vertices or the geometric
features. Cho et al. [5] used the vertex norm to embed the
watermark into the Euclidean distance between the ver-
tex and the reference structure, and they proposed two
methods to embed the bits of the watermark by differ-
ent histogram mapping functions. Later, several meth-
ods [2, 14, 16] were proposed based on different optimiza-
tion methods to obtain minimal distortion of the surface
in order to improve the transparency. Some of the char-



International Journal of Network Security, Vol.23, No.1, PP.172-179, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).19) 173

acteristics of the surface of the model were changed in
order to embed watermarks and to enhance the robust-
ness of watermarking, e.g., invariant integral [15] and the
curvature of the vertex curvature [18].

Visible watermarking completely maps the shape of
the watermarking information to the shape of the three-
dimensional model so that the user can clearly observe
the watermarking information. Ohbuchi et al. [12] first
proposed a visible watermarking algorithm for the mesh-
density model. Then, Lu et al. [10] proposed visible wa-
termarking for the three-dimensional mesh model in two
views. However, the algorithm only gives the visible wa-
termark effect of embedding several simple English char-
acters. Subsequently, An et al. [1] proposed a visible wa-
termarking scheme for 3D models based on adaptation
of the boundary and subdivision of the mesh. The al-
gorithm can process complex characters, and the water-
mark information at the edge is complete. However, the
visible watermarking algorithm only can be displayed on
the 3D model, and the print is not visible. Therefore, it is
necessary to develop a three-dimensional watermark em-
bedding algorithm that can make the watermark visible
after 3D-printing.

Based on the analysis presented above, we propose
a 3D model watermarking algorithm that would make
the watermark visible in 3D-printing based on bitmap
fonts to overcome the shortcoming that the watermark
provided by the current 3D model is visible only on digi-
tal computers. First, a bitmap font was used to input the
watermarking information. Second, the smooth region
of the 3D model was subdivided selectively and projected
onto a 2D plane based on the bitmap font. Third, the wa-
termarking information was embedded into the 2D plane,
and the corresponding region was projected onto the orig-
inal meshes. Fourth, the watermark was embedded with
a certain intensity so that it is still visible after the model
is 3D-printed. The results of our experiment showed that
the watermark was visible on both the 3D model and the
printed entities. In addition, the approach we proposed
and used was robust against common attacks.

The rest of this paper is arranged as follows. Section 2
provides the details of our algorithm. Section 3 provides
the experimental results, and Section 4 presents our con-
clusions.

2 Our Proposed Visible Water-
marking in 3D Printing

In this paper, a three-dimensional model, visible water-
mark embedding algorithm based on the bitmap font is
proposed in order to overcome the shortcoming that 3D
visible watermarks are no longer visible after 3D printing.

Figure 1 shows the flowchart of our method. The wa-
termarking algorithm finds the corresponding 3D mesh
model vertices by bitmap fonts, and it changes the posi-
tion of the vertex to achieve the 3D-printing visible wa-
termark. Note that the information for a 3D mesh model

includes the coordinates of the vertices and the faces. We
assumed that a 3D mesh model can be denoted as Mod =
(V, F ),where V is the set of all vertices of the model, i.e.,
V = {vi|vi = (xi, yi, zi), xi, yi, zi ∈ R, 1 ≤ i ≤ N}; N is
the number of vertices; vi is the vertex of the 3D model;
xi, yi, and zi are the horizontal, ordinate, and ver-
tical coordinate values in the spatial coordinates, re-
spectively; F is the set of all of the triangular faces
that represent the topology of the mesh, i.e., F =
{fi|fi = (va, vb, vc), va, vb, vc ∈ V, 1 ≤ i ≤ Nf}; and Nf is
the number of faces. The detailed processes are described
below.

Figure 1: Flowchart of embedding the visible watermark

2.1 Generating the Bitmap Fonts for Wa-
termark Information

A bitmap font divides each character into a number of
points, and then it uses the value of each point to repre-
sent the outline of the character. The advantage of bitmap
fonts is that there is very little change in the topology of
the 3D mesh model, and the watermark information that
is generated has little effect on subsequent printing of the
model. Therefore, in this paper, we used the internal font
structure LOGFONT in the Windows system to gener-
ate three-dimensional visible watermarks that included
Chinese characters and English characters and numbers,
which solved the problem of how to draw different lan-
guage characters.

Assuming that the watermark information to be em-
bedded is W , W = (α, β), where α is the water-
mark vertex pixel information, i.e., α = {0, 1}; β is
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the watermark information vertex coordinate point, i.e.,
β = {βi|βi = (xwi , y

w
i ), 1 ≤ i ≤ Num}; (xwi , y

w
i ) the coor-

dinates of the plane watermark pixel, and Num is the
number of vertices of the watermark information.

For example, after setting the height of the embed-
ded watermark information – ”B” character and ”elec-
tric” Chinese character be 70 pixels, these two characters
were parsed into the coordinate information and pixel in-
formation of each vertex of character outline by the Get-
GlyphOutline() function of Windows from the website.
Figure 2 shows the watermark information to be embed-
ded drawn by MATLAB after obtaining the ”B” and Chi-
nese character vertex coordinate information. The black
portion is an area in which the bitmap font α is 1, and
the white portion is an area in which the bitmap font α
is 0.

(a) English character

(b) Chinese character

Figure 2: Bitmap fonts to be embedded

2.2 Processes of Embedding the Visible
Watermark

The embedding of the visible watermark after 3D print-
ing is done by changing the position of a vertex on a 3D
model. The concrete watermark embedding process con-
sists of the following six steps:

1) For each vertex vi(i = 1, 2, . . . , N) of the 3D mesh
model, find the vertex vmax as the smooth cen-
ter point, vmax = max(D(v)) and its normal vec-
tor ~n(xmax, ymax, zmax), D(vi) according to Equa-
tions (1) and (2).

d(vi) =

∑
vj∈Ni

cos(~nvi , ~nvj )

Ni
, (1)

D(vi) =
∑
n=p

d(vi), (2)

where Ni is the number of neighbors of the vertex
vi; ~nvi is the normal vector of the vertex vi; ~nvi is
the adjacent vertex normal vector; and p is the or-
der number of neighbouring vertex of vi. The area
formed by the smooth center point, vmax, and its
pth order neighborhood vertices is a smooth area
S = (V m, Fm), where V m is the vertex of the smooth
area; V m = {vmi |vmi = (xmi , y

m
i , z

m
i ), xmi , y

m
i , z

m
i ∈

R, 1 ≤ i ≤ Ni × p}, xmi , ymi , zmi are the values of
the vmi coordinate; Fm are the faces of the smooth
area, i.e., Fm = {fmi |fmi = (v1, v2, v3), v1, v2, v3 ∈
V m, 1 ≤ i ≤ Ni × p}.

2) Traverse each triangular face in the smooth region,
S, determine the center of gravity of each triangular
face, and connect the center of gravity to each ver-
tex of the triangular face to get three new triangular
faces and form a new smooth area. Figure 3 shows
the effect of triangle mesh subdivision. The red line
shows the original faces of the 3D model, and the
black line shows the subdivided faces.

Figure 3: Triangle mesh subdivision

3) The Z-axis direction is transformed into the
normal vector direction of the center point
~n(xmax, ymax, zmax) when the origin of the coordi-
nate system is unchanged, and the three-dimensional
smooth region is projected onto the two-dimensional
plane by the rotation matrix formula, which can be
expressed as

[
X
Y

]
= Rx(θa)Ry(θb)

 x
y
z

 , (3)

where X, Y are the coordinates of the plane af-
ter two-dimensional transformation; Rx, Ry are the
rotation matrices corresponding to x and y axes,
respectively; x, y, z are the coordinate values of
the smooth region; θa, θb are the angles between
~n(xmax, ymax, zmax) and the real coordinate system
of a three-dimensional model y · z plane and x · z
plane.

4) Traversing the two-dimensional smooth region to de-
termine the maximum and minimum values of the
vertices in the smooth region, which are denoted by
Xmax, Xmin, Ymax, and Ymin, respectively. Travers-
ing the watermark information, W , to determine the
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maximum and minimum values of the vertices in W ,
which are denoted by xwmax, xwmin, ywmax, and ywmin,
respectively. Multiplying each vertex in the two-
dimensional smooth region by the scaling factor, γ, to
satisfy the conditional expression as Xmax−Xmin >
xwmax − xwmin and Ymax − Ymin > ywmax − ywmin.

The translation distances (Dx, Dy) between the cen-
ter point of the smooth region and the vertex of the
watermark information center were obtained by For-
mula (4). Move all of the vertices in the 2D smooth
region as vi = (Xi + Dx, Yi + Dy), where vi is the
vertex of a two-dimensional smooth region.

{
Dx = X0 − x0
Dy = Y0 − y0

(4)

5) The bitmap font is composed of black and white. It
is considered that black is 1 and white is 0. The
bitmap font watermark information, W , is traversed,
and the position information of the previous vertex is
taken in the opposite direction of the X and Y axes,
forming a rectangular area when the vertex marked
with 1 is detected. As shown in Figure 4, Point A is
to detect the point where α is 1, B is the previous
vertex, and the red square is the rectangular area.

Figure 4: Rectangular area of the bitmap font

6) Traverse the two-dimensional smooth region, find all
the points in the red rectangular region, project these
points back into the three-dimensional space, and
embed the watermark intensity, h, to the normal vec-
tors of these points. A new coordinate is generated
based on the embedding intensity by Formula (5).


x′i = xi −

h~nxi√
~n2

xi
+~n2

yi
+~n2

zi

y′i = yi −
h~nyi√

~n2
xi

+~n2
yi

+~n2
zi

z′i = zi −
h~nzi√

~n2
xi

+~n2
yi

+~n2
zi

, (5)

where Ri(xi, yi, zi) is the three-dimensional vertex af-
ter back projection, ~nRi(~nxi , ~nyi , ~nzi) is the normal
vector of the three-dimensional vertices, and x′i, y

′
i, z

′
i

is the coordinate value of the three-dimensional ver-
tex after embedding the watermark.

3 Experiments and Analyses of
the Results

In this section, we conduct three groups of experiments
to evaluate the visibility and robustness of our proposed
algorithm. The experiments were developed on the Vi-
sual Studio 2012 development platform, and they used
the OpenGL library display 3D models. The format of
a 3D model is an OFF file, with three 3D models, i.e.,
Bunny, Venus, and Rabbit, as shown in Figure 5.

Since there are no standards that can evaluate the per-
formances of visible watermarks, in this paper, we used
the number of changed vertices in the smoothed area to
evaluate the effect of embedding the visible watermark.
Table 1 shows the number of vertices, the number of trian-
gular faces, and number of changed vertices in the smooth
area and the ratio of vertices to the changed vertices for
the three models. Table 1 shows that the number of ver-
tices that must be modified in the embedding models was
less than 2% of the vertices of the original model and the
number of triangular faces. Therefore, the watermarking
algorithm proposed in this paper requires very little mod-
ification of the original model, and it will not affect the
normal use of the model.

3.1 The Evaluation of a Visible Water-
mark in the 3D Model

Figure 6 shows the effect of embedding the water-
mark with the mixed numbers and English characters,
”KD 3D”, on three different models, an Figure 7 shows the
effect on three different models of embedding the water-
mark with the Chinese character for ”electricity.” Figure 8
shows the effect of embedding the watermark with the
Chinese characters and the English characters on three
different models after 3D-printing. Figure 9 shows the ef-
fect of embedding the watermark with the trademark on
the Rabbit model. Watermark information was clearly
and completely displayed on these models after embed-
ding the watermark.

3.2 The Evaluation of the Robustness to
Attack

The proposed method is based on mesh subdivision,
hence, when the watermarked model is subjected to an
attack that only changes the coordinate position of the
vertices in the model without changing the topology of
the model, the model can resist the corresponding attack
effectively. Therefore, the proposed algorithm is robust
to common attacks, such as translation, rotation, scaling,
smoothing, and noise. The results of the attacked Bunny
models are listed in Figures 10 and 11.



International Journal of Network Security, Vol.23, No.1, PP.172-179, Jan. 2021 (DOI: 10.6633/IJNS.202101 23(1).19) 176

(a) Bunny model (b) Venus model (c) Rabbit
model

Figure 5: Original models used in the experiment

Table 1: Three models

Model
Number of
vertices

Number of
triangular faces

Number of changed
vertices in smooth area

Number of changed
vertices in smooth

area / Number of vertices
Bunny 34835 69666 587 1.69%
Venus 100759 201514 426 0.42%
Rabbit 70658 141312 564 0.80%

(a) Bunny model
with embedded
watermarking

(b) Venus model
with embedded
watermarking

(c) Rabbit model
with embedded
watermarking

(d) Amplified part
with characters

(e) Amplified part
with characters

(f) Amplified
part with charac-
ters

Figure 6: Embedding English characters in three models

(a) Bunny model
with embedded
watermarking

(b) Venus model
with embedded
watermarking

(c) Rabbit model
with embedded
watermarking

(d) Amplified part
with characters

(e) Amplified part
with characters

(f) Ampli-
fied part with
characters

Figure 7: Embedding Chinese character in three models
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(a) English water-
mark printing result
of Bunny model

(b) English water-
mark printing result
of Venus model

(c) English wa-
termark printing
result of Rabbit
model

(d) Chinese water-
mark printing result
of Bunny model

(e) Chinese water-
mark printing result
of Venus model

(f) Chinese wa-
termark printing
result of Rabbit
model

Figure 8: Embedding watermarking in three models after 3D-Printing

(a) Trademark im-
age

(b) Trademark in
Rabbit model

(c) Trademark
printing result of
Rabbit model

Figure 9: Embedding trademark in Rabbit model after 3D-Printing

(a) Bunny model with wa-
termarked

(b) Adding 1% uniform noise

(c) Smoothing with iter-
ation of 50

(d) Three times subdivi-
sions

Figure 10: The performances of embedded English watermark model under attacks
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(a) Bunny model with wa-
termarked

(b) Adding 1% uniform
noise

(c) Smoothing with iter-
ation of 50

(d) Three times subdi-
visions

Figure 11: The performances of embedded Chinese watermark model under attacks

4 Conclusions

In this paper, we proposed a visible 3D model watermark
embedding algorithm based on the bitmap font. The al-
gorithm implements a visible watermark by modifying the
vertices of the smooth region of the 3D model according
to the bitmap font. The experimental results showed that
the proposed watermarking algorithm can retain the vis-
ible watermark in both the 3D mesh model and after 3D-
printing. In addition, the algorithm is robust to common
attacks, such as geometric transformation, noise, smooth,
and subdivision. However, the algorithm proposed in this
paper does not deal with the boundary of watermark in-
formation very smoothly, and it has certain influence on
the appearance of the model. These issues will be ad-
dressed in future research.
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Abstract

With the increase of per capita car ownership, traffic ac-
cidents frequently occur, in which rear-end collision ac-
counts for 30% to 40% of the total accidents; thus, rear-
end collision has become the primary factor of traffic en-
vironment deterioration. Therefore, how to improve road
traffic safety and reduce the probability of rear-end colli-
sion has become a primary social concern. In this study,
based on the safety pre-warning algorithm, a vehicle colli-
sion model was built, and a vehicle anti-collision warning
system was established. The calculation was performed
based on the sample data to obtain the prediction value
of vehicle collision time under different driving speeds to
provide drivers with adequate response time and reduce
the casualties and property losses caused by a vehicle
collision. The experimental results showed that the pre-
warning accuracy rate reached 80% when the speed was
regarded as a variable. The simulation results showed
that the early pre-warning or delayed pre-warning rate
was very low. The timeliness rate reached 89%, enabling
drivers to react quickly in the appropriate time and effec-
tively reduces the risk of vehicle rear-end collision.

Keywords: Early Warning Algorithm; Rear-End Colli-
sion; Safe Collision Time

1 Introduction

With the increase in automobile production and owner-
ship, traffic problems have become the city’s fundamental
problem. Rear-end collision accident is the most common
traffic problem and the most significant loss problem. Due
to the vehicle warning system’s imperfection, drivers of-
ten can not respond the first time, resulting in the loss of
life and property. Therefore, it is necessary to study the
analysis and early warning of rear-end collision. Scholars
at home and abroad have put forward their views on this.

Lee and Abdel-Aty [5] used the generalized estimation
equation with a negative binomial link function to model
the rear-end collision frequency at signalized intersections.

They found that there was a high correlation between lon-
gitudinal or spatial related rear-end collisions. Hendricks
et al. [4] applied the seven-step collision problem analysis
method to the rear-end collision. They defined and ex-
plained the countermeasure action by the front end anal-
ysis of the rear-end crash. Based on the artificial immune
mechanism, Yi et al. [6] put forward an early warning
model to identify and determine the trend caused by ab-
normal vehicle state, which is a theoretical basis for the
safe operation and management of highway tunnel group.

Huang et al. [2] studied and simulated the human
body’s dynamic response in the vehicle with rear-end col-
lision and established the human body’s nonlinear mathe-
matical model and restraint system. They complied with
the model’s motion equation using the Kane equation and
the multi-body dynamic analysis program developed by
Houston. They found that the model was in good agree-
ment.

This study used the vehicle speed based safety pre-
warning algorithm. It simulated the effect of the anti-
collision system through data calculation and simulation,
especially the response to the early and late pre-warning
triggered under the change of speed per hour, to quantify
the impact of warning on collision safety benefit measures
and ensure the accuracy and timeliness of the system.

2 Safety Pre-Warning System

2.1 Rear-end Collision

Rear-end collision is a kind of straight-line collision in
the state of the car following. It refers to the situation
that the head of one vehicle collides with another vehicle’s
tail [8], as shown in Figure 1.

∠1 is denoted as θ1, and ∠2 is denoted as θ2. ∠1
and ∠2 represent the angle between the connecting line of
the central coordinates of the front and rear vehicles and
the vehicle’s driving direction, respectively. ν1 represents
the rear vehicle’s speed, ν2 represents the front vehicle’s
speed, d represents the distance between the two vehicles’
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Figure 1: The schematic diagram of rear-end collision

central position, K refers to the transverse distance of the
two vehicles.

Only when the transverse distance between the two
vehicles is smaller than the car body’s width, i.e., K ≥
|d sin θ1|, the rear-end collision between the two vehicles
is possible. When K ≥ |d sin θ1| is detected, the sys-
tem needs to compare the time required for vehicle rear-
end collision with time-to-collision (TTC) to determine
whether there is a risk of rear-end collision. The rear-end
collision of two vehicles can be active or passive. The time
required for rear-end collision is assumed to be t. When
rear-end collision occurs, i.e., the rear vehicle’s speed ex-
ceeds that of the front vehicle, and when ν1 > ν2 and
|θ1| < |θ2| are met, the time required for rear-end colli-
sion is:

t = 3.6× |(d× | cos θ1| − 5)|/(ν1 − ν2).

2.2 Safety Anti-collision

TTC is the shortest time required for drivers to know
the danger and react to avoid collision [15]. In driving,
the calculation and processing module of the pre-warning
system needs to calculate the reserved safety time in real-
time according to the vehicle status data returned by the
detection instrument; then, it can be compared with the
time required for rear-end collision [14]. The smaller the
TTC is, the greater the risk of rear-end collision is. The
basic formula of TTC can be expressed as

TTC =
d− L

|Vrear − Vfront|
,

where L refers to the vehicle’s length, and Vfront and
Vrear are the real-time speed of the front and rear vehicles,
respectively.

Considering that the vehicle’s acceleration is constant
and the speed of the rear vehicle is higher than that of
the front vehicle, then the acceleration of the front vehicle
is expressed as afront, and the acceleration of the rear
vehicle is expressed as arear.

To simplify the calculation, let the relative speed be-
tween the front and rear vehicles (|Vrear−Vfront|) be Vrel,
let the relative acceleration (|arear − afront|) be arel, let

TTC = t0, and the safe stopping distance is assumed to
be s.

Considering the front-vehicle’s real-time motion state,
it is assumed that the front vehicle still has the speed
when the rear-end collision accident occurs, i.e., ∆ =
V 2
rel + 2areld ≥ 0, the two vehicles may rear-end. Un-

der this condition, when the front vehicle runs at a con-
stant speed, i.e., afront = 0, and Vfrontt0 + (d − s) >
Vreart0 + 1

2areart
2
0, the rear-end collision will not happen;

when the rear vehicle continuously runs, i.e., arear = 0,

TTC = t0 =
d− s
Vrel

.

When the rear vehicle has acceleration, i.e., arear 6= 0,

TTC = t0 =
−Vrel +

√
V 2
rel + 2arear(d− s)
arear

.

It is assumed that the front vehicle no longer has speed
at the time of rear-end collision, i.e., the front vehicle com-
pletely stops it stops. When (d − s) > Vreat0 + 1

2areart
2
0

is satisfied, the collision will not happen when the rear
vehicle runs constant, i.e., arear = 0,

TTC = t0 =
d− s
Vrear

.

When the rear vehicle has accelerated, i.e., arear 6= 0,

TTC = t0 =
−Vrear +

√
V 2
rear + 2arear(d− s)
arear

.

2.3 Structure of the Pre-warning Algo-
rithm

The comparison between the time of vehicle rear-end col-
lision and TTC is showed that when TTC is smaller than
the time required for rear-end collision, the collision will
not occur.

On the contrary, when TTC is more extensive than or
equal to the time required for rear-end collision, there is a
risk of rear-end collision. Therefore, the pre-warning sys-
tem should be connected with the detection equipment
to transmit the vehicle’s real-time information in the pro-
cess of driving to the database, especially the speed of
the vehicle and the distance and angle with the vehicle
ahead [12]. The calculation module calculates the rear-
end collision time and TTC, respectively, and transmits
the judgment result to the processing center. If there is
a risk, the driver shall be warned in time by sending out
visual or auditory signals [1] to remind the driver to slow
down; if the risk is removed, the signal is canceled. The
structure of the pre-warning algorithm system is shown
in Figure 2.

3 Experiment Model

3.1 Experimental Methods

The virtual rear-end collision experiment analysis and the
construction of components, such as road network, vehi-
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Table 1: Pretest results

Group 1 Group 2 Group 3 Group 4 Group 5
Speed of the front vehicle (km/h) 30 40 52 59 42
Speed of the rear vehicle (km/h) 40 55 64 68 53

Acceleration of the front vehicle (km/) 6 6 7 6.5 7
Acceleration of the rear vehicle (m/) 8 6 8.5 7.5 9
Distance between two vehicles (m) 15 10 7 5 9

sin θ1 sin 175 sin 10 sin 15 sin 160 sin 12
cos θ1 cos 175 cos 10 cos 15 cos 160 cos 12

The time required for rear-end collision t(s) 1.26 1.75 0.79 0.5 4.45
TTC (s) 1 1.9 1.56 1.52 1.83

Rear-end collision hazard judgment Safe Danger Danger Danger Safe
Whether the pre-warning alarm sounds No Yes Yes Yes No

Note: 1 km/h = 0.28 m/s

Figure 2: The working structure of the security pre-
warning system

cle, and signal lamp, were realized by MATLAB computer
simulation software [10]. The intersection was selected as
the virtual center section, and the finite element model
and Computer-Aided Design (CAD) model of the neces-
sary vehicle parts were input [3].

SANTANA model was selected as the simulated vehicle
as the alarm time of the model was relatively moderate.
In constructing the internal security pre-warning system,
VanetMobisim, the generation tool of moving node tra-
jectory, was adopted to establish a V2V communication
scene and compile the OTCL simulation script. After the
vehicle simulation rear-end collision model was built, the
calculation was performed by Pam-Crush software, and
the result was output. Ten experienced drivers with lit-
tle difference in driving years were recruited for manual
assessment.

3.2 System Pretest

In the actual process, considering the cost, it is impossible
to make the vehicle present the violent collision scene of a
rear-end collision. Therefore, to ensure the experiment’s
scientificity, it is necessary to carry out a pretest on the
pre-warning system. The length, width, and height of the
vehicle body used in the experiment were 4.5 m, 2 m, and
1.7 m, respectively. All vehicles were under the same road
condition.

The safe stopping distance of the vehicle was 3 m.
Firstly, the rear-end collision time and TTC were calcu-
lated manually by the formula. Whether there was a risk
of rear-end collision was determined based on the calcu-
lation result. Then, the pre-warning system’s feasibility
was detected by comparing it with the actual response
of the pre-warning alarm. Five groups of data were ran-
domly selected for the pretest. The test results are shown
in Table 1.

In Table 2, the comparison of the time required for
rear-end collision and TTC showed that the rear-end col-
lision accidents in the first and fifth groups would not
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Table 2: Simulation results of the accuracy of the security pre-warning algorithm

Collision No Collision

Rear Vehicle Front Vehicle Pre-Warning No Pre-Warning Pre-Warning No Pre-Warning
Low Speed Low Speed 75 0 1 74

Moderate Speed Moderate Speed 70 5 2 73
High Speed High Speed 62 8 15 55

False Alarm Rate 11%
Missing Alarm Rate 9%

Accuracy Rate 80%

occur, and the pre-warning system signal did not ring.
However, in the 2nd, 3rd and 4th group, TTC > t, the risk
was assessed as dangerous, and the pre-warning system
was required to prompt the driver to decelerate promptly
and brake. All three alarms sounded. The alarm response
was correct in the test of the five groups of data, which
showed that the pre-warning system was feasible. After
passing the pretest, the next experiment was carried out.

4 Experimental Results

4.1 Pre-warning Accuracy

The simulation vehicles were randomly divided into three
groups, including low-speed, medium-speed, and high-
speed groups, with five vehicles in each group. The vehi-
cles were controlled to run at a low speed (10 ∼ 20 km/s),
moderate speed (30 ∼ 40 km/s) and high speed (50 ∼ 60
km/s) respectively. When the two vehicles touched and
the time when the pre-warning signal of the vehicle inte-
rior warning system sounded were observed and recorded.

The correct alarm and false alarm of the pre-warning
system in the case of signal display and the correct avoid-
ance and alarm failure in no signal display were recorded.
Two different collision results of this experiment were set
in the simulation system in advance. The collision group
and the non-collision group were repeated five times un-
der the same conditions, 75 times in each case, and fi-
nally, 150 times of pre-warning data were obtained in to-
tal. The simulation results of the accuracy of the safety
pre-warning algorithm are shown in Table 2.

Note: the false alarm rate = the sum of pre-warning
times in the case of no collision/total times; the missing
alarm rate = the sum of the times of no pre-warning in
the case of collision/total times; the accuracy rate = the
sum of the times of pre-warning in the case of collision +
the sum of the times of no pre-warning in the case of no
collision/total times.

It was seen from Table 1 that the safety pre-warning
algorithm system that took speed as the primary bench-
mark was accurate in predicting the risk of vehicles at a
low speed, followed by vehicles at a moderate speed. Due
to the large centrifugal force of the high-speed vehicle, the
friction coefficient with the ground was relatively reduced.

Thus the pre-warning algorithm had a large error, leading
to the alarm in the case of no collision or no alarm in the
high-speed group’s case; the frequency of false alarm and
missing alarm in the high-speed group was the highest.
Also, the false alarm rate and missing alarm rate of vehi-
cles at all speeds were controlled at a low level, 11% and
9%, respectively, and the accuracy rate of vehicles at the
low speed was nearly 100%. The results showed that the
safety system based on the pre-warning algorithm could
accurately calculate and compare the difference between
the rear-end collision time and TTC, judge the risk of
rear-end collision at the first time, and feedback to the
driver. The real-time reminding and controlling of the
driving speed can significantly improve the safety of the
driving process.

4.2 Timeliness Rate of Pre-warning

Under the same conditions of the simulation experiment
on the accuracy of the safety pre-warning algorithm, ten
real drivers were asked to evaluate the rear-end collision
time of low speed, medium speed, and high-speed groups,
respectively. The output module of the simulation system
was controlled by the real drivers assigned to each group.
According to their experience, the time required for rear-
end collision was estimated. Then each driver submitted
the demand for braking response in the simulation system
according to their judgment.

The time of the braking reaction of the divers was
recorded. Starting from the moment of the braking ac-
tion, 0 ∼ 2 s was the pre-braking stage, 2 ∼ 4 s was the
braking stage, and 4 6 s was the post-braking stage.
The alarm of the pre-warning system before, during, and
after braking was observed. To avoiding the influence of
the individual driving inertia, the rotation system was
adopted, and the test was repeated five times, 50 times
each group. Finally, 150 groups of data were obtained.
The timeliness rate of the safety pre-warning algorithm is
shown in Table 3.

Note: early rate = the sum of times before brak-
ing/total times; delay rate = the sum of times after brak-
ing/total times; timeliness rate = the sum of times during
braking/total times.

From Table 2, the vehicles at the low speed had the
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Table 3: The timeliness rate of the security pre-warning algorithm

Front Vehicle Rear Vehicle Before Braking During Braking After Braking

Low Speed Low Speed 0 50 0
Moderate Speed Moderate Speed 2 45 3

High Speed High Speed 4 37 8
Early Rate 4%
Delay Rate 7%

Timeliness Rate 89%

lowest early and delay rates and the highest timeliness
rate. The high-speed group had an apparent fluctuation
of the safety pre-warning signal’s appearance time before
and after braking. The high-speed group’s early and de-
layed alarm rates were 8% and 16%, respectively, which
were twice as high as the average values. Moreover, the
frequency of time deviation after braking was relatively
high, i.e., the pre-warning system’s decay rate was higher
than the early rate. Overall, the safety pre-warning sys-
tem maintained a timeliness rate of 89%, showed a high
sensitivity in the rear-end accident judgment, and kept
a good synchronization with the experienced drivers [13].
This study provides proof for the efficient analysis and
timely feedback of the safety pre-warning algorithm and
offers a more powerful guarantee for applying the safety
pre-warning system to avoid vehicle rear-end collision.

5 Discussion

1) The driver should control the speed. It was seen from
the experimental results of this study that the speed
was the most direct and critical factor affecting the
probability of rear-end collision [11]. The simula-
tion experiment also verified that there was still a
deviation in the accuracy rate and timeliness rate in
high-speed driving even when the pre-warning system
was used for preventing rear-end collision. Therefore,
only when the driver controls the speed carefully can
the problem be solved fundamentally.

2) The driver should regularly check whether the ve-
hicle braking performance is good. If the braking
performance deteriorates, the braking reaction will
be slowed down. The braking duration will be short-
ened, which will shorten the time before the occur-
rence of rear-end collision accidents and more likely
to cause traffic accidents [9].

3) The vehicle should keep a distance. According to the
calculation results of the time required for rear-end
collision, the smaller the distance between vehicles is,
the less reaction time left for drivers is. Moreover, the
close collision is more likely to increase the severity
of the accident. When the speed is low, the distance
with the front vehicle in the same lane should be

appropriately shortened, but the minimum distance
shall not be smaller than 50 m [7].

6 Conclusion

In this study, we focus on preventing urban rear-end col-
lision accidents. This study has analyzed the influencing
factors of rear-end collision accidents. We also proposed
a safety pre-warning algorithm with running speed as the
primary variable, established a safety pre-warning system,
and verified the system’s accuracy and timeliness in pre-
dicting the risk of rear-end collision accident simulation
experiments. The results showed that:

1) Vehicle speed was an essential factor affecting the
occurrence of rear-end collision;

2) The safety pre-warning algorithm based pre-warning
system had strong feasibility for the analysis and
judgment of rear-end collision accidents, which was
manifested in high accuracy and high timeliness rate;

3) The application of the safety pre-warning algorithm
has a good prospect in avoiding the rear-end colli-
sion accident in urban traffic, which is conducive to
reduce the collision risk and ensure personal safety
and traffic safety to the greatest extent.
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