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Abstract

The traditional Logistic chaotic sequence is easy to be re-
constructed and when using it to encrypt data, it is easily
to leak sensitive information. Therefore, an external key
is introduced to encrypt the initial value and parame-
ters of the Logistic equation. Then we conduct sensitive
and diffusion process for feedback discrete Hopfield neu-
ral network based on the Logistic sequence sensitivity to
the initial value. And by updating the control parame-
ters, it produces good sequence key with random chaos
iterative operation. The final algorithm analysis and sim-
ulation experiments show that the key of the algorithm
has a good sensitivity, the generated random sequence has
good randomness, which satisfies the requirement of cryp-
tography. The pseudo-random sequences constructed by
the algorithm are characterized by good randomness and
complexity.
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1 Introduction

With the rapid development of computer technology and
multimedia technology, multimedia communication has
gradually become an important way for people commu-
nicating with each other [2, 3, 9]. Information security
has been an important issue that is closely related to our
lives [7, 8, 17]. The most important way to protect infor-
mation security is data encryption. The discrete Hopfield
neural network was proposed by Liu [10], so the combi-
nation of chaos and neural networks for data encryption
has been continuously developed. At present, the main
research methods are as follows:

1) Using a known chaotic sequence to train the neural
network model, so that the neural network can ap-
proximate the same chaotic sequence, then use the

known chaotic sequence as the public key, and the
trained neural network weight and threshold param-
eters are as the private key to implement data en-
cryption;

2) Using the chaotic attraction of the discrete Hopfield
network and the unidirectional mapping of the initial
state and the attractor, the stable attractor of the
discrete Hopfield network can be encrypted as a key.

The neural network mutual learning model and the
chaotic system were mutually interfered, and a new com-
posite stream cipher was proposed in reference [15]. A
novel chaos-based hybrid encryption algorithm design for
secure and effective image encryption was presented. To
design the algorithm, the Zhongtang chaotic system had
been selected because of its rich dynamic features and
its dynamical analysis was performed. On the base of
this system, a new chaos-based random number genera-
tor (RNG) was developed and usefulness of the designed
RNG in an encryption process was shown over NIST 800-
22 randomness tests in reference [21]. In reference [11],
the Hermite orthogonal polynomial was introduced into
the neural network excitation layer, and the ”one-time-
one-density” asynchronous encryption algorithm was re-
alized. Pareek [12] proposed a chaotic encryption scheme
by combining the chaotic attraction of Hopfield network
with the linear feedback shift register. The most impor-
tant thing to apply chaos and neural network to data
encryption was that it used the chaotic characteristics
of chaotic sequences. However, Zhang [19] also pointed
out that there are defects in the sequence reconstruction
of chaotic sequences in data encryption. Moreover, the
reference [4] completely reconstructed the four-point and
sixteen-point sequence fragments of the Logistic equation.
Therefore, the simple chaotic sequence encryption method
is the risk of being cracked. Aiming at this problem, this
paper introduces an external key to encrypt the Logis-
tic equation, and proposes a piecewise discrete Hopfield
neural network model. Through a sensitive and diffusion
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process, the chaotic network model also has good sensi-
tivity and good random generation sequence.

The rests of the paper are organized as follows. Sec-
tion 2 introduces the Logistic mapping. Discrete Hopfield
neural network Model is illustrated in Section 3. Section 4
and Section 5 outline the quantitative processing and new
algorithm analysis. Section 6 finally concludes this paper.

2 Logistic Mapping

Logistic mapping [5,16,18,20] is a classic chaotic sequence
mapping. Because of its simple implementation method,
it is easy to be reconstructed by the thief using phase
space to construct the form of chaotic equation. There-
fore, in order to enhance the confidentiality of the Logistic
mapping, this paper introduces an external key to encrypt
the initial values and parameters of the Logistic map.

The 24-bit binary number K1 is used as an external
key to initialize the initial values and parameters of the
Logistic map. Let K1 be expressed in hexadecimal as
K1 = k1k2k3k4k5k6, and ”k1k2k3k4k5k6” is an external
key. Where ”k1k2k3” is used to generate the input control
parameter r of the Logistic mapping. ”k4k5k6” is used to
generate the initial value X0 of the Logistic mapping.

In this article, the Logistic mapping is as follows:

Xn+1 = r ×Xn(1−Xn), Xn ∈ (0, 1).

Where r is the input control parameter and X0 is the
initial value of the Logistic mapping. They are generated
by an operation of an external key. During the operation,
”k1k2k3k4k5k6” is converted into a corresponding decimal
number for operation. Therefore, we can get,

r = 4 +
k1/162 + k2/16 + k3

162
.

X0 =
k4/162 + k5/16 + k6

163
. (1)

3 Discrete Hopfield Neural Net-
work Model

Assuming that each Neuron state is 0 or 1, the next state
Si(t+ 1) depends on current state Si(t). So

Si(t+ 1) = σ(ΣN−1j=0 Ti,jSi(t) + θj), i = 0, 1, · · · , N − 1,

where the threshold of neuron i is θj , and the connection
weight between neuron j and i is Ti,j . σ(x) is any non-
linear function, is set as the unit step function. Then the
energy function of the system at time t is:

E(t) = 0.5
∑
i,j

Ti,jSi(t)Sj(t).

Hopfield has proved that Equation (1) decreases monoton-
ically with the evolution of system state, and eventually
it will reach a stable state, namely chaos attractor. And

there is an unpredictable relationship between the state
messages contained in its attraction domain. If the join
weight matrix T is changed, the attractor and its cor-
responding attraction domain will change too. After the
introduction of random transformation matrix H, the ini-
tial state S and attractor Sµ will be updated by Ŝ = SH

and Ŝµ = SµH and get new initial state S and attractor

Ŝµ, and this process is unilateral, irreversible [14].

4 Quantitative Processing

In order to apply the random sequence generated by dis-
crete Hopfield neural network into data encryption, this
paper introduces the conversion function T (x) to convert
the generated random sequence into a 0 − 1 random se-
quence. T (x) is defined as follows:

T (x) = 0, x ∈ [2n/N, (2n+ 1)/N ].

Where N is an integer in interval [10,+∞], n is an integer
in interval [0, Ñ ], Ñ = bN/2c. Since the random value
generated by the network is in the interval (0, 1), this
paper divides the interval (0, 1) into N equal parts. The
larger the N value is, the finer the interval division is and
the data precision is higher.

4.1 Generating a 0− 1 Random Sequence

1) Input the key K1 to initialize the Logistic mapping
and iteratively calculate the Logistic mapping 200
times. Let X = [x101x102x103, · · · , x199x200] be used
to store the next 100 chaotic values.

2) Use X to initialize the weight, threshold of the diffu-
sion matrix W and the discrete Hopfield neural net-
work. W is a 4× 4 matrix, W1 is a 2× 4 matrix, B1

is a 2 × 1 matrix, W2 is a 1 × 2 matrix, and B2 is
a 1× 1 matrix.Extract elements from X to initialize
W , W1, B1, W2, and B2, respectively.

3) Input the key K2 and obtain D̃1 through initial
grouping and transformation.

4) Input D̃1 to the discrete Hopfield neural network,
and a random value D3 is obtained through network
operation; then the values of the control parameters
Q1 and Q2 are continuously updated until a random
sequence of the desired length is obtained.

5) The generated random sequence is converted to a
corresponding binary random sequence by a quan-
tization function T (x).

5 New Algorithm Analysis

This paper analyzes the key space size of the new algo-
rithm, the number of 0/1 statistics, the correlation of ran-
dom sequences and the sensitivity of the key through the-
oretical analysis and experimental simulation, and draws



International Journal of Network Security, Vol.22, No.5, PP.869-873, Sept. 2020 (DOI: 10.6633/IJNS.202009 22(5).18) 871

Table 1: Statistical analysis results

Testing parameter Sequence 1 Sequence 2
n0 128 130
n1 129 127
r 129 131
y1 5.37e−4 5.98e−5

y2 1.3214 -6.7892
y3 -0.1179 0.1225

corresponding conclusions. The simulation experiment
data is as follows: n0 = 120, n1 = 8, n2 = 10, α = 2,
N = 128, Q1 = [0.5, 0.5]T , Q2 = 0.5.

5.1 Key Space Analysis

In this paper, the encryption key consists of K1 and K2,
and the key space is determined by the length of K1 and
K2. Let their lengths be L1 and L2, respectively. The
key space is 2(L1+L2). The larger L1 + L2 is, the larger
the key space is. In this paper, L1 = 24, L2 = 16, and
the key space size is 240. Obviously, the length of L2

is variable. Increasing the length of L2 can increase the
size of the key space. However, when the length of the
key L2 is increased, the number of inputs of the discrete
Hopfield neural network will also increase. The number
of corresponding discrete Hopfield neural network layers
will increase too, the time overhead of the network itera-
tive operation will increase. When the generated random
sequence is very large, the time overhead of running the
entire network will be very large too.

5.2 Statistical Analysis

A valid binary random sequence must satisfy the 0/1 ra-
tio. Therefore, the purpose of this test is to determine if
the ratio of 0/1 in the sequence is approximately equal to
the ratio of 0/1 in the true random sequence. At the same
time, this paper refers to the method of [13] for the fre-
quency test, sequence test and run test of the generated
random sequence. Therefore, two random sequences of
length 256 are randomly selected for statistical analysis.
The analysis results are shown in Table 1.

In Table 3, n0 denotes a number of 0, n1 is number of
1, r is total number of run test, y1 is frequency test value,
y2 is sequence test value, y3 is run test value.

It can be seen from Table 1 that the number of ”0”
and ”1” in sequence 1 and sequence 2 are nearly equal,
satisfying the requirements of random sequence. At the
same time, the frequency test value y1 is less than 3.84,
which can pass the frequency test. The sequence test
value y2 is less than 5.99, which can pass the sequence
test. The run test value y3 is much less than 1.96, which
can pass the run test. Therefore, the generated random
sequence has good randomness.

Table 2: Statistical analysis result of LET

Testing parameter Sequence 1 Sequence 2
n0 127 126
n1 129 132
r 130 128
y1 6.18e−5 2.51e−4

y2 -0.972 -0.864
y3 0.259 -0.397

Table 3: Statistical analysis result of RBC

Testing parameter Sequence 1 Sequence 2
n0 135 140
n1 121 116
r 140 135
y1 5.34e−3 1.23e−2

y2 1.467 2.132
y3 1.792 1.235

In order to further verify the randomness of the gen-
erated sequences, the above two randomly selected ran-
dom sequences are compared with the statistical analysis
results in the reference LET [6] and RBC [1]. The statis-
tical analysis results of the LET and RBC are shown in
Table 2.

From Table 2, it can be seen that the difference be-
tween ”0” and ”1” in the random sequence generated by
new algorithm is smaller than the difference between ”0”
and ”1” in the literature [13]. Therefore, the 0/1 sequence
generated in this paper is more random. At the same
time, the frequency test value y1, the sequence test value
y2 and the run test value y3 are all smaller than the corre-
sponding values in [6]. Therefore, the 0/1 sequence cant
better pass the frequency test, sequence test and run test.
Compared with the literature [6], the difference between
”0” and ”1” in the random sequence in this paper is close
to the difference between ”0” and ”1” in the literature [6].
And, the frequency test value y1 and the run test value
y3 in this paper are smaller than the corresponding val-
ues in the literature [6] in some cases, which indicates that
the 0/1 sequence can better pass the frequency test and
the run test in some cases. However, the sequence test
value y2 in this paper is larger than the corresponding
value in [6], which indicates that the 0/1 sequence gener-
ated in [6] can pass the sequence test better. In general,
the proposed algorithm outperforms the literature in fre-
quency test, sequence test and run test [1], and in some
cases is superior to the literature [6].

5.3 Correlation Analysis

The change in the autocorrelation function of the se-
quence is smaller, the better the randomness of the se-
quence is. The cross-correlation function of the sequence
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is close to zero, the more unrelated the two sequences
are. Figure 1 is the autocorrelation function of the 0/1
sequence generated when the initial keys are K1 and K2.
Figure 2 is a comparison of the 0/1 sequence generated
when the key K1 or K2 is randomly changed by one bit.
The solid line represents the original sequence and the
dotted line represents the new sequence. Figure 3 is a
cross-correlation function diagram of two sequences.

5.4 Key Sensitivity Analysis

The chaotic sequence generated by the Logistic map has
good sensitivity to the initial value. Since the key K1 is
used to generate the initial value of the Logistic equation,
K1 also has good sensitivity. At the same time, this pa-
per uses Logistic map to sensitive and diffuse the key K2,
which makes K2 also have good sensitivity. In order to
verify the sensitivities of the keys K1 and K2, one of the
keys is changed, and the percentage of the difference be-
tween the new random sequence and the original random
sequence is counted. Let i denote the position number
corresponding to each of K1 and K2, then 1 ≤ i ≤ ϑ,
ϑ is the sum of the lengths of the keys K1 and K2. In
this paper, ϑ = 40. NP represents the percentage of the
new random sequence and the original random sequence
as the percentage of the total number of sequences. The
formula of NP is:

NP (i) = (

NK∑
n=1

(A(n)))/(NK)× 100%.

A(n) =

{
0 D(n) = D′(n)
1 D(n) 6= D′(n).

Where D(n) and D′(n) represent the original random se-
quence and the new random sequence, respectively. NK
represents the total number of bits of the sequence D(n).
NP (i) represents the percentage corresponding to the
change of the i− th bit.

Depending on the strict avalanche criterion in the block
cipher measure, changing any bit in the key should re-
sult in a change of approximately 50% of the bits in the
ciphertext. Figure 4 shows the percentage statistics ob-
tained for the key length ϑ = 40 and the sequence length
NK = 20000.

It can be seen that the percentage of the sequence gen-
erated when the key changes by one bit is close to 50%,
which satisfies the strict avalanche criterion.Therefore,
both keys K1 and K2 are sensitive.

In summary, the 0/1 sequence generated by the algo-
rithm has good randomness and the key has strong sen-
sitivity.In addition, this paper uses a 24-bit external key
to generate chaotic initial values and control parameters.
Compared with the literature [16] directly using chaotic
initial values and control parameters as keys, the key of
this paper is more convenient to manage. At the same
time, it solves the problem that the Logistic sequence pro-
posed in [15] is easy to be reconstructed, which makes the
security of the key better.

5.5 Anti-Matrix Analysis and Difference
Analysis

If using a public key encryption system, from the or-
thogonal decomposition, the singular value decomposi-
tion and triangular decomposition, they demonstrate that
the HNN network’s safety is reliable. Because the entire
password system is irregular in the process of encryption,
even if the same clear sequence encrypted, the obtained
ciphertext sequence cannot be the same. Moreover, in
the decryption process using the attracting method, the
differential cryptanalysis for the algorithm is invalid.

6 Conclusion

In this paper, we propose a sequential cipher algorithm
based on feedback discrete Hopfield neural network and
logistic chaotic sequence. The key is processed with sen-
sitive and diffused to enhance its sensitivity. After ex-
periment demonstration, the new algorithm has reliable
security and high efficiency than other methods.
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