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Abstract

Eschenauer et al. presented an efficient random key pre-
distribution scheme for WSNs that assigns symmetric
keys to sensor nodes by randomly sampling from a large
key pool. Most research in this line assume nodes ex-
change key identifiers to determine common keys between
them. However, an adversary can learn topology informa-
tion of the underlying random key graph by intercepting
exchanged key identifiers. In addition, when key expo-
sure occurs, compromised nodes should be revoked and
uncompromised nodes’ key rings should be updated se-
curely. In this paper, we design an unlinkable key update
mechanism that can revoke compromised nodes while an
adversary is infeasible to link key identifiers with a node.
A key update node is responsible for distributing a ran-
dom seed among uncompromised nodes in order to update
their key rings securely. The revoked keys are represented
by a bloom filter to avoid exchange of key identifiers when
checking whether a node is compromised. As a bloom fil-
ter has zero false negative rate, we utilize negative answers
returned by a bloom filter to identify uncompromised keys
and nodes with high probability. Then a local broadcast
mechanism is used to speed up update of uncompromised
nodes’ key ring securely.

Keywords: Bloom Filter; Key Pre-distribution; Unlink-
ablity

1 Introduction

Wireless sensor networks (WSNs) are networks consist-
ing of battery-powered sensor nodes that are able to per-
form sensing tasks, data processing and multi-hop wire-
less communication. With the rapid development in sen-
sor technologies and wireless communication, WSNs have
been widely used in applications such as environment
monitoring, target tracking, military operations and at-
tracted a lot of attention from research communities [15].
As sensor nodes may be deployed in hostile environments,
they must forward data packets to a base station (a

sink node) in a secure manner to prevent an adversary
from breaking data privacy or mounting a forgery at-
tack [1, 13]. Hence security is an important issue to be
addressed for wide deployment of WSNs. To provide se-
curity services (e.g., data encryption or identity authenti-
cation) for WSNs, it is necessary to establish shared keys
between nodes via appropriate key management mecha-
nisms. However, as sensor nodes are resource-constrained
equipments with limited storage and computational capa-
bility, traditional public key cryptographic schemes(e.g.,
Diffie-Hellman key agreement protocol [5]) are not appli-
cable for WSNs since computational cost of public key
operations are too costly to be implemented for sensor
nodes [4]. That is, energy efficiency is an important fac-
tor to be considered when handling security challenges for
WSNs [8].

As senor nodes can only afford light-weight op-
erations such as hash operations, symmetric encryp-
tion/decryption operations, Eschenauer and Gligor [6]
suggested a random key pre-distribution scheme for
WSNs in which each sensor node is equipped with a
fixed-sized key ring comprising symmetric keys randomly
sampled from a large key pool before network deploy-
ment. Afterwards, two nodes can compute a session
key for secure communication if their key rings share at
least a common key. Connectivity of the induced ran-
dom key graph is proven to hold asymptotically under
certain choices of system parameters [17]. Several im-
provements or extensions to this kind of random key pre-
distribution schemes are suggested such as q-composite
random key pre-distribution scheme [3], random pairing
key pre-distribution scheme [16]. On the other hand, de-
terministic key pre-distribution schemes based on com-
binatorial designs [14] are also presented as alternatives
to key pre-distribution schemes for WSNs. Determinis-
tic key pre-distribution schemes have the advantage that
secure connectivity property can be proven to hold in a
deterministic way.

A subtle point inherent in random key pre-distribution
schemes for WSNs is how to determine common keys be-
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tween a pair of nodes. That is, a kind of key confirma-
tion mechanism is a pre-requisite in order to find common
keys between nodes. Currently, it is generally assumed
that nodes can exchange their own key identifiers directly
as a solution for key confirmation. However, the poten-
tial security risk of this simple solution is that an adver-
sary may link observed key identifiers with nodes after
observing communication between nodes. These informa-
tion can help an adversary to deduce topology structure
of the underlying key graph.

To counteract the above mentioned security risk of the
simple solution for key confirmation, Marek Klonowski
and Piotr Syga [9] presented a novel unlinkable key confir-
mation solution based on bloom filters to determine com-
mon keys between a pair of nodes. Each node should
compute a local bloom filter as a compact representation
for secret keys hold by itself. Then two nodes can ex-
change their bloom filters other than key identifiers. A
node can check whether a key hold by itself is also an
element of the other node’s key ring by issuing set mem-
bership queries to the other node’s bloom filter. As posi-
tive answers returned by bloom filters may be faulty with
non-zero probability (false positive rate), their key confir-
mation process should be repeated with fresh randomness
for several times between a pair of nodes to ensure that
positive answers from bloom filters can be considered as
correct with high probability. The additional communica-
tion overhead will also consume a large amount of nodes’
energy.

As networks structure of WSNs may vary due to factors
such as node failure or malfunctioning, single phase key
pre-distribution is not able to adapt to dynamic changes
in WSNs.To support a flexbile secure infrastructure for
new nodes deployments,Albert Levi, and Salim Sarimu-
rat [10] suggested use of multiple generation of dynamic
key pools. As nodes should evolve their key rings by it-
erative hash computations by the end of each generation,
it is implicit that their method requires all nodes to re-
fresh their key rings synchronously. On the other hand,
when WSNs are deployed in hostile environments, some
compromised keys should be revoked since they may have
been broken by an adversary. A node is compromised if
its key ring is a subset of the compromised keys controlled
by an adversary. The scheme in [10] is unable to revoke
compromised nodes from WSNs. Moreover, an adversary
is still able to intercept key identifiers exchanged between
nodes during a specific generation. Generally speaking,
revoking nodes from WSNs is more difficult than addi-
tion of new nodes.

As a result, how to efficiently exclude compromised
keys and nodes from WSNs and evolve uncompromised
nodes’ key ring in an unlinkable way is also an issue to be
addressed for random key pre-distribution. In this paper,
we suggest an unlinkable key update mechanism based
on bloom filters to ensure that uncompromised nodes can
refresh their key rings securely while an adversary is in-
feasible to link key identifiers with a node.

Given a set of keys to be revoked, a key update node

in our solution uses a bloom filter to represent the set
of revoked keys and is responsible for evolving key pool
and uncompromised nodes’ key rings as well as excluding
compromised nodes. Then the key update node runs sev-
eral rounds of unlinkbale key confirmation process based
on this bloom filter to determine whether a node is com-
promised or not. Recall that a node is compromised if its
key ring is a subset of the revoked keys. If we use positive
answers from the bloom filter to identify compromised
keys, efficiency issues due to non-zero false-positive rate
of bloom filters will also be encountered. As a bloom fil-
ter has zero false negative rate, we suggest that negative
answers from the bloom filter can be used as indications
of uncompromised keys to identify uncompromised nodes.
Analysis shows that an uncompromised node can deter-
mine its unrevoked keys shared with the key update node
with high probability in specified parameters setting.

Then a random seed that can be used to refresh uncom-
promised nodes’ key rings should be generated and dis-
tributed among uncompromised nodes securely.The key
update node broadcasts the random seed encrypted un-
der a shared unrevoked key to a selected uncompromised
node and its neighboring nodes in the formed key graph.
Finally, uncompromised nodes can apply hash operations
with the received random seed to update their key rings.
Simulation results shows that this local broadcast mecha-
nism help speed up propagation of the random seed. Sec-
tion 2 decribes concept of bloom filters and CPA security
of symmetric encryption. Section 3 decribes a key update
scheme for revoking compromised nodes in WSNs and
defines unlinkability notion for this kind of key update
schemes. The presented key update scheme is proven to
be unlinkable when the underlying symmetric encryption
scheme is assumed to be CPA secure. Section 4 concludes
this paper.

2 Preliminaries

2.1 Bloom Filter

The concept of bloom filter is presented by [2], which is
a compact data structure used for answering set mem-
bership queries. Given l hash functions h1(·), · · · , hl(·)
with range [1,m],a bloom filter BFm,l is a bit vector with
length m. To represent a set S consisting of n elements by
BFm,l, compute l entries h1(s), · · · , hl(s) for each element
s ∈ S and set BFm,l[h1(s)] = 1, · · · , BFm,l[hl(s)] = 1.
Given a membership query x, BFm,l returns a posi-
tive answer BFm,l(x) = 1 to indicate that x ∈ S if
BFm,l[h1(x)] == 1

⋂
· · ·
⋂

BFm,l[hl(x)] == 1 is true;
Otherwise it returns a negative answer BFm,l(x) = 0 to
indicate that x /∈ S. It is well known that a bloom filter
will probably return false positive answers for member-
ship queries but its false negative rate is always zero.
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2.2 Semantic Security

Given a symmetric encryption scheme Π = (KG, E,
D),where E is encryption function and D denotes decryp-
tion function, define an experiment CPAA

Π,where A is a
probabilistic polynomial time (PPT) adversary:

1) Challenger S generates a secret key k = KG(·);

2) A is given access to an encryption oracle Ok(·) that
outputs a ciphertext c = Ek(m) when taking as input
a plaintext m.

3) A outputs two distinct equal-length plaintexts m0

m1.

4) S picks a random bit b← {0, 1} and provides A with
c∗ = Enck(mb).

5) A outputs a random bit b′.

A symmetric encryption scheme is CPA secure if
|Pr[b′ = b] − 1

2 | is negligible for any PPT adversary A
in the experiment CPAA

Π.

3 An Unlinkable Key Update
Scheme for WSNs

3.1 System Setup

Assume there are n sensor nodes Nj , 1 ≤ j ≤ n, dis-
tributed in a geographic region. Let ID be the set of key
identifiers, Ki be the key pool with constant size P at
the start of the ith round,1 ≤ i. Each node Nj holds a
key ring Ri

j ⊆ Ki with fixed size r at the start of ith

round.M i : Ki → ID is a one-to-one mapping from the
key pool of the ith round to the set of key identifiers. Ini-
tially, the key ring R1

j hold by Nj contains symmetric keys

randomly sampled from a large key pool K1 at the start
of first round. Afterwards, key pool Ki+1 will be derived
from key pool Ki by executing the key update process
described in subsection 3.2.

In case of key exposure, some compromised keys should
be revoked and uncompromised nodes’ key rings should be
evolved to exclude compromised nodes. Our key update
process is divided into several rounds. A key update node
V constructs a set RKi of revoked keys with size q at
the start of the ith round. For the sake of simplicity,
we assume the full visible communication assumption as
in [9] that assumes each pair of nodes can communicate
with each other directly. This assumption help speed up
propagation of a secure random seed.

The key update node V maintains a table Sj that
records key identifiers associated with each node Nj . V
also picks a random secret seed seedi at the start of ith

round and must ensure the following hold by the end of
ith round:

1) Key pool Ki will be replaced by Ki+1 by the end of
ith round as follows: Each key ki ∈ Ki is replaced

by a key ki+1 = G(ki||seedi) ∈ Ki+1, where G(·) is
a secure hash function.

2) A node Nj is uncompromised at the start of ith round
if the set Ri

j\RKi is not empty. In other words, an
uncompromised node must hold at least one unre-
voked key in its current key ring. Key ring Ri

j of

an uncompromised node Nj at the start of ith round
will be replaced by Ri+1

j by the end of the ith round

as follows: Each key kij ∈ Ri
j is replaced by a key

ki+1
j = G(kij ||seedi) ∈ Ri+1

j .

3) A PPT adversary that has knowledge of the revoked
keys RKi at the start of ith round should have not
enough knowledge to link key identifiers of the key
set Ri

j

⋂
{Ki\RKi} with the corresponding uncom-

promised node Nj by the end of ith round by inter-
cepting communications between nodes.

Define an experiment Linkn,MΠ as a notion for unlinkbil-
ity, where M is a PPT adversary and Π is a symmetric
encryption scheme.

1) Challenger C generates a key pool by running the
key generation algorithm of Π and selects n node
identifiers id1, · · · , idn;

2) M is allowed to choose h ≤ n−2 compromised nodes
from {id1, · · · , idn} and keep their corresponding key
rings. The compromised nodes’ identifiers is kept in
RID.

3) M is given access to an oracle OC(·) that outputs
communication transcript between a node id and a
key update node when taking as input a node identity
id.

4) C outputs two distinct uncompromised nodes’ iden-
tifiers mid0 mid1 from {id1, · · · , idn}\RID.

5) C picks a random bit b← {0, 1} and provides A with
communication transcript between the chosen node
midb and a key update node.

6) M outputs a random bit b′.

A key update scheme is unlinkable if |Pr[b′ = b] − 1
2 | is

negligible for any PPT adversary M in the experiment
Linkn,MΠ .

3.2 One Round of Key Update Process

The key update node V first generates a bloom filter
RBF i

nb,l
with nb bits at the start of ith round by choos-

ing l hash functions h0(·), · · · , hl−1(·) ,and initializes all
entries of RBF i

nb,l
to zero.V executes the following Algo-

rithm 1 to construct RBF i
nb,l

associated with the revoked

key set RKi with size q.
We use notation RBF i

nb,l
(k) to denote an answer re-

turn by the bloom filter RBF i
nb,l

for a membership query
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Algorithm 1 Construction of RBF

1: Begin
2: for each k ∈ RKi do
3: for j = 0 to l − 1 do
4: RBF i

nb,l
[hj(k)] = 1;

5: end for
6: end for
7: End

k. RBF i
nb,l

(k) = 1 is a positive answer to indicate that

k ∈ RKi. RBF i
nb,l

(k) = 0 is a negative answer to in-

dicate that k /∈ RKi. Define a set FRKi = {kx|kx ∈
Ki\RKi

⋂
RBF i

nb,l
(k) == 1}. That is,FRKi contains

all keys that are not revoked but get positive answers
from RBF i

nb,l
.

Step 1. In the following, V broadcasts the bloom filter
RBF i

nb,l
to all nodes. Having received RBF i

nb,l
,a

node executes Algorithm 2 to construct a set
USKi

j ⊆ Ri
j\RKi. Recall that Ri

j is the key ring

of node Nj with size r at the start of ith round.

Algorithm 2 Construction of unrevoked keys

1: Begin
2: USKi

j = ∅
3: for k ∈ Ri

j do

4: Initialize the answer RBF i
nb,l

(k) = 1;
5: for j = 0 to l − 1 do
6: if RBF i

nb,l
[hj(k)] == 0 (a) then

7: Set the answer RBF i
nb,l

(k) = 0; and break;
8: end if
9: end for

10: if RBF i
nb,l

(k) == 0 (b) then

11: USKi
j = USKi

j

⋃
{k};

12: end if
13: end for
14: End

Claim 1. We have USKi
j = Ri

j\{RKi
⋃
FRKi} by

the end of Algorithm 2.

Proof. By construction of the bloom Filter
RBF i

nb,l
,if k ∈ RKi, we have RBF i

nb,l
(k) == 1

holds. In addition, the set FRKi enumerates
all keys k ∈ Ki\RKi with false positive answer
RBF i

nb,l
(k) == 1.As a result, RBF i

nb,l
(k) == 0

holds if and only if k ∈ Ri
j\{RKi

⋃
FRKi}.

As Ri
j ⊂ Ki ,Ri

j\{RKi
⋃
FRKi} is a subset of

Ki\{RKi
⋃
FRKi}. When Ri

j\{RKi
⋃
FRKi}

is not empty, k ∈ Ri
j\{RKi

⋃
FRKi} implies

RBF i
nb,l

(k) == 0 holds and we conclude that

k ∈ USKi
j by condition (b) in Algorithm 2.

As Ri
j\{RKi

⋃
FRKi} is a subset of Ri

j\RKi, it is

possible that USKi
j is empty for some uncompro-

mised node. That is,some uncompromised node will

be identified as compromised by algorithm 3.2. Let
Ej denotes the event that USKi

j is empty for some
uncompromised node Nj . Tj is a random variable to
count the number of revoked keys in Ri

j

⋂
RKi. We

compute the probability of Ej as follows:

Pr[Ej ] =
∑

0≤i≤r−1

Pr[Ej |Tj = i]Pr[Tj = i]. (1)

As RBF i
nb,l

is used to represent q revoked keys, the

probability of a false positive event RBF i
nb,l

(k) == 1

for some unrevoked key k ∈ Ri
j\{RKi} is approx-

imately (1 − (1 − 1
nb

)l·q)l [12] if we assume the
hash functions are modeled by independent random
functions. Given Tj = j,Ej occurs if and only if
RBF i

nb,l
(k) == 1 occurs for each of r− i unrevoked

keys in Ri
j\RKi. By the independence assumption,

we have:

Pr[Ej |Tj = i] ≈ (1− (1− 1

nb
)l·q)l·(r−i). (2)

As key rings assigned to nodes are assumed to be
randomly sampled:

Pr[Tj = i] ≈
(
r

i

)
(
q

P
)i(1− q

P
)r−i. (3)

When taking parameters P = 1000, q = 100, l = 2,
r = 50, nb = 64, we get Pr[Ej ] ≈ 0.0197 by numer-
ical computation. On the other hand, the optimum
false positive rate of bloom filter RBF i

nb,l
in this set-

ting is ≈ 0.6185
nb
q ≈ 0.7353 [12]. Choose larger val-

ues for parameters l and nb can further reduce Pr[Ej ]
at the cost of additional communication overhead.

Step 2. When USKi
j is not empty,the corresponding un-

compromised node Nj will send a response message
to V , which contains node identifier idj of Nj .

Step 3. Having received response messages from un-
compromised nodes with non-empty set USKi

j , V
will randomly picks a node Nj among uncompro-
mised nodes that have sent response messages. Then
V transmits a random number rV to the chosen
node Nj .

Step 4. Having received rV , Nj randomly picks a
key k∗j ∈ USKi

j and transmits ciphertext c∗j =
Ek∗

j
(idj ||rV ) to V , which is encrypted under the cho-

sen symmetric key k∗j .

Step 5. Having received c∗j ,V performs Algorithm 3 to

construct a shared key SKi
j with the uncompromised

node Nj .

Remark: Condition (c) denotes extraction of the
matching key k by key identifier kid; Condition (d)
denotes decryption of the ciphertext c∗j under the ex-
tracted matching key k.

By the correctness of decryption, we have k∗j = k,
where k is the extracted matching key.
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Algorithm 3 Key Extraction

1: Begin
2: Set SKi

j=NULL,flag = 0 ;
3: for kid ∈ Sj do

4: k = (M i)
−1

(kid); (c)
5: if Dk(c∗j ) == idj ||rV (d) then

6: flag = 1,SKi
j = k,break;

7: end if
8: end for
9: End

Step 6. V picks a random seed and broadcasts cipher-
text c∗ = ESKi

j
(rV + 1||seed) to the chosen node Nj

and its neighboring nodes in the key graph.

Having received c∗, Nj decrypts c∗ to recover rV +
1||seed = DSKi

j
(c∗). Then Nj utilizes seed to update

its key ring as follows:

Algorithm 4 Update Key Ring

1: Begin
2: for each ki ∈ Ri

j do

3: ki+1 = G(ki||seed) ∈ Ri+1
j

4: end for
5: End

In addition, each neighboring node of Nj in the ran-
dom key graph can also try to decrypt the ciphertext c∗

by iterating the keys shared with Nj . If their decryp-
tion operations are consistent with condition (d), these
neighboring nodes of Nj can also use seed to update their
own key rings.The rest of uncompromised nodes that do
not get seed continue to interact with V by executing
Steps 2-6 repeatedly until their key rings can be success-
fully updated by the end of ith round.

When taking parameters P = 1000, q = 100, l = 2,
r = 50, nb = 64, n = 100, our simulation results shows
that Steps 2-6 should be looped by 35 times on average
to finish one round of the presented key update process
in this parameters setting.

Claim 2. A PPT adversary that has knowledge of revoked
keys in RKi at the start of ith round is computationally
infeasible to link key identifiers with any uncompromised
node Nj by intercepting communications between nodes,
if the underlying symmetric encryption scheme is CPA
secure.

Proof. Note that the bloom filter RBF i
nb,l

contains
no information with respect to the unrevoked keys
in Ri

j

⋂
{Ki\RKi} associated with an uncompromised

node Nj . The ciphertexts c∗j = Ek∗
j
(idj ||rV ), c∗ =

Ek∗
j
(rV + 1||seed) encrypted under the symmetric key

k∗j are the only sources that an adversary can gain in-

formation about unrevoked keys in Ri
j

⋂
{Ki\RKi}. In-

tuitively, by semantic security of symmetric encryption
schemes [11],it is computationally infeasible for a PPT

adversary to learn information of the plaintext and en-
cryption key when he can only intercept ciphertexts. As
a result, a PPT adversary is not able to link key identifiers
with any uncompromised node Nj .

Assume there is an adversary M can break unlinkabil-
ity of our key uodate scheme with non-negligible proba-
bility. We construct an adversary A against a symmetric
encryption scheme Π = (KG,E,D) in CPAA

Π.

A simulates Linkn,MΠ for M in one round as follows:

A generates n > 1 node identifiers id1, · · · , idn;

When M chooses h ≤ n− 2 compromised nodes in the
simulated Linkn,MΠ , we assume without loss of generality
that they are (id1, · · · , idh).

A picks two distinct uncompromised identifiers mid0

and mid1 and we implicitly assume the corresponding two
nodes share a common key k that is the challenge secret
key used by the challenger in CPAA

Π. Then A generates
key rings for nodes in {id1, · · · , idn}\{mid0,mid1}. and
M is provides with key rings of compromised nodes chosen
by him.

Oracle OC(·) in Linkn,MΠ is simulated by A as follows:

Given a node identifier id as input, if id /∈ {mid0,
mid1}, A can simply simulate communication transcript
between id and a key update node. Otherwise, A uses
oracle access to Ok(·) in CPAA

Π to generate ciphertexts
for simulating communication transcript between id ∈
{mid0,mid1} and a key update node. It is implicitly as-
sumed that the challenge secret key k in CPAA

Π is chosen
as the shared key to generate communication transcript
in the simulated Linkn,MΠ .

A outputs mid0 and mid1 in the simulated Linkn,MΠ .

A submits two distinct equal-length plaintexts m0 =
mid0||rV m1 = mid1||rV to challenger S in experiment
CPAA

Π. S picks a random bit b ← {0, 1} and provides A
with c∗ = Enck(midb||rV ).

A concatenates c∗ with the rest of communication tran-
script between node midb and a key update node.that can
be generated by access to Ok(·) in CPAA

Π and provided
M with the correctly generated full communication tran-
script.

When M outputs a random bit b′ in the simulated
Linkn,MΠ , A also outputs a random bit b′ in CPAA

Π.

By the above construction, A succeeds in CPAA
Π with

non-negligible probability by the assumption M can break
unlinkability of our key uodate scheme with non-negligible
probability. This contradicts the assumption that the
underlying symmetric encryption scheme is CPA secure.
Hence the presented key update scheme is unlinkable.

Furthermore, it is relatively straightforward to see that
the ciphertexts c∗j = Ek∗

j
(idj ||rV ), c∗ = Ek∗

j
(rV + 1||seed)

also provides authentication functionality between an un-
compromised node and a key update node to prevent an
adversary mount a forgery attack.
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4 Conclusions

Random key pre-distribution is an important security
technique for WSNs. In this paper, we consider an unlink-
able key update mechanism for WSNs to revoke a subset
of compromised nodes and evolve uncompromised nodes’
key rings. Our scheme uses a bloom filter as a compact
representation for the set of revoked keys. The use of a
bloom filter make it unnecessary to exchange key identi-
fiers for nodes to identify revoked keys. As a bloom fil-
ter has zero false positive rate, we suggest using negative
answers returned by the bloom filter to identify uncom-
promised keys. Our analysis shows that uncompromised
nodes can recover unrevoked keys with high probability.
Then a key update node broadcasts a random seed en-
crypted by a shared unrevoked key to a specified uncom-
promised node and its neighboring nodes in the key graph.
Then these nodes can use the recovered random seed to
update their local key rings. In the future, the key update
mechanism may be considered in other communication in-
terference model such as protocol interference model [7].
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