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Abstract

Malware remains one of the major threats to network
security. As the types of network devices increase, in ad-
dition to attacking computers, the amount of malware
that affects mobile phones and the Internet of Things de-
vices has also significantly increased. Malicious software
can alter the regular operation of the victim’s machine,
damage user files, steal private information from the user,
steal user permissions, and perform unauthorized activi-
ties on the device. For users, in addition to the inconve-
nience caused by using the device, it also poses a threat
to property and information. Therefore, in the face of
malware threats, if it can accurately and quickly detect
its presence and deal with it, it can help reduce the im-
pact of malware. To improve the accuracy and efficiency
of malware detection, this article will use deep learning
technology in the field of artificial intelligence to study
and implement high-precision classification models to im-
prove the effectiveness of malware detection. We will use
convolutional neural networks and long and short-term
memory as the primary training model. When using con-
volutional neural networks for training, we use malware
visualization techniques. By converting malware features
into images for input, and adjusting the input features
and input methods, models with higher classification ac-
curacy will be found; in long-term and short-term memory
models, appropriate features and preprocessing methods
are used to find Model with high classification accuracy.
Finally, the accuracy of small sample training is optimized
by generating features for network output samples. In the
above training, all of us want to use malware as a sample
that affects different devices. In this article, we propose
three research topics: 1). When importing images, high-
precision models are used to study malware. 2). When
importing non-images, a high-precision model will be used
to study the malware. 3). By using this model, the gen-

erated adversarial network is optimized for small sample
malware detection.
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Learning; Malware; Ransomware Detection

1 Introduction

Today, malware is still one of the significant cybersecu-
rity threats [2,10]. According to Symantec’s 2018 Cyber-
security Threat Report [23]: In terms of traditional mal-
ware that affects computers, the total number of malware
variants discovered in 2017 was as high as 669 million, an
increase of 87.7% from the amount found in 2016; In terms
of malware that affects mobile devices such as cell phones,
the number of new variants has increased from 17,000 to
27,000, an increase of about 55%. Due to the advance-
ment and popularization of IoT technology, the number
of malware that affects IoT devices has increased signifi-
cantly in recent years. The report mentions that malware
variants affecting IoT devices have grown by about 600%
in recent years. It is the main threat to the currently
accessible IoT device environment.

Common malware currently includes Kotver Trojans,
worms, ransomware, spyware, and Coinminer. Most mal-
ware infection methods are that attackers use system and
software security vulnerabilities to implant malware into
the victim’s device or trick the victim into downloading
a file containing malware, and then implant the malware
into the victim’s computer. Different malware can have
different effects on infected devices. Usually, it may af-
fect the regular operation of the device, damage user files,
steal user’s private information, steal user rights, and per-
form unauthorized activities on the device. Most ran-
somware encrypts users’ files and requires a ransom to
unlock files, which poses a severe threat to users’ data
and property. Besides, due to the prevalence of virtual
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currencies such as Bitcoin, malware that secretly uses the
computing power of the victim’s computer for mining op-
erations is also one of the widespread malware in recent
years.

Traditionally, malware detection methods can be
roughly divided into static analysis and dynamic anal-
ysis. Static analysis can be realized by byte sequence
analysis, control flow chart and operation code frequency
distribution to achieve malware identification; Currently,
dynamic analysis is based on the use of appropriate moni-
toring tools for API call monitoring and program behavior
monitoring in controlled environments (such as sandboxes
or virtual machines). Due to the development of artificial
intelligence technology, the identification of malware has
excellent potential. At present, many studies aiming at
this aspect aim to improve accuracy and efficiency. Cur-
rently, most artificial intelligence technologies are used to
improve the detection of static analysis.

In order to achieve the purpose of detecting and dis-
tinguishing malware, many methods have been proposed
in different studies. In 2011, Nataraj et al. proposed
a method for classifying malware after visualization is
proposed [17]; In 2011, Santos et al. A method for de-
tecting malware using the opcode sequence of malware is
proposed. In 2013, based on the 2011 proposed method
and the method of tracking the behavior of malware after
execution, combined static analysis and dynamic analy-
sis to detect malware [20, 21]; In 2014, Zolotukhin et al.
proposed to use the n-gram method to find the essen-
tial features in the opcode sequence, and then use sup-
port vector machines for training to detect malware [26].
In previous studies, only a small amount of opcode ex-
traction can reduce the performance overhead. However,
when this method is used for a small number of train-
ing sets, accuracy may be severely affected. Therefore,
Zhang et al. proposed a method to convert Opcode se-
quences to images in 2017 was introduced to improve this
problem [25]; In the same year, Kwon et al. proposed to
use API call patterns to identify the type of malware [15];
In 2018, Ni et al. proposed to use the SimHash method
for hashing and converting it into an image as a sam-
ple for training [18]; Kim et al. proposed a method for
detecting Android malware using multi-feature input as
training is proposed [14]; For malware affecting the In-
ternet of Things, Hamed et al. uses LSTM as training
to detect malware that affects IoT devices in 2018 [8];
Sajad et al. digitized ransomware running records, and
then use CNN and LSTM to train a classifier to achieve
ransomware recognition [9].

The following evaluation criteria are commonly used to
evaluate the effectiveness of this research topic:

1) Accuracy, recall rate, precision, and F-measure:
These indicators are used to analyze the results of
machine learning. Table 1 shows the calculation
method for each parameter.

Accuracy: The proportion of correct samples clas-
sified for the classifier to the total number of

samples:

Accuracy =
TP + TN

FN + TP + FP + TN

This result indicates the classifier’s ability to
distinguish the entire sample set. However, in
some cases, this indicator will fail. For example,
if there are 10,000 A samples and 100 B samples
in the data set, and the classifier will judge all
samples as A, the accuracy is still 99%.

Recall: The proportion of positive samples correctly
classified by the classifier among all positive
samples:

Recall =
TP

FN + TP

Precision: The proportion of all classified samples
classified as classified samples by the classifier:

Precision =
TP

TP + FP

The result indicates the actual accuracy of pre-
dicting positive samples.

F-measure: If the Recall is as important as Preci-
sion in the model, the F-measure can be used
as an indicator. The calculation also considers
two indicators: Precision and Recall:

F −measure = 2 × Precision×Recall

Precision + Recall

2) Operating cost: Compare the time spent training and
distinguishing samples with the required operating
resources.

Table 1: The evaluation criteria

Actual True Actual False
Prediction True Positive False Positive

True (TP) (FP)
Prediction False Negative True Negative

False (FN) (TN)

2 Research on Malware Input by
Image

2.1 Motivations

Many types of machine learning models can identify
malware. At present, the performance is the best, and the
most popular are various neural network models. Among
them, a convolutional neural network (CNN) can be said
to be one of the representatives. CNN is very suitable
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for the recognition of image processing. When identifying
malware, if the training samples are input as images, CNN
can achieve a good classification effect.

Nataraj et al. proposed the use of image processing
technology to visualize and classify malware in 2011 [17].
This method converts binary malware files into grayscale
images for classification. Kancherla et al. proposed in
2013 to convert malware executable files into grayscale
images called byteplot. And use a Support Vector Ma-
chine (SVM) as a training tool [11]. The method pro-
posed by Zhang et al. in 2017 decompiled the binary
executable file and converted the Opcode sequence into
an image. Then identify whether the file is malware [25].
Ni et al. proposed to use the SimHash method in 2018
to hash decompiled malware for sequence similarity com-
parison. Then use CNN for training to achieve the effect
of distinguishing different types of malware [18].

From the above research, we can see that after visual-
izing the malware and then analyzing it, a lot of research
has been done in this area. But the methods are different,
so we think it is still possible to find higher accuracy and
efficiency in visualizing and analyzing malware. In addi-
tion to the above research, we also need to focus on con-
verting different data from malware and then performing
machine learning, different preprocessing of image input,
and the impact on training. In the first research topic,
we propose to use several different feature input methods
to convert to images, and then try to use different pre-
processing methods to process the images. Finally, the
best feature selection and preprocessing methods in the
experiment are obtained.

2.2 Related Works

The malware is based on images as training samples.
After the malware is visualized, it can be processed for
related research to identify the malware. Nataraj et al.
proposed a method for visualizing malware, and perform-
ing automatic classification in 2011 is proposed [17]. Fig-
ure 1 is a schematic of the study. Since it was observed
that the malware of the same family would have similari-
ties in the texture and layout of the image, the study first
converted binary malware files into 8-bit vectors. Then
convert the 8-bit vector into a grayscale image. Finally,
the k-nearest neighbor of Euclidean distance is used for
classification. The 9458 sample classifications have 98%
classification accuracy among its 25 categories.

The method proposed by Zhang et al. in 2017 decom-
piled the binary executable file into an Opcode sequence.
After converting it into an image, a convolutional neu-
ral network was used to compare the target image with
the image generated by known malware. Then determine
whether the file is malware [25]. The flow chart of its
method is shown in Figure 2.

First, after decompressing the unknown file, find out
its opcode sequence and frequency of occurrence. Next,
use ”Information Gain” to find out which function to use
in training. After the selected function is converted to

an image, training will be conducted to achieve the effect
of identifying malware. In this study, the data set used
included ten types of malware, with a total of 9168 sam-
ples. The classification accuracy of the research results is
about 93.7% 96.7%.

In 2018, Ni et al. proposed an MCSC (Malware Clas-
sification using SimHash and CNN) method [18]. Use
the SimHash method to hash the decompiled malware to
achieve the effect that similar functions can hash similar
sequences. After hashing, the results are converted into
grayscale images, which are then trained using CNN to
classify the malware. Figure 3 shows the research struc-
ture.

This method first decompiles the malware file into Op-
code and then executes SimHash. The calculation method
of SimHash is shown in Figure 4.

The results obtained by SimHash will be converted into
grayscale images and used as samples for CNN training.
The method proposed in this study maintains a stable
classification accuracy rate for relatively few malware cat-
egories in the sample, with an average accuracy rate of
98.86%.

2.3 Malware Detection Based on the
High-precision Model for Image In-
put

This research topic, malware implemented with the
high-precision model during image input, focuses on mod-
els that can obtain the highest accuracy and performance
when using malware as training input. The research ar-
chitecture is shown in Figure 5.

This research topic will use different methods to deal
with the steps of converting samples into images. Eval-
uate the impact of selecting the appropriate function or
directly converting to an image on accuracy. Then, after
converting to an image, explore whether different image
processing methods can improve accuracy. Finally, ad-
just the training model to obtain a classifier that can be
accurately classified.

This research topic will collect malware samples that
affect different devices—for example, traditional comput-
ers used for research, mobile phones, Internet of Things
devices, etc. Then, when mirroring the malware, we will
use different methods to deal with malware. One is to ex-
tract features from malware and then convert the features
into images. The extraction is mainly based on opcodes;
the other is to image the malware directly. After process-
ing the image, the image is used as a training sample.

Convolutional neural network (CNN) is the most
widely used deep learning technique in image process-
ing [1]. We will input the samples obtained in the previous
step to CNN for training. CNN is roughly composed of
a convolutional layer, pooling layer, and fully connected
layer, as shown in Figure 6.

C1 and C2 in Figure 6 are convolutional layers. The
convolution layer consists of convolution units. The in-
put malware image and function detector (filter) are con-
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Figure 1: Method for visualizing and automatically classifying malware [17]

Figure 2: Flow chart of Zhang et al.’s method [25]

Figure 3: MCSC architecture

volved. Adding the appropriate excitation function (such
as ReLU), we get the resulting output. The convolution
operation can extract input features and repeatedly re-
move high-level, sophisticated features from low-level fea-
tures such as lines in a multi-layer network.

The pooling layer will process the output of the con-
volutional layer. The pooling layer can be seen as a sub-
sampling process. Taking the maximum pool as an ex-
ample, if the maximum pool is 2 × 2, the output will be
the maximum value in each 2 × 2 block. The data size,
after processing by the pooling layer, will become smaller.
Therefore, the number of parameters will also be reduced,
which helps reduce the phenomenon of overfitting.

Figure 7 is an example of convolution operation and
maximum pooling. The yellow box in the figure is the
convolution operation of the 3 × 3 area and the feature
detector; The red block is the largest pool in the 2 × 2
area.

Finally, the fully connected layer flattens the previ-
ous output and connects it to the neural network, and
obtains the output after passing through the neural net-
work. In this research topic, we first use the traditional
CNN model. The training affected malware samples from
different devices. After finding a better image input and
processing method, adjust the CNN model to obtain bet-
ter accuracy and performance.
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Figure 4: Example of SimHash method
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Figure 5: A research framework for the malware detection based on the high-precision model for image input

Figure 6: Example of CNN architecture

Figure 7: Convolution operation and maximum pooling

There are currently many sample sets open to the out-
side world. However, new malware samples that have
recently appeared may be missing. There are two leading
solutions: One is to cooperate with the malware collection
platform to obtain fresh samples. The second is to estab-
lish a platform and encourage users to upload malware

samples. Several malware data sets are currently open to
the public and are expected to be used in research:

1) Microsoft Malware Classification Challenge [16];

2) The ultimate gaming malware research bench-
mark [4];
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3) Android malware data set [24];

4) AndroZoo [3];

5) CTU-13 [22].

3 Research on Malware Input by
Non-image

3.1 Motivations

In addition to using image input for machine learning
of malware samples, directly using opcodes or character
string sequences as training inputs is also one of the main
methods. However, just as the input image is used as the
training sample, the selection of the input features of the
sample, the preprocessing of the data, and the adjustment
of the model all affect the accuracy and efficiency of the
classification.

Kim et al. proposed a multi-mode deep learning
method using multiple types of features to detect Android
malware. The method uses information obtained from de-
compiled apk files to extract various kinds of features—for
example, strings, permissions, and calls API, and so on.
Then use the Multimodal Neural Network (MNN) for
training. Finally, it is used to determine whether the in-
put file is benign software or malware [14]. Hamed et al.
used RNN (Recurrent Neural Network) and LSTM (Long
Short Term Memory) in 2018 to take Opcode of IoT mal-
ware as input to train a model that can be judged to be
benign or malware [8]. Sajad et al. used to record and
digitize the actions of the ransomware when it was run-
ning, and then used LSTM and CNN to train separately
to classify benignly and ransomware and their types [9].

The subject of this research is to test different types of
samples (traditional computer malware, mobile malware,
etc.) based on their selectable characteristics. Find the
combination of the best accuracy and efficiency, and com-
pare it with the best performing images obtained in the
previous stage.

3.2 Related Works

The subject of this study uses non-image methods as
a sample input. This section will introduce research on
different types of malware (such as Android, IoT, and
ransomware).

In 2018, Kim et al. proposed an Android malware
detection framework that uses multi-mode deep learn-
ing methods with multiple input features to detect An-
droid malware [14]. Its architecture is shown in Figure 8.
First, decompile the apk file to extract various types of
functions. This study is divided into seven categories:
String functions, method opcode functions, method API
functions, shared library function opcode functions, per-
mission functions, component functions, and environment
functions. After generating the feature matrix from the
features, a multimodal neural network will be used for

training. Finally, input files can be distinguished as be-
nign software or malware. The study used two sets of
samples, namely 1,075 malware and 19,417 benign soft-
ware, and 1,209 malware and 1,300 benign software. The
model under study achieved 98% accuracy and 0.99 F
measurement in the first set of samples. In the second set
of samples, 99% accuracy and 0.99 F measurement were
obtained.

Due to the rapid increase in malware targeting IoT de-
vices, Hamed et al. used LSTM to detect IoT malware [8]
in 2018. Figure 9 is its research architecture. After de-
compressing and decompiling the sample, the opcode is
taken out, and then the opcode is selected as the fea-
ture to generate the feature vector. Then use RNN and
LSTM for training. The study used 281 malware samples
and 270 benign software samples. And use three different
LSTM configurations for training (Layers 1 to 3). Finally,
100 samples not used in training are used to evaluate the
performance of the model. Finally, compare with random
forest, support vector machine, KNN, and other classi-
fication models. The two-layer LSTM configuration has
the highest accuracy. The accuracy rate is 98.18%.

Sajad et al. proposed the DRTHIS (Deep ran-
somware threat hunting and intelligence system) method
in 2018 [9]. The research architecture is shown in Fig-
ure 10. It is roughly divided into three parts: data conver-
sion, threat detection (whether detection is ransomware),
and what kind of ransomware is detected. This method
records and digitizes the motion information within 10
seconds after the file is executed. The digitized data will
be merged with the label into a training data set. Then
through the two models of CNN and LSTM, the binary
classifier and the ransomware classifier are trained. Fi-
nally, a system capable of judging benign and malicious
software and distinguishing the types of ransomware is
obtained. In this study, the LSTM model obtained rel-
atively good results. In the experiment, three different
types of ransomware samples (Locky, Cerber, TeslaCrypt)
were used in the experiment. Each type of ransomware
used 220 and 219 benign samples for training. The re-
sult of the F-measure is 0.96, and the true positive rate
is 97.2%. Also, the study used other types of ransomware
not used for training. 99% of CryptWall samples, 75%
of TorrentLocker samples, and 92% of Sage samples were
correctly classified.

3.3 Malware Detection Based on the
High-precision Model for Non-image
Input

For this research topic, we focus on research when non-
images are used as a sample input. The research archi-
tecture is shown in Figure 11.

The input samples are adjusted according to different
feature selection methods and combinations. At the same
time, there are many variations of LSTM. For example,
GRU (Gated Cycling Unit), etc. The accuracy and per-
formance of the image are also worth discussing.
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First, we select the features of malware samples based
on their category characteristics. For example, malware
that affects mobile phones will have functions such as per-
mission requirements, which can also be used as features.
At this stage, we use LSTM and its deformation as the
training model.

When dealing with non-image input, especially the in-
put of sequence data, LSTM will be a very suitable model.
Since the traditional RNN will have a connection phe-
nomenon between the next node and the previous node
(The vanishing gradient problem for RNNs), the weight
of the self-loop can be changed through the input gate,
output gate, and forget gate:

• The function of the input gate is to determine
whether to add the current input to the long-term
memory.

• The function of the output gate is to determine
whether to add the current input to the output.

• The function of the forget gate is to determine
whether the incoming information of the upper layer
should be kept in memory or forgotten.

Therefore, when the model parameters are fixed, the
problem of gradient disappearance or expansion can be
avoided. Figure 12 shows the architecture of the LSTM
model.

There are many variations of LSTM. One of them is
GRU (Gated Circulation Unit). GRU merges the input
gate and forgets the gate in LSTM into one update gate.
Compared with LSTM, GRU has the advantage of simpli-
fying the calculation. If the prediction performance used
is similar to LSTM, it is possible to improve performance.

4 Research on Malware and Gen-
erative Adversarial Networks

4.1 Motivations

In the current research, the results of machine learning
are related to the number of samples. However, in the
face of new malware threats, you must limit the number
of samples in a short period. The Generative Adversar-
ial Network (GAN) that have emerged in recent years
has considerable potential in this regard [6, 7, 12]. GAN
is composed of the Generative model and the Discrimi-
native model. Generative model random samples of the
network as input, and the output should be as close as
possible to the real samples in the training and deception
network; The discriminative model identifies the real sam-
ples of the network or generates the output of the system
and distinguishes the non-real samples as much as possi-
ble. These two networks face each other and adjust the
parameters, which ultimately enables the generating net-
work to generate samples, thus making the discriminating
network unable to identify authenticity.

Most GANs are used to process image samples. When
this method is applied to the classification of malware,
we convert the samples into image input methods and
study the accuracy of classifying a small number of sam-
ples using GANs. In addition, there are currently several
variants of GANs. Improving the accuracy or efficiency
of malware classification is also one of the research direc-
tions.

4.2 Related Works

In 2017, Kim et al. proposed the use of generative ad-
versarial networks for malware classification [13]. In 2018,
the research continued and discussed the protection mea-
sures for zero-day attacks [12]. Figure 13 is its research
architecture.

Traditional malware detection mechanisms usually rely
on existing functions. The defense effect against zero-
day attacks is limited. Therefore, the method proposed
in this study first visualizes the malware and then uses
the generative adversarial network (GAN) for training.
Pseudo samples, the GAN generates pseudo samples and
adjusts the parameters through continuous confrontation
with the discriminant network. Finally, the generated
fake samples are similar to the actual samples, but not
the same. It can mimic a variant of the virus.

Part of the detector uses an autoencoder to learn the
features of the malware and feed it back to the generation
network to train the generator stably. The classification
accuracy rate is 95.74%. At the same time, in the ex-
periments of this study, noise-added sample images were
used to simulate virus variants. The SSIM (Structural
Similarity Index) of the sample after adding noise and
the original sample is 0.6 ∼ 0.69. The accuracy rate is
between 98.16% and 98.99%, which indicates that it also
has good detection ability for the new variant virus.

4.3 Malware Detection Based on GAN
for Generating Small-sample Mal-
ware

For this research topic, we used the best performing
image input and processing methods in the first research
topic to process the samples to be used at this stage.
Then use GAN for training to improve the training effect
of a small number of samples. It can be expected that
when new types of malware appear, they can be effectively
detected even with a small number of samples.

The research architecture at this stage is shown in Fig-
ure 14. In this research stage, we used a malware data set
with a small number of samples and extracted a certain
amount of samples from the previous samples as samples
at this stage. Then use GAN as a model for this training
phase.

The concept of GAN was proposed by Goodfello et al.
in 2014 [7]. Figure 15 shows the underlying architecture
of the GAN.
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Figure 12: LSTM model
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Figure 15: Generating an adversarial network model

GAN consists of a generating network and a discrim-
inative network. The generating network generates ran-
dom samples of the network as input and produce an out-
put that can deceive and distinguish the network; The dis-
criminative network inputs real samples or generates net-
work output and distinguishes non-real samples as much

as possible. The two networks struggle with each other
and are adjusting parameters. The final sample generated
by the network is almost real. Using this technology, you
can amplify the number of samples analyzed by malware
and a small amount of samples, and combine the results
of the previous two research topics to optimize the accu-
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racy of malware analysis for a small number of samples.
GAN is not suitable for learning discrete data, such as
text. Therefore, in this part, the image will still be used
as the sample input form.

In addition, GAN has conducted many studies to pro-
pose its deformation. For example, DCGAN proposed
in [19], WGAN proposed in [5], and so on.

5 Conclusions

In this article, we have proposed three research topics:
1) Research on malware input by image: Malware detec-
tion based on the high-precision model for image input;
2) Research on malware input by non-image: Malware de-
tection based on the high-precision model for non-image
input; 3) Research on malware and generative adversarial
networks: Malware detection based on GAN for generat-
ing small-sample malware.

This article collected and used malware samples that
affected different devices for training. It contains mal-
ware that affects computers, malware, and ransomware
that affects mobile phones. Malware that affects differ-
ent methods has various features. For example, due to
the apk file structure of mobile phones, the malware that
affects mobile phones has many different characteristics
compared to the malware of cellular phones; Another ex-
ample, the permission functions and component functions
mentioned in the related research. The goal of this article
is to propose a high-precision model for different types of
samples.
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