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Abstract

Covert timing channels have received intensive interests
in recent years, which are integrated into the existing re-
sources of network systems. This means that the tra-
ditional security policy, such as firewalls and intrusion
detection system, can not capture them effectively. How-
ever, there is still not a generic mechanism used to detect
a large variety of covert timing channels. Thus, it is a
challenging task to detect and disrupt them. In this pa-
per, we introduce a perceptual hash-based approach to
detect covert communications. The proposed approach
utilizes the extracted perceptual features from the net-
work traffic and the designed perceptual hash functions
to classify the traffic as covert or overt. We extracted the
perceptual features from four typical and different covert
timing channels and tested each of them independently.
The experimental results verify that the perceptual hash-
based approach is effective and prove that the perceptual
hash technique has great potential for blind detection of
covert timing channels.
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1 Introduction

Covert timing channels (CTCs) transmit the covert in-
formation using the elements of existing network re-
sources that were not designed for communication. This
makes them to evade the detection of network security
mechanisms like firewalls and intrusion detection systems
(IDS) [5,16,25]. By manipulating the time or ordering of
network events (e.g., data packets), CTCs transmit the
secret information from a network system with higher se-
curity privilege to the Internet. A scenario where CTCs
are used is illustrated in Figure 1. Unfortunately, CTCs
are used for harmful intentions and that are the ways of
damaging network security, which proposes a challenging
task to detect a large variety of CTCs.

There are many existing detection methods for CTCs,

while these methods have certain limitations. Some de-
tection methods [1, 2, 9] only detect a specific CTCs al-
gorithm which lack a common mechanism. The other
methods [7,17,22] could detect most of CTCs algorithms.
However, due to the high-speed network environment,
these detection methods lack certain detection robustness
to capture CTCs. In summary, the existing detection
methods for detecting CTCs has some disadvantages in
a high-speed network environments. The details will be
described in Section 2.

For the shortcomings of existing detection methods
above, we introduce a perceptual hash-based approach
to detect CTCs. Perceptual hash [6,15,23] is a new tech-
nique in multimedia information security. It solves the
problem that the traditional hash doesn’t have percep-
tual robustness. Perceptual hash technique is commonly
used in fields such as the image [10, 19, 24] and voice au-
thentication [14,20,26], while has never been applied into
the detection of CTCs in network systems. We observe
that the extracted perceptual features of CTCs are dif-
ferent from the features of the original process, but there
is a striking similarity among the CTCs features of the
same class. The similarity and discrimination of percep-
tual features give new ideas for the detection of CTCs.
Therefore, we have studied the way of appling the ro-
bustness and discrimination of perceptual hash into the
detection of CTCs.

More specifically, we convert the network traffic into
the corresponding time series. The discrete wavelet trans-
form (DWT) is designed to extract the perceptual features
of time series in frequency-domain, and the information
entropy is designed to extract the perceptual features of
time series in time-domain. The perceptual features are
then transformed into the perceptual sequences by the
designed perceptual hash functions. The purpose is to
preserve the similarity and discrimination of the percep-
tual features and reduce data amount by the robustness
and summary of perceptual hash. We last perform the de-
tection threshold estimation of perceptual sequences for
both covert and legitimate traffic, and determine whether
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the covert traffic is accurately detected. To evaluate the
proposed approach, we conducted a series of experiments
to verify whether it is effective to detect multiple CTCs.
The experimental results show that the perceptual hash-
based approach has solved the following problems. In
the case of samll sample size, the true-positive rates of
CTCs is improved by the good discrimination of percep-
tual features. At the same time, the proposed approach
has a good detection robustness compared with other ap-
proaches mentioned in this paper in the case of network
interference, such as jitter, packets loss, etc.

The rest of this paper is structured as follows: Sec-
tion 2 introduces the background, related works and ex-
isting detection approaches of CTCs. In Section 3, the
principle and algorithm of the perceptual hash-based ap-
proach are described. Section 4 passes the detection ex-
periments of legitimates and four typical CTCs to validate
the effectiveness of the proposed approach in this paper.
The content of this paper is summarized and our future
work direction is discussed in Section 5.

Figure 1: CTCs scenario

2 Background and Related Works

2.1 Threat Analysis of CTCs

There are two classic kinds of CTCs: Active and pas-
sive. Active requires communication to generate a addi-
tional traffic that is not designed in the network system.
Passive transmits the covert information by manipulating
the existing traffic in the network system. A scenario in
which active and passive CTCs are used is shown in Fig-
ure 2. In order to better detect active and passive CTCs,
we chose two typical active CTCs, IP - Covert Timing
Channel (IPCTC), Time-Replay Covert Timing Channel
(TRCTC) and two typical passive CTCs, Distribution-
Matching Covert Timing Channel (DMCTC), JitterBug
to test the reliability of our approach. The details are
introduced in the next sections.

2.1.1 IPCTC

Cabuk et al. [3] designed the first IPCTC that is a covert
timing channel operating at the IP layer. IPCTC encodes
a 1-bit by transmitting a data packet during a inter-packet
delay t and encodes a 0-bit by not transmitting pack-
ets during a inter-packet delay t. The receiver receives

Figure 2: Active and passive CTCs scenario

the size of inter-packet delays to recover the covert infor-
mation. For the multi-band channels, IPCTC uses the
multiple inter-packet delays, each inter-packet delay cor-
responding to one code. The characteristic of IPCTC is
that if the inter-packet delay t is set to a fixed value, the
distribution of IPCTC would be close to the geometirc
distribution. To avoid the phenomenon, IPCTC changes
the value of t according to a certain inter-packet delay
set. The communication parties share the set.

2.1.2 TRCTC

Cabuk et al. [1] later designed a more advanced covert
timing channel - TRCTC, which generates a covert chan-
nel by replaying the inter-packet delays of legitimate traf-
fic. TRCTC collects the legitimate traffic as the existing
data, and obtains a set Sin by sorting the inter-packet
delays of legitimate traffic. By finding the intermediate
value tc from Sin, Sin is divided into two subsets S0 and
S1. TRCTC encodes a 1-bit by randomly replaying a
inter-packet delay tx from S0 and encodes a 0-bit by ran-
domly replaying a inter-packet delay Ty from S1. The
communication parties share tc, so the receiver recovers
the covert information by receiving the inter-packet delays
and tc. The reason why it is difficult to detect TRCTC is
that its statistical characteristics are close to that of the
legitimate traffic.

2.1.3 DMCTC

Liu et al. [11] presented a covert timing channel with DM-
CTC, which is designed to counter the statistical-based
detection approaches. DMCTC collects N inter-packet
delays of legitimate traffic, and the N inter-packet delays
are recorded in L intervals. The boundary block α is found
so that the number of inter-packet delays on the left side
and on the right side of α are as equal. DMCTC encodes
a 1-bit by randomly replaying a inter-packet delay from
the left interval of α and encodes a 0-bit by randomly re-
playing a inter-packet delay from the right interval of α.
The receiver calculates the boundary block α of L inter-
vals by the same way, and recovers the covert information
according to the N inter-packet delays. DMCTC is simi-
lar to TRCTC in that they utilize the legitimate traffic to
construct a covert channel. Therefor, the reason why it
also is difficult to detect DMCTC is that its distribution
characteristic are close to that of the legitimate traffic.
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2.1.4 JitterBug

Shah et al. [21] designed a covert timing channel called
JitterBug. The legitimate package is performed a short
delay to construct JitterBug and the communication par-
ties of JitterBug share a value w. JitterBug encodes a 1-
bit by increasing an packet delay to a value modulo w and
encodes a 0-bit by increasing a packet delay to a value
modulo [w/2 ]. The receiver recovers the covert informa-
tion according to the shared value w. For small values of
w, the distribution of JitterBug is similar to that of the
legitimate traffic.

2.1.5 Others

Model-Base Covert Timing Channel (MBCTC) [8] is a
covert timing channels based on distribution fitting meth-
ods. MBCTC counters detection by fitting the statistical
distribution of the inter-packet delays of legitimate traf-
fic. The on/off channel [27] is proposed from a stand-alone
system, which is a classic binary covert timing channel.
TCPScript [12] is a passive network covert timing chan-
nels established at the TCP layer. The senders confirm
the correctness of the hidden information by observing
ACK packet of the receiver, and this method is suitable
for constructing a multi-ary channels.

2.2 Detection Tests

There are two broad types of detection approaches: spe-
cial and generic detection approaches. The special detec-
tion approaches are only applied to detect a CTCs algo-
rithm, and the limitation of these approaches is large. The
generic detection approaches are able to detect different
CTCs algorithms. However, due to the high-speed net-
work environment, they are ineffective to capture CTCs.

2.2.1 Special Detection Tests

Cabuk et al. [1] proposed a statistical-based detection
approach of TRCTC. Hypothesis Test is used to test
whether the set of time intervals of TRCTC and legiti-
mate traffic follow the same distribution. The premise is
that it is difficult to get a sorted set of TRCTC, and the
set needs to satisfy a certain distribution.

Cabuk et al. [9] proposed a detection approach based
on laws called ”β-Similarity” for detecting IPCTC. The
authors find that the inter-packet delays variance of legit-
imate traffic always changes. However, the covert chan-
nels don’t change the variance of the inter-packet delays
when the coding method is unchanged. Later Cabuk et
al. [2] proposed another laws-based approach for detect-
ing IPCTC called ”Compressibility”. However, it is not
suitable for online detection due to the slow true-positive
rates.

2.2.2 Generic Detection Tests

The Kolmogorov-Smirnov Test (K-S test) [17] is a
statistical-based detection approach. The approach needs

to calculate the distance of the empirical distribution
functions of test sample and training sample. To judge
whether the inter-packet delays of different channels fol-
low the same distribution according to the distance,
thereby the author judges whether the test sample is
covert timing channels. Although the K-S test is a generic
detection method, it’s ineffective for capturing CTCs in
a complex and varied network environment. Moreover,
the approach can not detect TRCTC, JitterBug and DM-
CTC.

Gianvecchio et al. [7] proposed the most effective de-
tection method currently known as entropy detection. Gi-
anvecchio believe the detection of CTCs is mainly divided
into two categories: shape-based detection and rule-based
detection. The shape of the inter-packet delays can be
described by first-order statistics such as mean, standard
deviation and distribution. The regularity of the inter-
packet delays can be described by high-order statistics,
such as the correlation between data. Therefore, Gian-
vecchio uses the information entropy and the corrected
conditional entropy to describe the shape and regularity
of the inter-packet delays. Although two entropy meth-
ods could effectively detect most of CTCs, unfortunately
they did not detect latest DMCTC.

Shrestha et al. [22] proposed a support vector machine
framework (SVM test) for reliable detection of covert tim-
ing channels. The authors extracted multiple fingerprints
(e.g. K-S test [17], Entropy test and Corrected Condi-
tional Entropy [7] scores) from the network traffic and
used them as features to train the support vector machine.
Through the classifier of the SVM after training to dis-
tinguish whether the traffic is overt or covert. Although
the SVM test could detect most of covert timing channels,
it needs a lot of features and time to train the classifier
of framework. In the high-speed network environment,
the features of covert timing channels would change due
to the influence (e.g. network jitter, packet loss) of the
network environment, and the classifier needs to make
corresponding changes. This means that the SVM test
would lack certain detection robustness in the high-speed
network environment, that is, it is easy to be affected by
the network environment.

3 Perceptual Hash Measures

Perceptual hash [6,15,23], unlike traditional hash, is also
known as robust hash and digital fingerprinting. It is a
one-way mapping from the digital representation of mul-
timedia information to the perceptual digest. The robust-
ness, discrimination and reliability of perceptual hash are
of great importance in the field of information security
and communication. Over the last decades, perceptual
hash was originally applied in image recognition and au-
thentication [10, 19, 24], and later applied in multimedia
information such as audio and video [14, 20, 26]. How-
ever, few of perceptual hash technique is applied to the
detection of CTCs in the network system. In this sec-
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tion, the detail description of the perceptual hash-based
approach designed and the approach used to accomplish
the detection of covert traffic are provided.

3.1 System Model

Figure 3 shows the model representation of the detection
framework. The model is a essential network monitor
that has access to the network traffic which is attempt-
ing to detect. It could be designed to simply tap into all
legitimate network traffic as shown in figure. The model
consists of four primary units-a traffic filter, a percep-
tual feature extractor, the perceptual hash functions and
a perceptual hash matching detector. The traffic filter se-
lects network traffic for the perceptual feature extraction.
The perceptual feature extractor derives the perceptual
features from the traffic selected by the traffic filter. The
extracted features are then transformed into the percep-
tual hash sequences by the perceptual hash functions. By
performing the detection threshold estimation, it is ready
for implementation on a high-speed network for detection
of CTCs.

Figure 3: A perceptual hash-based system model for de-
tecting CTCs

3.2 The System Model-based Perceptual
Hash Design Process

In this section, we demonstrate the way of designing each
unit of the system model. The specific content is as fol-
lows:

The perceptual features extraction: First, the net-
work traffic of CTCs is converted into the time series
signal A(t), t is the serial number of inter-packet de-
lay. We then extract the perceptual features of A(t)
in time-domain and in frequency-domain. The ex-
tracted features in frequency-domain are defined as
matrix T and the extracted features in time-domain
are defined as matrix T1.

The perceptual hash functions design:
Hi=PHgen(T ), where PHgen represents a per-
ceptual hash generation function and Hi represents
a perceptual hash sequence generated by the matrix
T and T1.

The perceptual matching algorithm design:
PD=PHmatch(Hi, Hj), where PHmatch is the match-
ing function, Hi and Hj represent the perceptual

hash sequences of unknown traffic and sample
traffic. PD is the perceptual distance between two
sequences that is used to identify the perceptual
hash value. It is determined whether Hi and Hj

are the same channels by evaluating whether PD
is within the detection threshold (β) estimated by
the sample traffic. The design process of perceptual
hash-approach is shown in Figure 4.

Figure 4: The design of perceptual hash process

3.2.1 The Perceptual Features Extraction Pro-
cess

Since the law of CTCs in time-domain and the features in
frequency-domain are different from the legitimate traf-
fic, we use the discrete wavelet transform (DWT) [18] and
the information entropy [4, 13] to extract the perceptual
features in frequency-domain and in time-domain, respec-
tively. The extraction process is as follows:

Step 1. DWT analysis: The time series A(t) of CTCs
is performed to the global DWT to obtain the high
frequency coefficients Hg={Hgi | i=1, 2, ..., n} and
the low frequency coefficients Lh={Lhj | j=1, 2, ...,
m}. Where n and m are the length of high frequency
and low frequency coefficients, respectively.

Step 2. Blocking the coefficients: Hg and Lh are divided
into non-overlapping range blocks of fixed size. The
block length of Hg and Lh are N and M, respectively.
The block number of Hg and Lh are S. The obtained
matrix T is shown in Equation (1):

T =


Lh1 Lh2 · · · LhM

LhM+1 LhM+2 · · · Lh2×M

...
...

...
...

Lh(S−1)×M+1 Lh(S−1)×M+2 · · · LhS×M

Hg1 Hg2 · · · HgN

HgN+1 HgN+2 · · · Hg2×N

...
...

...
...

Hg(S−1)×N+1 Hg(S−1)×N+2 · · · HgS×N


(1)

Step 3. The perceptual features extraction in frequency-
domain: The standard deviation of each column of
the matrix T is calculated, as shown in Equation (2),
where v is the mean of each column value of T. The
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features parameter vector H1={std(k) | k=1, 2, ...,
N+M } is generated by compressing T.

H1 =


std(1)
std(2)

...
std(N +M)


std(k) =

√√√√ 1

S

S∑
m=1

(T (m, k)− v)2 (2)

Step 4. The corrective perceptual features extraction:
The short-term energy is used to compensate for
some frequency domain features due to segmentation
loss. The energy value of each row of T is calculated
as show in Equation (3). The calculation result is
generated as the corrective features parameter vec-
tor H2={g(k) | k=1, 2, ..., S}.

H2 =


g(1)
g(2)

...
g(S)


g(k) = 10 log

N+M∑
m=1

T (k,m). (3)

Step 5. The perceptual features extraction in time-
domain: In order to extract the features in time-
domain, the time series A(t) is reasonably segmented.
The segment length is C and the number of segments
is D. The obtained matrix T1 is shown in Equa-
tion (4).

T1 =


X1

1 X2
1 · · · XC

1

X1
2 X2

2 · · · XC
2

...
...

...
...

X1
D X2

D · · · XC
D

 (4)

We calculate the information entropy value G of each
row of matrix T1 and obtain the perceptual features in
time-domain. The obtained features parameter vector H3

is shown in Equation (5).

H3 =
[
G1 G2 · · · GD

]
(5)

3.2.2 The Perceptual Hash Functions Design

Through the features extraction, we obtain three pa-
rameter vectors H1, H2 and H3 respectively. The bi-
nary perceptual hash construction is performed on H1

and H3, the designed perceptual hash function in Equa-
tion (6) is shown. A perceptual sequence ph1(k)={ph1(k)
| k=1, 2, ..., N+M } in frequency-domain and a sequence
ph3(k)={ph3(k) | k=1, 2, ..., D} in time-domain are gen-
erated. The three binary hash construction is performed
on H2, The designed perceptual hash function is shown
in Equation (7). A perceptual sequence ph2(k)={ph2(k) |

k=2, 3, ..., S-1} corresponding to the corrective features
is generated.

bi =

{
0 if H(k) ≤ HMean

1 otherwise
(6)

ph(k) =

 1 if H(k)2 −H(k − 1)×H(k + 1) > 0
0 else if H(k)−H(k − 1) > 0
−1 otherwise

(7)

3.2.3 The Perceptual Hash Matching Algorithm
Design

In this paper, the uniformly Hamming distance D(:, :) is
used as the method of calculating PD, which is the Bit
Error Rate (BER). The calculation formula is as shown
in Equation (8), where {i | i=Normal, IPCTC, TRCTC,
JitterBug, DMCTC}, A is the time series of unknown
traffic.

BER = D(ph(A), ph(Ai))

=

∑3N
j=1 |phA(j)− phAi

(j)|
3N

(8)

The perceptual hash sequences of unknown traffic, le-
gitimate traffic, IPCTC, TRCTC, DMCTC and JitterBug
sample traffic are generated by the perceptual hash func-
tions. The results are represented as ph, phN , phIP , phTR,
phJ , phDM , respectively. The BER of ph to phN , phIP ,
phTR, phJ , phDM is calculated according to Equation (8).
The results are expressed as BERN , BERIP , BERTR,
BERJ , BERDM , respectively. The detection threshold
is estimated as β by calculating BER between the homo-
geneous channels, where {β | βN , βIP , βTR, βDM , βJ}.
Thus, the matching and detection process of unknown
traffic is as in Algorithm 1.

Algorithm 1 The matching and detection process

1: Begin
2: if BERN > βN and max{BERIP , BERTR, BERJ ,
BERDM} < min{βIP , βTR, βDM , βJ} then

3: ph ∈ phN .
4: else if BERIP > βIP and max{BERN , BERTR,
BERJ , BERDM} < min{βN , βTR, βDM , βJ} then

5: ph ∈ phIP .
6: else if BERTR > βTR and max{BERIP , BERN ,
BERJ , BERDM} < min{βIP , βN , βDM , βJ} then

7: ph ∈ phTR

8: else if BERJ > βDM and max{BERIP , BERTR,
BERN , BERDM} < min{βIP , βTR, βN , βJ} then

9: ph ∈ phJ
10: else if BERDM > βJ and max{BERIP , BERTR,

BERJ , BERN} < min{βIP , βTR, βDM , βN} then
11: ph ∈ phDM

12: end if
13: If the matching result does not meet the above con-

ditions, we could determine that the unknown traffic
is unrecognizable.

14: End
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4 Experimental Evaluation

In this section, we verity whether the perceptual hash-
based approach is valid through a series of experiments.
The perceptual hash-based approach is tested against four
typical CTCs: IPCTC [3], TRCTC [1], DMCTC [11],
JitterBug [21]. Furthermore, we compare the perceptual
hash-based approach (PER-H-test) with three detection
tests: the information entropy test (EN-test) [7], the cor-
rective conditional entropy test (CCE-test) [7] and the
SVM test (SVM-test) [22].

More specifically, we evaluate the discrimination be-
tween unknown traffic and legitimate traffic, four CTCs
traffic by calculating BER, where {BER | BERN , BERIP ,
BERTR, BERDM , BERJ}. The similarity between un-
known traffic and legitimate traffic, four CTCs traffic
is evaluated by calculating 100-BER. The evaluation re-
sults of similarity and discrimination will be determined
weather the unknown traffic is accurately detected by the
true-positive rates. The true-positive rates represent the
ratio at which covert timing channels are accurately de-
tected.

4.1 Experimental Results

In the following, we show our experimental results in de-
tail. Four typical CTCs are IPCTC, TRCTC, DMCTC
and JitterBug. The experiments are organized by detect-
ing the difficulty of covert timing channels.

4.1.1 IPCTC

Our first set of experiments is test on IPCTC. IPCTC is
the simplest and easily detectable covert channel among
four CTCs, because its perceptual features exhibit abnor-
mality in both time-domain and frequency-domain. The
abnormality features in frequency-domain of IPCTC are
caused by the encoding way. If the time series of IPCTC
is random, then we treat the time series as a series of
Bernoulli trials. Therefore, the inter-packet delays of the
time series are approximate to the Geometric distribu-
tion. The abnormality features in time-domain is due to
the lack of obvious correlations between the inter-packet
delays of IPCTC. This means, the inter-packet delays are
determined by the covert information being encoded, not
by the foregoing packet delays.

We conducted 100 times the detection test for samples
of unknown traffic, legitimate traffic and four CTCs traf-
fic. The similarity (100-BER) estimation results between
the perceptual sequence of unknown traffic (IPCTC) and
IPCTC, TRCTC, DMCTC, JitterBug and the legitimate
sample traffic are shown in Figure 5, where {BER |
BERN , BERIP , BERTR, BERDM , BERJ}. We could
obverse that the similarity between the unknown traffic
(IPCTC) and the perceptual sequence of IPCTC is much
higher than that of other traffic samples. This means
that the generated perceptual sequences of IPCTC sam-
ples could be used to accurately distinguish the traffic of

IPCTC from the legitimate traffic and three other CTCs.
In addition, the reason why 100-BER of legitimate traf-
fic and three other CTCs traffic dose not change is that
the encoding method and regularity of IPCTC are quite
different from that of four other channels. The distin-
guishing matrix for detection IPCTC is shown in Table 1.
It is seen that the identification accuracy of IPCTC and
the legitimate traffic was 100 percent, respectively, when
working with traffic sizes of 2,000 and 500 samples. At
the same time, the experimental results on IPCTC ver-
ify the good discrimination of the perceptual hash-based
approach.

Figure 5: The similarity estimation between IPCTC and
other traffic samples

Table 1: The true-positive rates of IPCTC

Sample Size=2000 Sample Size=500
Overt Covert Overt Covert

Overt 100 0 98 2
Covert 0 100 0 100

In order to verify the robustness and practicality of
the proposed approach, we run each 100 times test on
IPCTC with 10 percent noise (network jitter and 10 per-
cent packet loss) and 30 percent noise (network jitter
and 30 percent packet loss) respectively. The robustness
estimation results are shown in Figure 6. We could see
from Figure 5 that BER of DMCTC (45) is closest to
IPCTC except IPCTC itself, thus 45 is as the detection
threshold βIP of IPCTC. For noiseless and 10 percent
noise IPCTC, all BER values below 45 mean that the
noiseless and 10 percent noise IPCTC can be 100 percent
identified. But for the 30 percent noise IPCTC, there is
a part of BER value exceeds 45. This means that the 30
percent noise IPCTC could be recognized around 90 per-
cent. In summary, the experimental results verify that
the proposed approach for detecting IPCTC has a good
detection robustness in a complex network environment.

4.1.2 TRCTC

The second set of experiments is investigated how the
proposed approach performs against TRCTC. TRCTC is
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Figure 6: The robustness estimation of the proposed test
for detecting IPCTC

a more advance CTCs, which approximates the behavior
of legitimate traffic by replaying a set of legitimate inter-
packet delays. Thus, TRCTC has the comparable per-
ceptual features in frequency-domain as legitimate traffic,
but the features in time-domain exhibit abnormal. The
regularity of TRCTC, like IPCTC, is due to the lack of
correlation between inter-packet delays, and the replayed
delays still falsifies the regularity of the original process.

We conducted 100 times the detection test for samples
of unknown traffic, legitimate traffic and four CTCs traf-
fic. The similarity (100-BER) estimation results between
the perceptual sequence of unknown traffic (TRCTC)
and IPCTC, TRCTC, DMCTC, JitterBug and the legiti-
mate sample traffic are shown in Figure 7, where {BER |
BERN , BERIP , BERTR, BERDM}. Due to TRCTC traf-
fic is similar to the legitimate traffic, the BER values of
some points are below the legitimate traffic samples in the
figure. However, the similarity between unknown traffic
(TRCTC) and the perceptual sequence of TRCTC is gen-
erally higher than that of other traffic samples. We thus
could use the generated perceptual sequence of TRCTC
samples to distinguish the traffic of TRCTC well from
the legitimate traffic and three other CTCs. In addition,
the reason why BER of DMCTC traffic is close to the le-
gitimate traffic is that DMCTC has the comparable per-
ceptual features in frequency-domain as legitimate traffic.
The distinguishing matrix for detection TRCTC is shown
in Table 2. For a traffic size of 500 samples, the proposed
approach was able to detect TRCTC with 100 percent.
For a traffic size of 2000 samples, the approach was able
to detect TRCTC with 81 percent.

We run each 100 times test on TRCTC with 10 percent
noise (network jitter and 10 percent packet loss) and 30
percent noise (network jitter and 30 percent packet loss)
respectively. The robustness estimation results are shown
in Figure 8. We could see from Figure 7 that BER of legit-
imate traffic (37) is closest to TRCTC except TRCTC it-
self, thus 37 is as the detection threshold βTR of TRCTC.
For the noiseless TRCTC, the values of around 85 per-
cent BER below 37 mean that our approach is able to

Figure 7: The similarity estimation between TRCTC and
other traffic samples

detect TRCTC with around 85 percent. For the 10 per-
cent and 30 percent noise TRCTC, there are values of
around 75 percent BER and around 60 percent BER be-
low 37, respectively. Thus, the proposed approach still
has good robustness for detecting TRCTC in the poor
network environment.

Table 2: The true-positive rates of TRCTC

Sample Size=2000 Sample Size=500
Overt Covert Overt Covert

Overt 98 2 83 17
Covert 0 100 19 81

Figure 8: The robustness estimation of the proposed test
for detecting TRCTC

4.1.3 DMCTC

Our third set of experiments tested for detecting DM-
CTC. DMCTC is a more advanced covert timing channel
that matches the traffic distribution to imitate the legit-
imate traffic. By collecting the inter-packet delays of le-
gitimate traffic, DMCTC fits the distribution and replays
the inter-packet delays of legitimate traffic to confuse the
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detector. Thus, DMCTC has the similar perceptual fea-
tures to the legitimate traffic in frequency-domain, due
to the distribution, and the similar perceptual features in
time-domain, due to the packet replay.

We conducted 100 times the detection test for sam-
ples of unknown traffic, legitimate traffic and four CTCs
traffic. The similarity (100-BER) estimation results be-
tween the perceptual sequence of unknown traffic (DM-
CTC) and IPCTC, TRCTC, DMCTC, JitterBug and the
legitimate sample traffic are shown in Figure 9, where
{BER | BERN , BERIP , BERTR, BERDM}. We could
see it that the similarity between unknown traffic (DM-
CTC) and the perceptual sequence of DMCTC is gener-
ally higher than that of other traffic samples. Since the
shape of DMCTC, like TRCTC, simulates the features
of legitimate traffic in frequency-domain, the BER values
of some points are below the legitimate traffic samples in
the figure. But the generated perceptual sequence of DM-
CTC samples could still be used to distinguish the traffic
of DMCTC well from the legitimate traffic and three other
CTCs. The distinguishing matrix for detection DMCTC
is shown in Table 3. For a traffic size of 500 samples,
the proposed approach is able to detect DMCTC with 91
percent. For a traffic size of 2000 samples, the approach
is able to detect DMCTC with 82 percent.

Figure 9: The similarity estimation between DMCTC and
other traffic samples

Table 3: The true-positive rates of DMCTC

Sample Size=2000 Sample Size=500
Overt Covert Overt Covert

Overt 79 21 88 12
Covert 18 82 09 91

We run each 100 times test on DMCTC with 10 percent
noise (network jitter and 10 percent packet loss) and 30
percent noise (network jitter and 30 percent packet loss)
respectively. The robustness estimation results are shown
in Figure 10. We could see from Figure 9 that BER of le-
gitimate traffic (28) is closest to DMCTC except DMCTC
itself, thus 28 is as the detection threshold βDM of DM-
CTC. For the noiseless DMCTC, the values of 91 percent

BER below 28 mean that our approach is able to detect
DMCTC with 91 percent. For the 10 percent and 30
percent noise DMCTC, there are values of around 70 per-
cent BER and 50 percent BER below 37, respectively.
Since DMCTC is extremely difficult to detect, in the 30
percent noise of cases, there is still a true-positive rate
of around 50 percent. Thus, the proposed approach has
good detection robustness for detecting DMCTC in the
poor network environment.

Figure 10: The robustness estimation of the proposed test
for detecting DMCTC

4.1.4 JitterBug

The fourth set of experiments is investigated how the pro-
posed approach performs against JitterBug. JitterBug is
a passive CTCs, which dose not generate an additional
traffic to transmit the covert information. Thus, due
to having legitimate traffic as the base and only slightly
adding the packet delay, JitterBug preserves partial cor-
relation of the original process. Therefore, JitterBug has
similar features in time-domain and in frequency-domain
to legitimate traffic. Based on the above reasons, Jitter-
Bug is very difficult to detect. Considering that adding
the network jitter may affect the channel capacity, we
choose the value of w as 15ms to construct JitterBug.

We conducted 100 times the detection test for samples
of unknown traffic, legitimate traffic and four CTCs traf-
fic. The similarity (100-BER) estimation results between
the perceptual sequence of unknown traffic (JitterBug)
and IPCTC, TRCTC, DMCTC, JitterBug and the legiti-
mate sample traffic are shown in Figure 11, where {BER |
BERN , BERIP , BERTR, BERDM}. We could see it that
the similarity between unknown traffic (JitterBug) and
the perceptual sequence of JitterBug is generally higher
than that of other traffic samples. Since the shape and
regularity of JitterBug perceptual features, is based on
the features of legitimate traffic in frequency-domain and
time-domain, the BER values of some points are below
the legitimate traffic samples in the figure. However, the
generated perceptual sequence of JitterBug samples could
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be used to distinguish the traffic of JitterBug well from the
legitimate traffic and three other CTCs. The distinguish-
ing matrix for detection JitterBug is shown in Table 4.
For a traffic size of 500 samples, the proposed approach is
able to detect JitterBug with 83 percent. For a traffic size
of 2000 samples, the approach is able to detect JitterBug
with 100 percent.

Figure 11: The similarity estimation between JitterBug
and other traffic samples

Table 4: The true-positive rates of JitterBug

Sample Size=2000 Sample Size=500
Overt Covert Overt Covert

Overt 97 3 80 20
Covert 0 100 17 83

The 100 times test is performed on detecting Jitter-
Bug with 10 percent noise (network jitter and 10 percent
packet loss) and 30 percent noise (network jitter and 30
percent packet loss) respectively. The robustness estima-
tion results are shown in Figure 12. We could see from
Figure 11 that the BER value of legitimate traffic (39)
is closest to JitterBug except JitterBug itself, thus 39
is as the detection threshold βJ of JitterBug. For the
noiseless JitterBug, the values of around 90 percent BER
below 39 mean that our approach is able to detect Jitter-
Bug with around 90 percent. For the 10 percent and 30
percent noise JitterBug, there are values of around 75
percent BER and around 65 percent BER below 39, re-
spectively. Since JitterBug is extremely difficult to detect,
in 30 percent noise of cases, there is still a detection rate
of around 65 percent. Thus, the proposed approach has
good robustness for detecting JitterBug in the poor net-
work environment.

4.2 Four Covert Timing Channels Traffic-
Variable Sample Size

The last set of experiments is performed to investigate
how the perceptual hash-based approach detects with
different sample sizes against all four CTCs IPCTC,

Figure 12: The robustness estimation of the proposed test
for detecting JitterBug

TRCTC, DMCTC and JitterBug. The sample size is es-
sential because it is determined the amount of time the de-
tection tests take to detect a covert timing channel. This
means that we need to detect CTCs before they transmit
as little covert information as possible. Of course, if we
detect CTCs with the smallest possible sample size, they
will transmit less covert information prior to detection.
In general, although the smaller sample size means faster
detection, it is often less accurate than the larger sample
size. Therefore, we need a compromise between a small
sample size and the accuracy of the detection. In this sec-
tion, we vary sample sizes from 500 to 2250 inter-packet
delays for the perceptual hash-based approach (PER-H
test), the information entropy approach (EN test) [7], the
corrected conditional entropy approach (CCE test) [7] and
the support vector machine approach (SVM test) [22].

The true-positive rates for PER-H test, EN test, CCE
test and SVM test against IPCTC, TRCTC, DMCTC
and Jitterbug with 500 to 2250 inter-packet delays are
shown in Figure 13. For these four detection tests, the
true-positive rates decreases with the decrease of sample
size in different covert timing channels. For IPCTC (Fig-
ure 13(a)), there is no decrease in true-positive rates ex-
pect CCE test. The regularity of IPCTC is obvious, thus
the detection tests doesn’t need a large amount of data
to detect IPCTC expect CCE test. For TRCTC (Fig-
ure 13(b)), En test is unable to detect TRCTC, thus its
true-positive rate remain close to 0. In addition, the true-
positive rates of the other three approaches all decrease
at different rates with the decrease of the sample size,
and the declining trend of our approach (PER-H test ) is
more gentle. Therefore, in the case of small sample size,
PER-H test is superior to the other three approaches on
detecting TRCTC. For DMCTC (Figure 13(c)), the DM-
CTC true-positive rates of the approaches mentioned in
this section except PER-H test degrade at different rates
with the decrease of sample. The DMCTC true-positive
rates of PER-H test elevate with the decrease of sample
size. Thus, on detecting DMCTC, PER-H test is superior
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Figure 13: The true-positive rates of all channels-variable sample size

to three other approaches in the case of small sample size
and is inferior to three other approaches in the case of
large sample size.

Compare with IPCTC, TRCTC and DMCTC, Jitter-
Bug (Figure 13(d)) is relatively difficult to detect. It adds
only small delays and does not affect the channel capacity.
Therefore, it is difficult to distinguish JitterBug from the
inter-packet delays of legitimate. CCE test is unable to
detect JitterBug, thus its true-positive rate remain close
to 0. In the case of small sample size, the true-positive
rates of EN test and SVM test is lower than PER-H test.
This is because the proposed approach combines the per-
ceptual features of time-domain and frequency-domain
and uses the analysis of perceptual hash to find out the
weak discrimination between JitterBug and the legitimate
traffic. Therefore, PER-H test is superior to EN test and
SVM test on detecting JitterBug in both the case of small
and large sample size.

In general, we could observe that IPCTC and TRCTC
are easier to be detected than DMCTC and JitterBug.
The approach in this paper is able to accurately detect
IPCTC, TRCTC and JitterBug at the true-positive rates
of 1.0 with a small sample size. DMCTC is much more
difficult to detect than three other covert timing channels,
the season is attributed to the fact that DMCTC not only
imitates the regularity and shape of legitimate traffic, but
also has a striking similarity with TRCTC and JitterBug.
Although the proposed approach is unable to detect DM-
CTC at the true-positive rate of 1.0, it is superior to EN
test, CCE test and SVM test in the case of small sample
size.

4.3 Discussion

Our approach is able to detect multiple covert timing
channels under certain conditions. For the previous de-
tection approaches, they are unable to detect most of
the tested covert timing channels in the high-speed net-
work environment. The main reason is that the detection
approaches lose the robustness of detection. For exam-
ple, the information entropy and corrected conditional en-
tropy approach are incapable of recognizing most covert
timing channels in a poor network environment (including
network packet loss, jitter, packet injection, etc.).

Another reason is that the detection methods need
to adapt to the high-speed network environment. This
means that the detection methods need detect them un-
der the premise that covert timing channels transmit as
little covert information as possible. However, the previ-
ous detection approaches are not ideal in the case of small
sample size, like the approaches mentioned in Section 4.2.

Our method is proved to be more efficient than the pre-
vious detection methods. The proposed approach uses the
robustness of perceptual hash to solve the problem that
the detection robustness is loss in the case of network
interference. At the same time, our method combines
the perceptual features in time-domain and in frequency-
domain, and solves the problem that the true-positive
rates is low in the case of small sample size by the dis-
crimination of the perceptual hash. Thus, the perceptual
hash-based approach has effectively passed the test of de-
tection covert timing channels.
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5 Conclusion and Future Works

Existing detection methods could detect most of covert
timing channels, while lack certain detection robustness.
At the same time, the true-positive rates of existing meth-
ods are not ideal in the case of small sample size. For the
above shortcomings of methods, we proposed a percep-
tual hash-based approach to detect covert timing chan-
nels. The proposed approach improves the discrimina-
tion between CTCs traffic and the legitimate traffic by
combining the perceptual features in time-domain and in
frequency-domain of CTCs. This makes the true-positive
rates of proposed approach on detecting CTCs is supe-
rior to others in the case of small sample size. In the
meantime, the proposed approach utilizes the robustness
of perceptual hash to preserve the main of features. This
means that our approach could still identify covert tim-
ing channels well in the case of network interference (net-
work jitter, data packet loss e.g.). Experimental results
confirm that the proposed approach not only has a good
true-positive rate in the case of small sample size, but
also has good detection robustness in the case of network
interference.

In future, we plan to optimize the extracted percep-
tual features and improve the designed perceptual hash
function. In addition, we plan to utilize the perceptual
hash-based approach against the new covert timing chan-
nels in the future.
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