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Abstract

In this paper, we propose a novel approach, named Gabor-
DCNN, applied for face recognition technology of two
modalities RGB-D images, which can extract the features
through Gabor transform of images and deep convolu-
tional neural network. Gabor transform can capture the
salient visual properties with spatial frequencies and lo-
cal structural features of different directions in a local
area of images and enhance the object representation ca-
pability. Deep convolutional neural networks could auto-
matically learn essential features from images compared
with traditional methods. The most significant features
can be obtained through the Gabor-DCNN. The final fea-
tures expression of the face is performed by feature fusion
of two modalities images. The experimental results indi-
cate that the algorithm achieves much better performance
than some state-of-the-art methods in terms of recogni-
tion rates on the EURECOM data set. This research pro-
vides an effective method for multiple modal face recog-
nition under complex conditions.

Keywords: Deep Convolutional Neural Network; Face
Recognition; Gabor Transform; RGB-D

1 Introduction

With the rapid development of the Internet, the technol-
ogy of identity authentication based on face recognition
has been extensively applied to different kinds of fields
such as mobile payment, entrance guard system, and so
on. Traditional algorithms of face recognition mostly use
two-dimensional images, which can not effectively prevent
information forgery and cope with changes such as illumi-
nation, posture, and expression. 3D images can capture
more information, thus enabling higher preservation of
facial detail under varying conditions [8,21]. Multidimen-
sional spatial data acquisition equipment has been used

in computer vision for many years, while the high cost
limits their usage in large scale applications. With the
development of sensor technology, RGB-D devices, such
as Microsoft’s Kinect sensor, have been widely initially
used for gaming and later became a popular device for
computer vision and high-quality data can be acquired
easily [31]. RGB-D data obtained from binocular cameras
take advantage of color images that provide appearance
information of an object and Depth images [10, 17, 28]
that are immune to the variations in color, illumination,
rotation angle, and scale. The Depth image is a character-
ization of geometry, which contains accurate information
related to the distance. Each pixel value of Depth image
is the precise range between the sensor and the object. In
recent years, a tremendous increasing number of RGB-D
data is applied for different fields including object recogni-
tion, scene classification, hand gesture recognition, pose
estimation, and 3D-simultaneous localization and map-
ping [13,23,26,27]. Depth images are also used in privacy
protections [9].

In face recognition fields, there are many methods to
extract features for two-dimensional images such as prin-
cipal component analysis (PCA), linear discriminant anal-
ysis (LDA), which are statistic methods and can efficiently
recognize targets. Many other effective approaches have
been widely used such as local binary pattern (LBP), the
histogram of oriented gradients (HOG), scale-invariant
feature transform (SIFT) and so on. The visual features
from single RGB images are not entirely handing against
changes such as illuminance change. RGB-D images may
potentially enhance the robustness of the feature descrip-
tor to overcome these problems [22, 31]. There are some
algorithms about the face recognition of RGB-D. Entropy
and saliency are used to obtain feature maps [8], and then
features are extracted by the histogram of oriented gra-
dient (HOG), which strengthens the role of RGB images
and weakens that of Depth maps. The method of 3D
Local Binary Pattern (3DLBP) is used to extract fea-
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tures [18], which is mainly based on histogram statistics
of features spectrum. Since 2012, convolutional neural
networks (CNNs) have recovered rapidly [14, 15], con-
quered most fields of computer vision, and are booming.
CNN can be utilized as a special feature extractor to ac-
quire stable feature representation or one of deep learning
methods that combines feature extractor and classifier.
The Gabor-DCNN, for the task of RGB-D face recog-
nition, combines Gabor transform [19, 20] that is used
for strengthening the texture information with the deep
convolutional neural network (DCNN) [15], which is in-
troduced for face recognition due to their excellent per-
formance in computer vision. Through constructing the
Gabor filters and a series of operations such as convolu-
tion and pooling, the correlation of images’ data is fully
excavated. Gabor feature maps that utilize Gabor trans-
form to get directional properties and spatial density as
the input data of the deep convolutional neural network
are used to extract more salient features by fully training
the network.

The proposed approach is evaluated in experiments
with comparisons to some state-of-the-art methods on
EURECOM data set [21]. In the domain of computer
vision, while the convolutional neural network has been
widely applied for face recognition and object categoriza-
tion, the proposed approach could further enhance the
capacity of feature representation by Gabor transform
of images. As the experimental results demonstrate, the
method is so robust as to facial expression variations.

The rest of the paper is organized as follows. The al-
gorithm of Gabor-DCNN applied for RGB-D face recog-
nition is described in Section 2. The experimental eval-
uations of the proposed approach with the comparisons
to some state-of-the-art methods are reported in Section
3. The conclusions are drawn and future perspectives are
given in Section 4.

2 The Algorithm of Gabor-DCNN

The Gabor-DCNN is presented based on RGB-D images
of multi-sensor, which combines the Gabor transform [25]
of images with the constructed deep convolutional neural
network. Gabor transform, which can extract relevant
features of images in different scales and orientations, is
a robust face classification descriptor, and Gabor feature
maps are widely applied as robust feature representations
of images. The deep convolutional neural network as one
of deep learning methods can get higher accuracy in im-
age classification by a series of operations. The proposed
algorithm can extract the most remarkable features and
improve the expressive ability of the object, which is com-
prised of five major steps in the following subsections:

2.1 Data Preprocessing

RGB-D images obtained from binocular cameras include
two types: RGB images and Depth maps, and there is

a one-to-one match between them. The pixel values of
the Depth image, which reflects the geometric shape of
the visible surface of the object directly, represents the
range between the object surface and the image capture
device in the scene. The holes, existing in Depth images,
which are caused by light and distance, are similar to the
background, and then linear interpolation is utilized to
fill the holes in three channels respectively. Viola-Jones
detection [2] is carried out to acquire face regions and
preserves detection frames, utilized to crop face region
of the Depth map. Face detection is one of the essential
techniques used in automatic processing by the computer,
playing an essential role in face recognition, the aim of
which is to acquire the human face information from the
background contained in the digital images.

2.2 Gabor Feature Maps

Gabor feature maps can be obtained through Gabor
transform, which is used to solve the problem that sig-
nals cannot be analyzed locally by Fourier transform and
Gabor filters. The physical meaning of Fourier transform
is to transform the gray distribution function of the im-
age into the frequency distribution function of the image,
which reflects the statistical characteristics of frequency
signals, and Gabor transform is a windowed Fourier trans-
form, the windows function of which is Gaussian function.
Generally, the Gabor feature maps can be acquired in two
steps:

• Constructing Gabor filters;

• Gabor transform of images by Gabor filters.

Gabor filters, which are similar to the 2D receptive
field profiles of simple cells of the mammalians’ visual
cortex, have excellent spatial locality and directional se-
lectivity, can grasp the local features of spatial frequency
and structure in multiple directions of the image [4]. Ga-
bor feature maps can be gotten by a set of Gabor filters,
which capture the salient visual properties in images [21].
The Gabor filter is defined as follows:

g(x, y;ω, σ, θ) =
1

2πσ2
· exp{−x

2 + y2

2σ2
}

· exp{jω(xcosθ + ysinθ)}.
(1)

Here j =
√
−1, θ controls the orientation of the Ga-

bor filters, θ = π·m
M with m = 0, · · · ,M − 1, and M

stands for the number of orientations; ω represents fre-
quency, ω = ωmax

fn with n = 0, · · · , N − 1, and N denotes
the number of frequencies; f is the interval factor of fre-
quency; σ is the standard deviation of the Gaussian enve-
lope, which determines the width of Gaussian windows.
The frequency ω and envelope σ control the sparsity of
the Gabor feature maps.

As can be seen from Formula (1), Gabor filters are
subjected to three variable: θ, ω, and σ. A specific value
of Gaussian envelope: σ, will be set to 2π. Hence, the
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Gabor filters can be constructed only by setting parame-
ters: frequency and direction. We choose the maximum
frequency: ωmax = π

2 , due to large-scale images usually
choose smaller frequencies from these papers [3,5,16,24].
Also, the Gabor feature maps with five frequencies and
eight orientations are the best. The interval factor of fre-
quency is set to

√
2 . According to the requirement, the

parameters of the Gabor filter are shown in Table 1.

Table 1: The parameters list of Gabor filters

Parameters Values
ωi(i = 1, · · · , 5) π

2 ,
π

2
√
2
, π4 ,

π
4
√
2
, π8

θj(j = 1, · · · , 8) 0, π8 ,
π
4 ,

3π
8 ,

π
2 ,

5π
8 ,

3π
4 ,

7π
8

The Gabor transform is defined as its convolutions of
an image and the Gabor filters; the formal is shown as
follows:

G(x, y) = I(x, y) ∗ g(x, y;ω, σ, θ). (2)

Where I(x, y) stands for the images, the symbol “ ∗ ”
denotes the convention operator, and G(x, y) represents
the robust feature maps obtained by Gabor transform.
It is worth noting that images should be converted into
gray images before Gabor transform. The features maps
acquired by eight directions of Gabor filters will be com-
bined into an 8-channel image at the same frequency, pre-
pared for the input images of the DCNN constructed in
the next subsection.

Consequently, through a series of transformation and
channels fusion of images according to the rules we just
mentioned, the RGB/Depth images with three channels
will be converted into 8-channel images with five differ-
ent frequencies respectively. The Gabor feature maps at
five frequencies with eight channels can be represented as
follows:

Hrgb(i) = CFωi
(Gθj (RGB)), (3)

Hdepth(i) = CFωi
(Gθj (Depth)). (4)

Where i ∈ [1, 5], j ∈ [1, 8]. CF (·) represent the fusion of 8-
channel images, which is computed by setting parameters
according to Table 1. The Hrgb(i) indicates that they are
Gabor feature maps with the i-th frequency fused images
of RGB images, and the Hdepth(i) indicates that they are
Gabor feature maps with the i-th frequency fused images
of Depth maps. Fused images aim to reduce the compu-
tational cost of feature extraction, and the most remark-
able features by training the deep convolutional neural
network.

2.3 Feature Extraction

In this paper, we adopt a deep convolutional neural net-
work model to identify 8-channel fused images, which
improves LeNet-5 [7] model. The LeNet-5 is a convo-
lutional neural network including two convolution layers,

two down-sampling layers, and three fully-connected lay-
ers, which is used to identify handwritten digits. The
improved model, designed in Table 2, is used to recognize
the fused images that are processed by Gabor transform.
The improved model and Gabor transform of images can
get more remarkable features.

As shown in Table 2, Conv5-6 stands for convolution
layer with six filters of 5×5 size; S=2 represents stride and
the value of S is 2; Max-pooling denotes that max-value
is selected in pooling layer. FC represents full connection
layer. The DCNN model is a six-layer deep convolutional
neural network, which consists of five CS (convolution and
down-sampling, CS) layers and a full connection layer.
The abstract features will be extracted by convolution
layers of the networks, and will be more powerful repre-
sentation with the increase of convolution layers [6, 30].
The full connection layer of our network is designed to
accomplish the number of object classification task and
the numclass stands for the number of classes.

From Table 2, we can find that the differences between
LeNet-5 and the DCNN model, which are summarized as
follows. The constructed DCNN has five CS layers and a
full connection layer. A CS layer stands for a convolution
layer, a BN, a ReLU, and a Max-pooling layer. A ReLU,
selected in the improved model, is adopted as the acti-
vation function. The activation function of the LeNet-5
model is sigmoid. Batch normalization (BN) and Dropout
are used to optimize neural networks [11, 12]. The usage
of BN can not only efficiently improve the training speed
of the network but also enhances the generalization ability
of the model. Dropout is a simple but effective regulariza-
tion technique, which makes some nodes of the network
not only work stochastically but also improves the gen-
eralization ability of the neural network in the training
process of the neural network.

The CNN model is used to extract features. The fea-
tures are extracted by the DCNN model we constructed
as follows:

Frgb(i) = C(Hrgb(i)), (5)

Fdepth(i) = C(Hdepth(i)). (6)

Where i ∈ [1, 5], and the DCNN model is represented as
C(·), utilized as a feature extractor. The most prominent
features are selected by using a series of convolution layers
and Max-pooling layers under five different frequencies.
Five kinds of features obtained by extracting different 8-
channel images are concatenated into a single feature vec-
tor, which represents features of a single modality. Both
RGB images and Depth maps are adopted in the same
way to extract features. Consequently, features of RGB-D
are linked to an extended vector F as final feature expres-
sion, which is provided as the input data to a multi-class
classifier. The features F are respresented as follows:

F = [Frgb, Fdepth]. (7)
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Table 2: Operations, dimensions and parameters list of DCNN model

Layers Parameters
Input Layer 256× 256× 8
CS1 Layer Conv5-6 (S=1), BN, ReLU, Max-pooling (S=2)
CS2 Layer Conv5-12 (S=1), BN, ReLU, Max-pooling (S=2)
CS3 Layer Conv6-12 (S=1), BN, ReLU, Max-pooling (S=2)
CS4 Layer Conv5-24 (S=1), BN, ReLU, Max-pooling (S=2)
CS5 Layer Conv5-48 (S=1), BN, ReLU, Max-pooling (S=2), Dropout
FC Layer numclass

2.4 Pattern Classification

The selection of classifiers largely determines the ef-
ficiency of pattern recognition. Some classifiers such
as Nearest Neighbour (NN), Random Decision Forests
(RDFs), and Support Vector Machine (SVM) have been
applied extensively into pattern classification. SVM,
which is a robust supervised algorithm method of machine
learning and extremely computationally accurate during
probe identification, is chosen as a classifier in the pro-
posed approach. SVM can also be applied for regression
and classification, the non-linear relationship of which can
get between data and features when the sample size is
small and medium. Therefore, SVM is very suitable for
the classification of features in this study. The category
labels can be obtained by SVM.

2.5 The Computation of Accuracy

The category labels are compared with the input labels
and the recognition rate ( or accuracy) is calculated as
follows:

Accuracy =
Sum(L(x) == Linput(x))

Numel(Linput(x))
× 100%. (8)

Here, L(x) stands for the category labels obtained by
classifier; Linput(x) represents the input label; the sym-
bol “ == ” denotes object equality, and returns logical 1
(true) only where L(xi) and Linput(xi) are equal, the re-
sult of “ L(x) == Linput(x) ” is a vector that contains 1
or 0. Sum(·) is utilized to calculate the sum of the vector
elements, the values of which are 1. Numel(·) returns
the number of elements, which exists in Linput(x). To
summarize, the method of Gabor-DCNN is sketched in
Algorithm 1 as follows:

Algorithm 1 Gabor-DCNN

Input: The RGB-D images, Irgb stands for the RGB im-
age, Idepth denotes the Depth map, and the meaning
of symbol “ ∀ ” is on behalf of all the thing.

Output: Category Labels, Accuracy
1: Begin
2: The Irgb and Idepth are converted to grayscale images

respectively at first as:

Ig rgb = grayscale(Irgb),

Ig depth = grayscale(Idepth).

3: Gabor filters are constructed according to the spe-
cific frequency, Gaussian envelope, and orientation.
Details about the parameters are shown in Table 1,
and a set of Gabor filters are calculated as follows by
Equation (1):

gij = 1
2πσ2 ·exp{−x

2+y2

2σ2 } ·exp{jωi(xcosθj +ysinθj)},

g = ∀gij , where i ∈ [1, 5], and j ∈ [1, 8].

4: Gabor featur maps are calculated by Equation (2) for
Ig rgb and Ig depth respectively as:

Grgbij = Ig rgb · gij ,
Grgb = ∀Grgbij ,

Gdepthij = Ig depth · gij ,
Gdepth = ∀Gdepthij .

Where i ∈ [1, 5] and j ∈ [1, 8].
5: The images with same frequency are combined into

an 8-channel image based on Equation (3) and Equa-
tion (4) respectively, and then Hrgb and Hdepth
stand for Gabor feature maps of RGB images and
Depth maps by a series of image processing respec-
tively:

Hrgb(i) = CFωi
(Grgbij),

Hrgb = ∀Hrgb(i),

Hdepth(i) = CFωi
(Gdepthij),

Hdepth = ∀Hdepth(i).

Where i ∈ [1, 5] and j ∈ [1, 8].
6: The constructed DCNN model, which is a feature

extractor and is represented as C(·), is used to ex-
tract features from fused images at a certain frequency
of single modality based on Equation (5) and Equa-
tion (6), the features of two modalities images are
expressed respectively as follows:

Frgb(i) = C(Hrgb(i)),

Fdepth(i) = C(Hdepth(i)), where i ∈ [1, 5].

Frgb = ∀Frgb(i),
Fdepth = ∀Fdepth(i), where i ∈ [1, 5].

7: The features vector F denotes the final features ex-
pression of two modalities by concatenating to reduce
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the number of vectors from two to a single vector by
Equation (7) as follow:

F = [Frgb, Fdepth].

8: SVM is chosen to obtain category labels and the ac-
curacy is calculated according to Equation (8).

9: End

3 Experimental Results and Anal-
ysis

In order to validate the proposed method, we apply the
proposed algorithm to RGB-D face images of EURECOM
data set. Face recognition technology is a wonderfully
challenging theme in the field of computer vision and pat-
tern recognition [3,29]. 936 images, pertaining to 52 peo-
ple in EURECOM data set, are captured in the two-time
series: Session 1 (S1) and Session 2 (S2), and some sam-
ples can be seen in Figure 1.

Figure 1: The samples of the EURECOM data set

EURECOM data set has higher simulation degree with
covariant variables such as pose, illumination, and occlu-
sion. Since the EURECOM data set does not divide the
testing set and the training set. It is necessary to balance
the samples and divide the training set and the testing
set before the experiments.

3.1 Features Extraction of Two Modali-
ties Images

In order to test the effectiveness and the robustness of
Gabor-DCNN, we will achieve the experiments for fea-
tures extraction of two modalities images. Forty Gabor
filters will be constructed according to the parameters in
Table 1 at first, and then forty Gabor features maps of
each modality can be processed by Gabor transform. The
images with the same frequency will be fused into eight-
channel images. Hence, ten kinds of Gabor feature maps

under five different frequencies, which are used as the in-
put of the constructed DCNN model. The recognition
rates are shown in Figure 2 by fully training the DCNN
model.

From Figure 2, we can find: the accuracies of the RGB
images perform well, which can run at more than 96%;
the recognition rates of the Depth maps are slightly lower
than that of the RGB images, which are about 90%.
To further investigate the performance of the proposed
method, we also have tested RGB-D on other models
such as LeNet-5, MT-LeNet-5, and DeepID2. LeNet-5
model is utilized to identify single-channel images such as
grayscale images, we should convert two kinds of images
into grayscale images as the input of the LeNet-5 model
before training the model; MT-LeNet-5 means modified
three-channel LeNet-5, used to achieve classification task
of 3-channel images, which is different from LeNet-5 at
first convolution layer; DeepID2 is also a 3-channel con-
volutional neural network, which is used to identify 3-
channel images. The recognition rates of different network
models are shown in Table 3.

Table 3: The comparison of recognition rates in different
network models

Input images
Accuracy(%)

LeNet-5 MT-LeNet-5 DeepID2
RGB 88.78 89.42 88.46
Depth 57.37 60.58 40.38

As can be seen from the Table 3, the first column rep-
resents the input of data; the second column stands for
recognition rates of LeNet-5; The third column denotes
the accuracy of MT-LeNet-5; The fourth column stands
for the recognition rates of DeepID2. Both RGB im-
ages and Depth maps are classified by MT-LeNet-5 and
DeepID2 respectively. Grayscale images of two modali-
ties are identified by training the LeNet-5 model. BN and
Dropout are adopted to optimize the above convolutional
neural network (CNN) models. From Table 3 and Fig-
ure 2, we can get better recognition rates of each modal-
ity under different frequencies by using the proposed ap-
proach than by some other methods. The most remark-
able features can be extracted by both the DCNN model
we constructed and Gabor transform of images, which en-
hances the recognition rates.

3.2 Final System and the Computation of
Accuracy

The problem of features fusion based on RGB-D images
will be discussed in the following and the final recogni-
tion rates will be calculated. Five kinds of features (five
frequencies) of each modality are extracted and are con-
nected in series. The features extracting from two modal-
ities are concatenated to a vector expression as the final
features, and then SVM is chosen as a classifier to achieve
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Figure 2: The recognition rates trained by the model in five frequencies

classification task.

We also compare the proposed method with RISE [8],
LBP [1], LeNet-5 and DeepID2. For RISE algorithm,
Viola-Jones detection is carried out at first, then the en-
tropy maps of RGB images and Depth maps are com-
puted respectively, and saliency maps of RGB images
are calculated. The features are extracted from entropy
and saliency maps by the histogram of oriented gradient
(HOG), and then Random Decision Forest (RDF) is se-
lected as a classifier to calculate recognition rates. LBP,
just calculating the binary result between the center pixel
and the neighbors, is used to extract features from three
channels of images, and then SVM is chosen as a classi-
fier to obtain the final result of object recognition. Both
DeepID2 and LeNet-5 are utilized to extract features as
extractors, features from two modalities are connected
into a vector, and then SVM is chosen to achieve object
recognition. The experimental results are shown in Table
4.

From Table 4, we can see that our algorithm achieves
an excellent result. The identification rate using the pro-
posed method is about 11% higher than that of the RISE
algorithm, about 5% higher than that of the LBP algo-
rithm. Since the DeepID2 and LeNet-5 cannot perform
well for the cropped Depth maps by face detection, the
recognition rates of two modalities images for classifica-
tion task of EURECOM data set are low. The experi-
mental results show that the proposed method performs
well and is also competitive.

4 Conclusions

This paper proposes a new method, named Gabor-DCNN,
applied for RGB-D face recognition. RGB-D can help
solve fundamental problems due to its complementary na-
ture of the Depth information and the visual information
of the RGB. Gabor filters can magnify the changes of
gray level and enhance the local features of some critical

functional areas of the face such as eyes, nose, mouth, eye-
brows, and so on, which are helpful to distinguish different
face images. Gabor feature maps transformed by Gabor
filters have excellent spatial locality and directional selec-
tivity, which are robust to illumination and posture, and
therefore have been successfully applied in face recogni-
tion. Convolutional neural network (CNN) can automati-
cally achieve image classification and get higher accuracy
than other traditional methods. The constructed DCNN
model is utilized to extract features. The Gabor-DCNN,
combining Gabor transform and the deep convolutional
neural network can dramatically improve the classifica-
tion accuracy. The experimental results on RGB-D data
set validate the effectiveness of the proposed method. The
proposed algorithm performs more excellently and obtains
better results of object classification than some state-of-
the-art.

Although we get better performance on face recogni-
tion of EURECOM data set by the proposed algorithm,
the drawback of the Gabor-DCNN lies in the way of clas-
sification, which needs to extract features of two modali-
ties RGB-D and be linked together, and then a classifier
is chosen to achieve categorization. Namely, feature ex-
tractors and classifiers are separated in the proposed ap-
proach. In order to solve the problem, future work will
focus on the design of the parallel neural network for face
recognition, which can achieve object classification auto-
mated.
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Table 4: The comparison of acccuracy in different methods on EURECOM data set

Method The Proposed DeepID2 LeNet-5 RISE LBP
Accuracy 97.76 69.55 77.56 86.22 92.63
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