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Abstract

Cloud computing is an advanced trend, which provides
access to applications and resources over the internet. In
a cloud computing environment, the data is stored on
remote servers accessed through the internet. The in-
creasing volume of necessary data brings up more focus
on securely storing data. Encryption plays a vital role in
security for different types of data. The existing meth-
ods encrypt all data using the same key without taking
into account the confidentiality level of data, which in
turn will increase the encryption time. In this research,
a novel encryption algorithm based on chaos theory in
the cloud computing environment is developed. The new
hybrid cryptography algorithm based on chaotic mapped
called (Chaotic NHCP). Chaotic NHCP uses a classifica-
tion method. The new framework of data encryption op-
erates as follows, Firstly, KNN method is used to classify
the data credibility level, and then Fast RSA algorithm
and blowfish algorithm are used to encrypt the data to
achieve the effect of Fast data encryption. The objects
are classified by a maximum value of its neighbours, with
the object being assigned to the class with most com-
mon among its K-nearest neighbours. Then, the 32-bit
plaintext data was split into two 16-bit plaintext data,
and the 32-bit ciphertext data was synthesised after en-
cryption by Fast RSA and Blowfish hybrid algorithm, re-
spectively. The proposed method was tested with dif-
ferent encryption algorithms and evaluated according to
the encryption time, throughput and power consumption.
The experimental results show that the Chaotic NHCP
method minimises the encryption time needed to secure
data that leads to a suitable confidentiality level required
for the data. In addition, it has high throughput and
low power consumption along with time-saving. The pro-
posed method has proven the superior in the performance
of processing time when compared with other encryption

algorithms.
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1 Introduction

Today, cloud computing has become an incoming trend
for many organisations and people as it provides a wide
range of services such as, Platform as a Service (PaaS),
Infrastructure as a Service (IaaS), and Software as a Ser-
vice (SaaS) [52]. Cloud computing has many issues, and
the most important ones are security and confidentiality.
Confidentiality level of data is not taken into considera-
tion in some cloud systems, which leads to encrypt ad-
ditional or unrelated data [20, 52]. Figure 1 shows cloud
service models [8, 12,50].

Figure 1: Cloud service models

In cloud computing, there are a lot of security chal-
lenges [31, 44, 45, 53] such Confidentiality, Privacy [1, 48],
Data location [2, 3].
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Encryption algorithms have two types: Symmetric and
asymmetric key algorithms. Symmetric key algorithms
uses the same key for encryption and decryption [16, 33].
DES, AES and Triple-DES, Blowfish [37, 49] are exam-
ples of symmetric key algorithms. Asymmetric algorithms
have two keys; public key and private key for both en-
cryption and decryption. RSA, Diffie-Hellman and ho-
momorphic encryption are examples of asymmetric key
algorithms. Symmetric algorithms are faster in perfor-
mance than asymmetric algorithms because its key size
is small. On the other hand, Symmetric algorithms have
some drawbacks such as key transportation, as the key
is transmitted to the received system before the original
message is transmitted. Figure 2 shows the structure of
the Blowfish [19,32].

Figure 2: Structure of blowfish

In asymmetric algorithms, there is no need to exchange
keys, thus solving the key distribution problem [44] of
symmetric encryption algorithms. The primary advan-
tage of public-key algorithms is increased security [48].
On the other hand, a disadvantage of using public-key
cryptography for encryption is speed; There are secret-key
encryption methods which are faster than currently avail-
able public-key encryption algorithm. RSA algorithm is
illustrated in Figure 3. Disadvantages of symmetric and
asymmetric encryption algorithms have motivated us to
apply hybrid encryption algorithm.

Fast RSA [14, 23, 47] uses a modulus in form N = pr
qs such that p, q are two distinct primes and r, s ¿=
2. It consists of the main three steps key generation, en-
cryption, and decryption [18, 30]. So the main objective
of this paper is to study the problem of data encryption
algorithm based on chaos theory in the cloud comput-
ing environment and proposes a new framework of data

encryption. Firstly, the KNN method is used to classify
the data credibility level, and then Fast RSA algorithm
and the Blowfish algorithm are used to encrypt the data
to achieve the effect of Fast data encryption. An object
is classified by a maximum value of its neighbours, with
the object being assigned to the class with most common
among its K nearest neighbours, which is named KNN.
Then, the 32-bit plaintext data is splitted into two 16-bit
plaintext data, and the 32-bit ciphertext data is synthe-
sized after encryption by Fast RSA and Blowfish hybrid
algorithm respectively.

1.1 Chaos Theory

Chaos theory [9] is a branch of mathematics that focuses
on the behaviour of dynamic systems that are sensitive to
initial conditions. It aims to predict the unexpected [36],
and it concerns deterministic systems whose behaviour
can be predicted [26]. Chaotic systems are predictable
for a while and then ’appear’ to become random. The
amount of time that the behaviour of a chaotic system
can be predicted depends on three factors: How much
uncertainty can be tolerated in the forecast, how accu-
rately its current state can be measured, and a time scale
depending on the dynamics of the system. Chaos theory
is based on the observation that simple rules when iter-
ated can give rise to complex behaviour according to the
following equation.

XN+1 = XN (mod 1)where0 ≤ XN ≤ 1

Chaotic systems are sensitive to the control parameters
and initial conditions; Therefore, it can be connected with
some cryptographic features of good cyphers, such as dif-
fusion and balance property. When comparing chaos with
other traditional methods, the ones based on chaos the-
ory are suitable for extensive data such as images and
videos. Also, the chaos-based method has achieved excel-
lent performance, and it is recommended for many crypto-
systems. A chaotic system is considered as a symmetric
block cipher. There are two methods of chaotic systems:
analogue and digital. A chaotic digital system has a sig-
nificant concern in the digital world [28,29]. In this paper,
a matrix element M1Xi is encrypted in every round as fol-
lows:

C1Xi = M1XiXOR(Xf̃ mod 256).

One of the commonly used maps in chaos theory is the
logistic map as described below.

Xn+1 = rXn (1−Xn).

Where the parameter r belongs to the interval [0, 4] and
determines the mapping behaviour, while n is the itera-
tion number that determines the time.

The significant advantage of a chaotic system over a
noisy one is that the chaotic system is deterministic;
Therefore, the knowledge of system parameters and initial
conditions enables one to recover a message [21].
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Confusion and diffusion are related to the fundamental
characteristics of chaos theory, and any strong crypto-
system should consider features of chaos or pseudo-
randomness. Chaotic synchronisation is a type of chaotic
systems.

Analogue implementation is an excellent advantage of
chaotic synchronisation schemes. Chaotic communica-
tion offers the advantage of message waveform encryption
without a need to digitalise it [7].

The following equation expresses confusion and diffu-
sion processes

R = Dα(Cβ(P,KC),KD).

Where P and R are respectively plain text and cypher
text, C and D are the confusion and diffusion functions,
KC and KD are the confusion and diffusion keys, and
α and β are numbers of rounds for total encryption and
confusion, respectively. The chaotic map uses parameters
as keys to providing high security.

1.2 Classification

Classification is the process of categorising data based on
different classes [17]. One of the main classification tech-
niques is a K-Nearest Neighbour (KNN). In this paper, we
applied classification by KNN as it has high accuracy at K
= 3, as mentioned in Section 5. Classification techniques
can be parametric, semiparametric and non-parametric.
For classification, a useful technique can be used to as-
sign a weight to the contributions of the neighbours, so
that the nearer neighbours contribute more to the average
than the more distant ones [24].

K-nearest neighbour algorithm (k-NN) is a non-
parametric method used for classification. The input
consists of the k closest training examples in the fea-
ture space. KNN uses Euclidean distance to calculate
the distance between two points of test data and training
data [13]. The training examples are vectors in a multi-
dimensional feature space, each with a class label. The
training phase of KNN consists of storing the feature vec-
tors and class labels of the training samples. K-nearest
neighbour is considered as a type of instance-based learn-
ing, where the function is only approximated locally, and
all computation is deferred until classification. It is easy
to implement and apply for training data. KNN is good
against noisy training data and is efficient if the training
data is astronomical.

The rest of this paper is organised as follows. In the
next section, we give a brief review of some related work.
In Section 3, we introduce our proposed method. In Sec-
tion 4, we give evaluation matrices. In Section 5, we give
results. In Section 6, we discuss our results. Finally, we
present our conclusions.

2 Related Work

A lot of different approaches proposed recently focusing
on the challenges of security issues on cloud computing

by using different encryption techniques. Some of these
methods only use a single encryption techniques methods
and other used hybrid encryption. In [6] uses FHE algo-
rithm as the encryption is performed on the ciphertext.
The system solves the security problem for stored data in
the cloud.

Encrypted the data by a key is proposed in [46] that
is not available for the provider. It based on the idea of
manual classification and addressed data confidentiality
problem. It compared with AES 128 and AES 256 with
SHA 2. The results show that it achieved less processing
time when compared with AES 128 and AES 256. While
in [39], a model depends on simple key generation by an
arbitrary matrix is proposed.

In [15] proposed a framework using fast RSA to provide
security to the data in the cloud. This algorithm increases
the speed up time for encryption and decryption when
compared with RSA.

A hybrid cryptography algorithm is proposed in [25]
that uses AES for file uploads and file download. AES
key is encrypted using the RSA algorithm. In [41], the
authors combine the DES algorithm, followed by a CAST
encryption algorithm to achieve data protection.

In [5] applies Blowfish with a different number of
rounds to achieve better security and reduce hacking while
in [51] applied the ElGamal algorithm to enhance cloud
security and allows encrypting ciphertext in two levels.
[42] presents a new security framework for achieving data
security. Data is split into blocks of bits. Genetic algo-
rithm is applied to every two blocks of bits. The final
output of every genetic algorithm is a cypher text, which
is also two blocks of bits. Each cypher text is stored on
the cloud at a distinct location. In [22] applies setup,
keygen, encrypt and decrypt algorithms to perform en-
cryption operations on ciphertext using the private key
and public key. It applies two-party computation 2PC
protocols between Key Generation Center and data stor-
ing centre to ensure security.

All mentioned methods used a single algorithm and
manual classification to deal with security issues. How-
ever, we applied a hybrid encryption algorithm and clas-
sifier such as the K-Nearest Neighbor. Table 1 represents
a summary of related work.

3 Proposed Method

Our proposed method is based on chaotic map and clas-
sification. Chaotic map depends on chaos theory. The
chaotic map can generate values of low cost with simple
iterations, which makes it suitable for the construction of
stream ciphers. Therefore, cryptosystem can provide a
fast and secure means for data encryption.



International Journal of Network Security, Vol.22, No.2, PP.283-295, Mar. 2020 (DOI: 10.6633/IJNS.202003 22(2).12) 286

Table 1: Comparison between different security frameworks

[6] [46] [10] [39] [15] [38] [25]
Parameter FHE Multi-

cloud
Secure
cloud
model

probabilistic
encryption

Fast RSA Proposed
symmetric

algorithm Proposed
model

Algorithm
used

Homomorphic
Encryption

RSA AES and
SHA

probabilistic
encryption

Fast RSA Symmetric
algorithm

AES

Applied
security on
cloud

Yes Yes Yes No No Yes Yes

Used chaos
theory

No No No No No No No

Used
hybrid
algorithm

No No Yes No No No No

Performance Complexity
less than
CAST-128

More se-
cure when
compared
to regular
system

Less pro-
cessing
time

Less en-
cryption
time when
compared
to AES
and DES

Less en-
cryption
time when
compared
to cloud
RSA

Less en-
cryption
time when
compared
to AES

file up-
load has
less time
than a file
download

[41] [5] [11] [51] [42] [4] [27] [40]
Parameter Hybrid

DES&CAST
Recursive
blowfish

Homomorphic
Encryption

ElGamal New secu-
rity frame-
work

Data split-
ting mech-
anism

homomorphic
token and
error cor-
recting
codes

Protection
model

Algorithm
used

DES&CAST Enhanced
blowfish

Homomorphic
Encryption

ElGamal Genetic al-
gorithm

AES homomorphic
token and
error cor-
recting
codes

AES

Applied
security on
cloud

No No Yes Yes No Yes Yes Yes

Used chaos
theory

No No No No No No No No

Used
hybrid
algorithm

Yes No No No No No No No

Performance High en-
cryption
time when
compared
to DES

More se-
cure than
standard
blowfish

More
secure

More
secure

More se-
cure and
efficient

Safer than
similar
methods

Safer More
secure
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3.1 The Proposed Chaotic Encryption
Algorithm (Chaotic NHCP)

The following sub-section illustrated the basic steps for
key generation, encryption and decryption methods as es-
sential building blocks for the proposed algorithm.

3.2 Classification

Figure 3: K-nearest neighbor

In this paper, we deal with the impossibility of encrypt-
ing all data without taking into account its confidential-
ity degree. So, we encrypt data based on the degree of
confidentiality. We can take into consideration the de-
gree of confidentiality in classifying data for saving the
processing time. We applied classification by K-Nearest
Neighbor (KNN). We classified data as highly sensitive
or less sensitive. The output KNN is a class member-
ship. An object is classified by a maximum value of its
neighbours, with the object being assigned to the class
with most common among its k nearest neighbours. If

k =∼ 1, then the object is assigned to the class of the
single nearest neighbour. KNN is illustrated in Figure 3.

3.3 Building Hybrid Cryptography Algo-
rithms (NHCP)

After the classification process, we applied a hybrid al-
gorithm which combines both Fast RSA and Blowfish ci-
pher algorithm. The goal of the hybrid algorithm is to
encrypt data efficiently, and this can reduce encryption
time. Two encryption algorithms were implemented in
the hybrid cryptography algorithm. These algorithms are
implemented to improve the efficiency of encryption al-
gorithm security and processing time. Hybrid encryption
algorithm provides security since it encrypts data by two
algorithms. It offers the advantage of reducing encryption
time as FastRSA is an asymmetric algorithm and Blow-
fish is a symmetric one. By this way, data size is reduced
to half. Figure 4 shows the encryption process for the
hybrid algorithm as below.

1) 32-bit plaintext is divided into plaintext1 and plain-
text 2;

2) FastRSA is used to encrypt plaintext1 generating ci-
phertext1;

3) Blowfish is used to encrypt plaintext2 generating ci-
phertext2;

4) Ciphertext1 and ciphertext2 are combined into 32-bit
ciphertext.

Figure 4: Hybrid algorithm using Fast RSA and blowfish

3.3.1 Proposed Encryption Algorithm

Input: M (Plain text), k(secret key of FastRSA encryp-
tion), s(32 bit size of block).
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Output: C (Cipher text), ci (encrypted text using Fas-
tRSA), Ci (encrypted text using Blowfish).

1: n = M/s;
2: let i = 0;
3: do{
4: m =

∑i=n
2 −1

i=0 (Bi) the first part of plain text;
5: for (j = 0; j <= n− I; j + +)
6: ci = E FastRSA (Kj , Bi)
7: i+ +;
8: }
9: while (i < n/2);

10: i = (n/2)
11: let K be a private key of Blowfish
12: do {
13: M =

∑i=n
i=n/2(Bi) the second part of plain text which

encrypted simultaneously with the first part ;
14: Ci = EBlowfish (Kj , Bi)
15: i+ +;
16: }
17: while (i < n)
18: C = ci + Ci

Where n is a number of blocks, i is a counting number,
(K) is Private key of Blowfish for the encryption process.

4 Evaluation Metrics

In order to evaluate the proposed algorithm, some perfor-
mance metrics are used such as encryption time, through-
put, battery power and Accuracy.

• The encryption time is considered the time that an
encryption algorithm takes to produce a ciphertext
from a plaintext. Encryption time is used to calculate
the throughput of an encryption scheme. It indicates
the speed of encryption.

• The throughput of the encryption scheme is calcu-
lated as in Equation (1).

Throughput =
Tp
Et

(1)

Where Tp : total plain text bytes) and Et : en-
cryption time (second).

The CPU process time is the time that a CPU is com-
mitted only to the particular process of calculations.
It reflects the load of the CPU.

The CPU clock cycles are a metric, reflecting the en-
ergy consumption of the CPU while operating on en-
cryption operations. Each cycle of CPU will consume
a small amount of energy.

Measurement of Energy Consumption.

Energy consumption of security primitives can be
measured in many ways. The used method can be

measured by counting the number of computing cy-
cles which are used in computations related to cryp-
tographic operations. For the computation of the en-
ergy cost of encryption, we use the same techniques
as described in the following equations.

B cost encryption (ampere-cycle) = τ ∗ I

Tenergy cost(ampere−seconds) =
Bcostencryption(ampere− cycle)

F (cycles/sec)

Ecost (Joule) = Tenergy cost(ampere− seconds) ∗ V

Where

• B cost encryption: A basic cost of encryption
(ampere-cycle).

• τ : The total number of clock cycles.

• I: The average current drawn by each CPU clock
cycle.

• Tenergy cost: The total energy cost (ampere-
seconds).

• F : Clock frequency (cycles/sec).

• E cost (Joule): The energy cost (consumed).

By using the cycles, the operating voltage of the CPU, and
the average current drawn for each cycle, we can calcu-
late the energy consumption of cryptographic functions.
For example, on average, each cycle consumes approxi-
mately 270 mA on an Intel 486DX2 processor [34] or 180
mA on Intel StrongARM [43]. For a sample calculation,
with a 700 MHz CPU operating at 1.35 Volt, encryption
with 20,000 cycles would consume about 5.71 x 10-3 mA-
second or 7.7 µ Joule. So, the amount of energy consumed
by program P to achieve its goal (encryption or decryp-
tion) is given by

E = Vcc × I ×N × τ .

Where N : The number of clock cycles, τ : the clock pe-
riod. V CC : The supply voltage of the system, I: The
average current in amperes drawn from the power source
for T seconds.

Since for a given hardware, both V CC and τ are fixed
E ∝ I ×N . However, at the application level, it is more
meaningful to talk about T than N, and therefore, we
express energy as E ∝ I × T . Since for a given hardware
Vcc are fixed [35].

Accuracy is one of the measures for evaluating classi-
fication models. Accuracy is the fraction of predictions
our model got right. Accuracy=Number of correct pre-
dictions / Total number of predictions (2). Accuracy: It
measures the correctness according to the following

Accuracy = (TP + TN)/(TP + N + FP + FN). (2)

Where TP = True Positives, TN = True Negatives, FP =
False Positives, and FN = False Negatives.
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4.1 Experiments and Performance Anal-
ysis

Algorithms are implemented using Python programming
language in Windows-10, the 64-bit operating system on
a 2.20 GHz processor using 8GB RAM to analyse their
performance. A twenty-two text different file size ranges
from 8 KB to 15 MB.The twenty-two text files of different
sizes are used to carry out the experiment, where we eval-
uate the performance of different algorithms AES, DES,
chaotic and hybrid algorithm. The experiments are con-
ducted on the test system. These implementations are
thoroughly tested and are optimised to give the maxi-
mum performance for each algorithm. The performance
of these algorithms is evaluated based on parameters like
encryption time, throughput and power consumption.

The size of the ciphertext. Table 2 describes the out-
put of the encryption process. It shows the size of the
ciphertext in bytes.

Table 2: Size of cipher text (bytes)

Hybrid(Fast
RSA+
Blowfish)

Chaotic DES AES File
size in
KB

12 8 6 8 8

20 16 14 16 16

36 32 30 32 32

52 48 46 48 48

68 64 62 64 64

84 80 78 80 80

104 100 98 100 100

204 200 198 200 200

304 300 298 300 300

404 400 398 400 400

504 500 498 500 500

604 600 598 600 600

804 800 798 800 800

1.2 MB 1 MB 0.8 MB 1 MB 1 MB

2.2 2 1.8 2 2

3.2 3 2.8 3 3

5.2 5 4.8 5 5

7.2 7 6.8 7 7

9.2 9 8.8 9 9

11.2 11 10.8 11 11

13.2 13 12.8 13 13

15.2 15 14.8 15 15

Time of encryption and decryption processes.
The encryption time is the time that an encryption
algorithm takes to produce a ciphertext from a
plaintext. The decryption time is the time that a
decryption algorithm takes to produce a plaintext
from a ciphertext.

Table 3 and Figure 5 show the time of the encryption
process for different sizes of plain text. It is shown that
proposed hybrid cryptography protocol based on chaotic
map (Chaotic NHCP) achieve the least time for encryp-
tion followed by Hybrid between Fast RSA and Blowfish

(NHCP). Table 4 and Figure 6 show the time of decryp-
tion process for different sizes of plain text. As in the
encryption, it is clear that Chaotic NHCP achieve the
least time for decryption followed by (NHCP).

Table 3: Encryption time (seconds) of cryptographic al-
gorithms

Hybrid(Fast
RSA+
Blowfish)

Chaotic DES AES File size in
KB

0.01 0.001 .04 .1 8

0.02 0.002 .055 .2 16

0.03 0.003 .07 .23 32

0.04 0.004 0.11 .26 48

0.05 0.005 0.13 0.33 64

0.06 0.006 0.15 0.41 80

0.07 0.008 0.17 0.5 100

0.13 0.01 0.27 0.6 200

0.19 0.012 0.37 0.7 300

0.25 0.014 0.47 0.8 400

0.31 0.016 0.57 0.9 500

0.37 0.018 0.66 1 600

0.5 0.025 0.8 1.15 800

0.6 0.043 0.9 1.3 1 MB

1.2 0.08 1.8 2.1 2

1.8 0.13 2.6 3 3

3 0.23 4.2 4.8 5

4.2 0.33 5.8 6.6 7

5.4 0.43 7.4 8.4 9

6.6 0.53 9 10.2 11

7.8 0.63 10.6 12 13

9 0.73 12.2 13.8 15

Figure 5: Encryption time of cryptographic algorithms

So it can be concluded from Table 3, Table 4, Fig-
ure 5, and Figure 6 that Chaotic NHCP and NHCP has
encryption time and decryption time less than AES and
DES. Chaotic NHCP has the least encryption time and
decryption time.

Throughput. Encryption time is used to calculate the
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Table 4: Decryption time (seconds) of cryptographic al-
gorithms

Hybrid(Fast
RSA+
Blowfish)

Chaotic DES AES File size in
KB

0.009 0.0009 .02 .07 8

0.01 0.001 .035 .17 16

0.02 0.002 .05 .2 32

0.03 0.003 0.09 .23 48

0.04 0.004 0.11 0.3 64

0.05 0.005 0.13 0.38 80

0.06 0.007 0.15 0.47 100

0.12 0.009 0.25 0.57 200

0.18 0.011 0.35 0.67 300

0.24 0.013 0.45 0.77 400

0.3 0.015 0.55 0.87 500

0.36 0.017 0.64 .89 600

0.49 0.024 0.78 .92 800

0.59 0.042 0.88 1 1 MB

1.19 0.07 1.78 1.8 2

1.79 0.12 2.58 2.7 3

2.99 0.22 4.18 4.5 5

4.19 0.32 5.78 6.3 7

5.39 0.42 7.38 8.1 9

6.58 0.52 8.98 9.9 11

7.78 0.62 10.58 11.7 13

8.98 0.72 12.18 13.5 15

Figure 6: Decryption time of cryptographic algorithms

throughput of an encryption scheme. It indicates the
speed of encryption. Table 5, and Figure 7 show
that the encryption throughput of the proposed hy-
brid cryptography algorithm based on chaotic map
(Chaotic NHCP) is more significant than other algo-
rithms for different sizes of plain text. It is shown
that both (Chaotic NHCP) and NHCP achieve the
most significant values.

Table 5: Encryption throughput (KB/second) of crypto-
graphic algorithms

File
size in
KB

AES DES Chaotic Hybrid(Fast
RSA+
Blowfish)

8 80 200 8000 800

16 80 290.91 8000 800

32 139.13 457.14 10666.67 1066.67

48 184.62 436.36 12000 1200

64 193.94 492.31 12800 1280

80 195.12 533.33 13333.33 1333.33

100 200 588.24 12500 1428.57

200 333.33 740.74 20000 1538.46

300 428.57 810.81 25000 1578.95

400 500 851.06 28571.43 1600

500 555.56 877.19 31250 1612.9

600 600 909.09 33333.33 1621.62

800 695.65 1000 32000 1600

1 MB 787.69 1137.78 23813.95 1706.67

2 975.24 1137.78 25600 1706.67

3 1024 1181.54 23630.77 1706.67

5 1066.67 1219.05 22260.87 1706.67

7 1086.06 1235.86 21721.21 1706.67

9 1097.14 1245.41 21432.56 1706.67

11 1104.31 1251.56 21252.83 1706.67

13 1109.33 1255.85 21130.16 1706.67

15 1113.04 1259.02 21041.1 1706.67

Figure 7: Encryption throughput of cryptographic algo-
rithms(KB/Sec)

Table 6, and Figure 8 also show that the decryption
throughput of the proposed hybrid cryptography algo-
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rithm based on chaotic map (Chaotic NHCP) is more sig-
nificant than other algorithms for different sizes of plain
text. It is shown that both (Chaotic NHCP) and NHCP
achieve the most significant values.

Table 6: Decryption throughput (KB/Second) of crypto-
graphic algorithms

File
size in
KB

AES DES Chaotic Hybrid(Fast
RSA+
Blowfish)

8 114.29 400 8888.89 888.89

16 94.12 457.14 16000 1600

32 160 640 16000 1600

48 208.7 533.33 16000 1600

64 213.33 581.82 16000 1600

80 210.53 615.38 16000 1600

100 212.77 666.67 14285.71 1666.67

200 350.88 800 22222.22 1666.67

300 447.76 857.14 27272.73 1666.67

400 519.48 888.89 30769.23 1666.67

500 574.71 909.09 33333.33 1666.67

600 674.16 937.5 35294.12 1666.67

800 869.57 1025.64 33333.33 1632.65

1 MB 1024 1163.64 24380.95 1735.59

2 1137.78 1150.56 29257.14 1721.01

3 1137.78 1190.7 25600 1716.2

5 1137.78 1224.88 23272.73 1712.37

7 1137.78 1240.14 22400 1710.74

9 1137.78 1248.78 21942.86 1709.83

11 1137.78 1254.34 21661.54 1711.85

13 1137.78 1258.22 21470.97 1711.05

15 1137.78 1261.08 21333.33 1710.47

Figure 8: Decryption throughput (KB/Second) of cryp-
tographic algorithms

Power consumption. It is noticed from Table 7, and
Figure 9 chaotic NHCP, and NHCP has the least
power consumption.

Accuracy of KNN depends on the value of k; in our
case, K = 3.KNN with K = 1 gives better results and

Table 7: Power consumption (watt) for encryption of dif-
ferent cryptographic algorithms

File
size in
KB

AES DES Chaotic Hybrid(Fast
RSA+
Blowfish)

8 0.66 0.264 0.0066 0.066

16 1.32 0.363 0.0132 0.132

32 1.5 .462 0.02 0.2

48 1.7 0.7 0.03 0.3

64 2.18 0.86 0.033 0.33

80 2.7 1 0.04 0.4

100 3.3 1.12 0.053 0.46

200 3.96 1.8 0.066 0.86

300 4.6 2.4 0.08 1.25

400 5.28 3.1 0.1 1.65

500 6 3.76 0.106 2

600 6.6 4.36 0.12 2.44

800 7.6 5.28 0.17 3.3

1 MB 8.6 6 0.28 4

2 12.86 11.88 0.53 8

3 20 17.16 0.86 11.88

5 31.68 27.72 1.518 19.8

7 43.56 38.28 2.178 27.72

9 55.44 48.84 2.838 35.64

11 67.32 59.4 3.498 43.56

13 79.2 69.96 4.158 51.48

15 91.08 80.52 4.818 59.4

Figure 9: Power consumption (watt) of cryptographic al-
gorithms
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accuracy. KNN requires that classes can be separable to
provide excellent results.

Results analysis. The results show the superiority of
(Chaotic NHCP) algorithm over other algorithms in
terms of the power consumption, processing time,
and throughput followed by NHCP in case of en-
cryption and decryption -(when the same data is
encrypted by using DES and AES. it is found that
NHCP requires approximately 60% of the time used
for encryption which is consumed for AES and 71%
in case of compared by DES). Another point can be
noticed that Chaotic NHCP requires approximately
5% of the time used for encryption, which is con-
sumed for AES and 6% in the case of comparing by
DES).

In the case of decryption, the results also show the
superiority of (Chaotic NHCP) algorithm over other al-
gorithms in terms of decryption time. It is found that
NHCP requires approximately 62.7% of the time used for
encryption, which is consumed for AES and 71.5% in case
of compared by DES). Another point can be noticed that
Chaotic NHCP requires approximately 4.8% of the time
used for encryption, which is consumed for AES and 5.4%
in the case of comparing by DES).

In the case of power consumption for encryption,
the results also show the superiority of (Chaotic NHCP)
algorithm over other algorithms in terms of power con-
sumption. It is found that NHCP requires approxi-
mately 60.12% of the time used for encryption, which is
consumed for AES and 71.35% in case of compared by
DES). Another point can be noticed that Chaotic NHCP
requires approximately 4.7% of the time used for encryp-
tion, which is consumed for AES and 5.58% in case of
compared by DES).

In case of power consumption for decryption, the re-
sults also show the superiority of (Chaotic NHCP) algo-
rithm over other algorithms in terms of decryption time.
It is found that NHCP requires approximately 61.4%
of the time used for encryption, which is consumed for
AES and 70.92% in case of compared by DES). Another
point can be noticed that Chaotic NHCP requires ap-
proximately 4.6% of the time used for encryption, which
is consumed for AES and 5.48% in the case of comparing
by DES). Finally, It is shown from experimental results
that the chaotic encryption algorithm is the fastest algo-
rithm among other cryptographic algorithms.

The chaotic map has the least encryption time as it de-
pends on simple operations like XOR, multiplication and
logistic function. It uses a logistic function to generate
random values that are used to produce key k. The en-
cryption algorithm that has the least encryption time is
the best algorithm. It can have the most value of through-
put, and the least value of power consumption Nearest
Neighbor (KNN) classifier has high accuracy as it has
83% when K = 3, as shown in Figure 11. Both AES
and DES use 16 rounds with XOR operation, and this
leads to high encryption time. The hybrid algorithm has

encryption time less than AES and DES. It merges both
FastRSA and Blowfish. FastRSA uses a modulus of the
form N=prqs, so it has less encryption time. On the other
hand, blowfish uses F function with 16 rounds.

5 Conclusion

In this paper, a novel secured, the optimised framework
is proposed to improve the efficiency of security of the
data to the cloud. This framework design an encryp-
tion method based on chaotic theory (chaotic NHCP)
that reduces the encryption time and ensures confiden-
tiality through data classification and a hybrid crypto-
graphic algorithm (NHCP) that merges fast RSA and
Blowfish cryptographic algorithms. This study presents a
performance evaluation of selected encryption algorithms
on power consumption to be used to provide security for
the cloud environment. The selected algorithms are AES,
DES, NHCP, and chaotic NHCP. Several points can be
concluded from the experimental results. The experiment
with these parameters, such as encryption time, through-
put, and power consumption, is done, and those results
show that chaotic NHCP has better performance to other
cryptographic algorithms. Performance evaluation of se-
lected this study presents a performance evaluation of se-
lected encryption algorithms on power consumption to be
used to provide security for the cloud environment. The
selected algorithms are AES, DES, NHCP, and chaotic
NHCP. Several points can be concluded from the experi-
mental results. The experiment with these parameters,
such as encryption time, throughput, and power con-
sumption, is done, and those results show that chaotic
NHCP has better performance to other cryptographic al-
gorithms. Performance evaluation of selected encryption
algorithms. Encryption algorithms. As shown in results,
the chaotic map has the least encryption time; the hy-
brid algorithm has encryption time less than AES and
DES. The data classification helps in decreasing the time
of encrypting stored data. It is noticed from experimental
results that K Nearest Neighbor (KNN) has high accuracy
in the classification process. By comparing the result of
this method with other cryptographic methods, we can
recommend the implemented chaotic method to be used
in securing data through cloud computing. We found that
chaotic NHCP has better performance than other encryp-
tion algorithms, followed by NHCP in case of encryption
time, throughput, and power consumption for encryption
and decryption. Chaotic NHCP and NHCP are faster
than DES, and AES. NHCP encrypts and decrypts data
faster than DES and AES. Chaotic NHCP is faster than
NHCP. These results are the same in encryption and de-
cryption process with different packet size. So the chaotic
NHCP and NHCP is sufficient to provide security on cloud
computing.
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