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Abstract

With the continuous development of society and economic
progress, when a large amount of data enters the cloud
computing system, people will pay more attention to data
security. In order to make the stored data in the cloud
more secure, according to the characteristics of cloud com-
puting, we study the modified data encryption algorithm
in cloud computing. First traditional advanced encryp-
tion standard (AES) is analyzed. Then a modified ad-
vanced encryption standard for data security in cloud
computing is proposed by introducing random distur-
bance information to improve the data security. What’s
more, column mix operation and key choreography in
AES are improved. Finally, experiments are conducted
on Hadoop. Formal security analysis and performance
comparisons indicate that the proposed solutions simul-
taneously ensure attribute privacy and improve decryp-
tion efficiency for outsourced data storage in mobile cloud
computing.

Keywords: AES; Key Choreography; Random Disturbance
Information

1 Introduction

Hamming Codes are one of the EDC codes which are used
to protect the registers and memories from soft errors.
As technology scales, radiation particles can create more
soft error likely to affect the more than one bit binary
number. Big-data storage poses significant challenges to
anonymization of sensitive information against data sniff-
ing. Not only will the encryption bandwidth be limited by
the I/O traffic, the transfer of data between the processor
and the memory will also expose the input-output map-
ping of intermediate computations on I/O channels that
are susceptible to semi-invasive and non-invasive attacks.

Cloud computing [6,9,12,17] is an emerging computing
model applied to the Internet. It provides basic resource
facilities, application systems, and software platforms as
services to users.Cloud computing is also a virtualization-

based architecture that virtualizes resources and builds
large-scale resource pools and manages services exter-
nally.

With the development of cloud computing, amounts of
user data and large-scale data are put into cloud comput-
ing systems. Because of the distributed and virtualized
nature of cloud computing, users cannot intuitively de-
termine the storage location and division of data, etc., so
the security of data becomes very important. In the cloud
computing, data security is generally ensured through
data encryption and identity management [3, 10]. At
present, the common encryption algorithms are classified
into symmetric encryption algorithm and public key en-
cryption algorithm. Among them, DES algorithm and
AES algorithm are two widely used algorithms in sym-
metric encryption algorithms [1, 4, 15,19].

Therefore, many researchers proposed many new
schemes to solve the above issue. Deng [2] proposed an ef-
fective PKC-based certificateless group authenticated key
agreement protocol, the certificateless mechanism of the
protocol simplified the complex certificate management
problem and key escrow problem in ID-based protocols.
The security of the scheme was proved and its computa-
tional cost was discussed. The result showed that the new
protocol was secure and effective. Shan [13] proposed an
improved protocol to append a signature in the second
round to eliminate weakness of certificateless group key
agreement protocol. The signature was related to the
group identity, the broadcast messages in the first round
and the computed message in the second round, to en-
sure the protocol freshness and the entity authenticity.
The message in the second round guarantees that the ad-
versary could not attack the protocol by corrupting neigh-
boring entities. Zhang [20] studied authenticated AGKA
in certificateless and identity-based public key cryptosys-
tems. They formalized the security model of certificate-
less authenticated asymmetric group key agreement and
realized a one-round certificateless authenticated asym-
metric group key agreement protocol to resist active at-
tacks in the real world. They also investigated the re-
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lation between certificateless authenticated AGKA and
identity-based authenticated AGKA. So a concrete con-
version from certificateless authenticated AGKA was pro-
posed to session key escrow-free identity-based authen-
ticated AGKA. Yin [18] introduced the concept of dis-
tributed Searchable asymmetric encryption, which was
useful for security and could enable search operations on
encrypted data.

This paper proposes a modified data encryption algo-
rithm in cloud computing. First traditional advanced en-
cryption standard is analyzed. Then a modified advanced
encryption standard for data security in cloud comput-
ing is proposed by introducing random disturbance in-
formation to improve the data security. What’s more,
column mix operation and key choreography in AES are
improved. In terms of security, the protocol can prove
safety in the random prediction model; For performance,
the new protocol requires only one round to complete au-
thentication and key negotiation.

And for computation, compared with state-of-the-art
schemes, the calculation of new protocols is also signif-
icantly reduced. The rest of the paper is organized as
follows. Section 2 introduces the Hadoop Framework in
this paper. Traditional encryption is explained in Section
3. Section 4 outlines the proposed scheme to analyze de-
tailed processes. Experiments and performance analysis
are given in Section 5. Finally, Section 6 concludes this
paper.

2 Hadoop Framework

Hadoop is a distributed computing framework devel-
oped by the Apache storage and calculations for massive
amounts of data. The core design of Hadoop framework
is distributed file system (HDFS) and parallel comput-
ing framework (MapReduce). HFDS is responsible for
the distribution and storage of data, and MapReduce is
responsible for the calculation of data [11].

2.1 HDFS System

The essence of HDFS [16] is a distributed file system,
which can divide a large data into small data sets and
back them up, distributed and stored on different nodes
in the cloud environment. However, for a single user,
HDFS is like a traditional hierarchical file system. When
used, HDFS can operate on big data just like a single file.

The HDFS framework is built on a set of specific nodes,
which includes a unique NameNode to provide metadata
services, guide computing nodes and data nodes to handle
assigned tasks. Multiple DataNode is mainly for HDFS
to provide storage blocks, and to perform read and write
operations for distributed files. The data redundancy in
the Hadoop platform is three, and each piece of data is
stored in three DataNodes.

In the cloud computing environment, HDFS ensures
the reliable storage of massive data through the following

measures. DataNode sends a ”heartbeat” message to Na-
meNode regularly and sends the data block list informa-
tion to determine whether the node is normal to provide
a secure mode, only read views in this mode, it does not
allow for additional or deletions and modification oper-
ations, record detailed log files, and test the integrity of
the data taken by the user.

2.2 MapReduce Framework

MapReduce is a software framework that processes large
data sets in parallel [14]. The root of MapReduce is the
map and reduce functions in functional programming,
corresponding to the mapping and specification in the cal-
culation process. The Map process accepts a set of data
and converts it into a key/value pair list, then transmits
and reorder it. The Reduce process takes a list generated
by the Map and then shrinks the list of key/value pairs
based on their keys (generating a key/value pair for each
key). That is, the Reduce process processes the integra-
tion and sorting of the intermediate results generated by
the Map process, and then forms the final result.

3 Traditional Encryption Algo-
rithm

The amount of data in cloud computing is very large,
and often scattered on different computing nodes. The
security protection is very important. Encrypting and
decrypting data through encryption algorithms is one of
the most effective methods to ensure data security. This
article mainly discusses and improves the symmetric en-
cryption algorithm in traditional encryption algorithms.
Symmetric encryption algorithms use the same key for
encryption and decryption, such as DES and AES algo-
rithms. A symmetric encryption system can be repre-
sented as CS = M,C,K, e, d, where: m ∈M represents a
plaintext message set; C = c represents a ciphertext mes-
sage set; K = k represents the key set; E represents the
encryption mapping process, i.e. E : K∗M = C; D repre-
sents the decryption mapping process, i.e. D : K∗C = M .

During the execution of the DES algorithm, the plain-
text is grouped in 64 bits, and the last group with less
than 64 bits is patched according to a specific method.
The key length is 8 bytes, but 8 bits are the check bits.
In the encryption phase, the plaintext is first divided into
32 parts by initial replacement, represented by the left
half and the right half. Then perform 16 rounds of opera-
tions to combine the data and the key. The key is shifted
in each round of operations, 48 bits out of the 56 bits of
the key are selected, the original 32 bits of the right half
are replaced by 48 bits through expansion, and then the
XOR operation is combined with the 48-bit key Then, the
48 bits are converted to 32 bits by the S box, and then
XOR with the original 32 bits of the left half.Finally, the
final ciphertext is obtained by inverse initial permutation.
The algorithm flow chart is shown in Figure 1.
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Figure 1: DES process

The AES algorithm is also a classical algorithm for
symmetric key encryption. The length of the block in
AES is 128 bits, and the key length can be 128 bits, 192
bits, or 256 bits.The AES encryption process operates on
a 4 × 4 byte matrix.The AES encryption process mainly
performs four types of operations:

1) SubBytes means that each byte is replaced by a
lookup table through the S box.

2) ShiftRows performs a cyclic shift operation on each
row in the 4x4 matrix.

3) MixColumns, uses linear conversion to mix 4 bytes
per column.

4) AddRoundKey refers to the XOR operation between
each round of input and round keys in the encryption
process, and the XOR key is used in the decryption
process.

With the continuous improvement of cloud computing
capabilities and the rapid development of computer hard-
ware, the shortest key for the DES encryption algorithm
is too short. The key length is 64 bits and 8 check bits are
removed. The actual effective number of bits is only 56
bits. If the brute-force method is used to crack, only 256
possibilities need to be calculated. Particularly, the com-
puting power of the cloud platform is used to complete
the cracking in a short time. Keys have become possible.
For the AES algorithm, the key length is up to 256 bits,
and the using of the brute force method is less likely to
forcibly crack, but this algorithm is not absolutely secure,
if an attacker designs different keys to measure the exact
time required for the encryption process. Once the en-
cryption routine is carelessly encoded, the execution time
depends on the key value, and it is possible to derive in-
formation on the key.

4 Modified AES

AES adopts group iteration, patch size is 4 × 4 matrix.
Each element is 8 bits. In order to make the algorithm ap-
plicable encryption, achieve better security and improve
the encryption efficiency, we make the following improve-
ments based on the AES algorithm framework.

4.1 Improved Key Sequence Generation
Method

Chaotic dynamic system has pseudo randomness and is
extreme sensitivity to initial conditions and system pa-
rameters. Therefore, it provides a good way for image
information encryption. The improved algorithm adopts
the following skew tent map to generate the key sequence.

Fa(x) =

{
x/a, x ∈ (0, a).
(1− x)/(1− a), x ∈ (a, 1).

(1)

When a ∈ [0, 1], the system is in a chaotic state. The
correlation of this mapping iterative trajectory sequence
decreases exponentially, and the distribution of chaotic
variables is uniform with good pseudo-random character-
istics.

The method of generating pseudo-random sequences
based on oblique tent mapping is as follows: one
M × N image needs to encrypt R rounds. First,
it iterates the oblique tent mapping and gets R
sequence Xrxr,0, xr,1, · · · , xr,MN−1, 1 ≤ r ≤ R.
X will be expanded to 0-255 integer sequence
Krkr,0, kr,1, · · · , kr,MN−1 according to following equation.

kr,i = xxr,i × 255y.

where xy denotes round to-infinite.

4.2 Improved Encryption and Decryp-
tion

The encryption way of AES is that matrix D and key
sequence K execute XOR operation. In order to increase
the sensitivity to plaintext, the algorithm is improved.
The encryption process is:

C[i][j] =


D[i][j]

⊕
kr,i×N+j , i = M − 1, j = N − 1.

D[i][j]
⊕

(kr,i×N+j

⊕
D[i + 1][0]),

i 6= M − 1, j = N − 1.
D[i][j]

⊕
(kr,i×N+j

⊕
D[i][j + 1]), others.

(2)

Where i ∈ [0,M−1], j ∈ [0, N−1], D[i][j] are plaintext
pixels. C[i][j] is obtained cipher pixel.

4.3 Key Tree

The plaintext matrix is encrypted from left to right. Ci-
phertext matrix is decrypted from top to bottom and from
right to left. After XOR operation, key and plaintext are
combined. Two different images even if use the same ini-
tial conditions, but the generated key sequences are dif-
ferent.



International Journal of Network Security, Vol.22, No.1, PP.112-117, Jan. 2020 (DOI: 10.6633/IJNS.202001 22(1).11) 115

Figure 2: Diffusion enhancement result

4.4 Improved Column Mixing

In AES, Column mixing operation MixColumns adopts
the matrix operation, each pixel takes shift and XOR
operation. In order to reduce the computational com-
plexity and achieve good mixing effect, in the improved
algorithm, we changed the MixColumns matrix opera-
tions, the simple addition and subtraction are adopted to
strengthen the relationship between pixels. The concrete
measures are as follows: for each row, the first pixel re-
mains the same, and the current pixel is updated with
adjacent pixels from the second pixel (as shown in Equa-
tion (3)); For each column, the first pixel remains the
same, and the current pixel is updated with the value of
adjacent pixels starting from the second pixel (as shown
in Equation (4)).

MixColumns =


D[i][j] = D[i][j], j = 0.
D[i][j] = (D[i][j]−D[i][j − 1]

mod256, others.
(3)

MixColumns =


D[i][j] = D[i][j], i = 0.
D[i][j] = (D[i][j]−D[i− 1][j]

mod256, others.
(4)

With an example of 5×4 matrix, the operation result is
as shown in Figure 2. From this figure, we can know that
when D[0][0] is changed, it will affect all pixels. When
D[M−1][N−1] is changed, it does not affect other pixels
in the same round. So in the row and column transfor-
mation operations, each line should be moved to the left,
each column moves up. After several encryption round,
it has obvious diffusion effect. Improved row and column
mixed operations, it uses simple addition and subtraction,
each pixel needs only two additive operations, the oper-
ation is not only reduces the computational complexity,
but strengthens the connection between the pixels. After
several rounds of encryption, it can achieve better mixing
effect.

5 Experiment and Analysis

This experiments are conducted in MATLAB platform
with SSH framework and clusters simulation cloud com-
puting environment. Clusters are composed of six com-
puters with one computer CPU I7, memory 8GHz, fre-
quency 3.2GHz, this computer is as NameNode. To bet-
ter simulate the cloud environment, the other five com-
puters are selected five different machines as Slave and
DataNode.

Because the biggest advantage of cloud computing is
that it can process large data’s storage and calculation,
this experiment chooses the size of 1.5GB text file as the
experimental data. The data calculated by MapReduce
in Hadoop platform, we test the performance of proposed
algorithm and make comparison with other encryption
methods including RSAE [5], CTME [8] and SUE [7]. Be-
cause the performance of AES is poorer than RSAE, we
did not compare with AES.

5.1 Performance Analysis

We do the following performance analysis.

1) Plaintext sensitivity analysis. If no interference in-
formation is added, the plaintext sensitivity of the
transformation is the same as AES algorithm if it
falls into the MD segment. If it falls into the MA

segment, the sensitivity is the same as AES algo-
rithm too. However, new algorithm is more sensitive
to plaintext than AES because random variable in-
terference information is added to both sections of
plaintext.

2) Key sensitivity analysis. The key sensitivity of new
algorithm is determined by AES algorithm. If the key
K1 is changed, the middle plaintext MD1 is changed.
If the key K2 is changed, the middle plaintext MA1

will be changed too. When the key changes slightly,
the final ciphertext will be greatly changed. This
algorithm has better key sensitivity.

3) Against attack analysis. Attackers attack new algo-
rithm which means that it needs to defeat AES al-
gorithm. For the ciphertext attack, the obtained ci-
phertext just locates in the segment point, the prob-
ability is very small. Even getting the key to decrypt
the ciphertext CD and CA, the plaintext MA and MD

are more difficult to obtain, so the original plaintext
M is difficult to acquire too. And that plaintext at-
tack can also be difficult to speculate the original
plaintext message.

5.2 Time Analysis

MapReduce calculates data by default in 64MB block. To
intuitive display performance of the new algorithm, we
set file block size with 64MB, 32MB, 16MB, 8MB, 4MB
and 2MB. We conduct 8 encryption experiments and 8
decryption experiments. The average execution time of
the algorithm was taken as shown in Figures 3 and 4.
AE: average time.
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Figure 3: Average encryption time

Figure 4: Average decryption time

In Hadoop platform, block size of the original data has
the similar effect for the four algorithms. The influence of
partitioned values changed from 64MB to 32MB or 16MB,
the algorithms have the highest execution efficiency, if it
continues to reduce the block value, especially when the
block value is 2MB, four algorithms’ execution time are
rising sharply, this is because when the data block unit
is too small, the block number will surge. In MapReduce
calculation, Reduce process can consume time for the in-
tegrate ordering of Map. So in the cloud computing, the
division of big data should take appropriate units, other-
wise, it would affect the computation time. We also can
get that new method has better performance in encryp-
tion and decryption process than other three methods. In
summary, the proposed method has high security in cloud
computing.

6 Conclusion

Cloud computing is a widely promising commercial calcu-
lation model based on virtualization of resources. Large
huge amounts of data can be calculated and managed.
It provides service according to the customer’s demand.
This paper analyzes the Hadoop technology and con-
structs experimental platform. Firstly, traditional data

encryption algorithm is introduced. Aiming at the short-
comings of the raw algorithms in cloud computing envi-
ronment, this paper puts forward a modified encryption
algorithm by introducing random disturbance informa-
tion to improve the data security. Finally, the experi-
ments results prove that proposed algorithm is suitable
for encryption in cloud computing environment.
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