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Abstract

With the rapid development of Internet technology, net-
work security has received more and more attention.
Therefore, the detection of network protection security
vulnerability intrusion has become an urgent task with
some practical and guiding significance. In this paper,
intrusion detection system (IDS) is taken as the research
object to establish a data mining-based IDS model, the
experimental results are obtained, and the relevant ex-
perimental conclusions are drawn. At the same time, it is
compared with the traditional IDS, and six experiments
are carried out. The output results of the detection rate,
false negative rate and false positive rate of the two differ-
ent methods in six experiments are obtained. The exper-
imental conclusions that the network protection security
performance of IDS using the data mining is better, and
the detection capability of network vulnerability intrusion
is stronger are drawn. This study provides a new route
for the research on the detection of network protection
security vulnerability intrusion.
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1 Introduction

In the modern era, the network is slowly integrated into
people’s daily life, which has become an indispensable
part of people’s life. At the same time, the amount of
data information on the network has also increased in
abundance, which is followed by the frequent occurrence
of unlawful incidents of data leakage on the Internet [3].
It not only exposes the privacy of individuals and busi-
nesses, but also poses some risks and safety hazards to
individuals and businesses. Therefore, intrusion detection
system (IDS) is quite important in this network environ-
ment, which can improve the security performance of net-
work protection [10]. IDS mainly refers to a new detection
mode [6] extending from traditional firewall technology,
which relies mainly on intrusion detection technology [12]

and monitor events in the network through correspond-
ing working principles. At present, there are more and
more researches on IDS, and methods such as data min-
ing, statistical models, etc. can be used to improve and
optimize them, thereby further improving the detection
performance of network protection security vulnerability
intrusion and the current network environment [1,20].

In response to this problem, many experts and scholars
have put forward their own opinions and views. Aparicio-
Navarro et al. [4] believed that new and more power-
ful detection mechanisms need to be developed as the
complexity of cyber attacks increases and proposed that
next-generation IDS should be able to adjust its detec-
tion characteristics based not only on measurable net-
work traffic, but also on available advanced information
related to the protected network to improve its detec-
tion results. Chakchai et al. [19] believed that with the
rapid development of the Internet, the number of network
attacks has increased. Therefore, a model of network in-
trusion detection data mining classification was proposed.
Hachmi and Limam [7] proposed a two-stage technology
improved IDS based on the data mining algorithm and
verified the performance of low false positive rate of the
system. The experimental effect was significant. In this
paper, IDS is taken as the research object to establish a
data mining-based IDS model, the experimental results
are obtained, and the relevant experimental conclusions
are drawn. This study provides a reference for the re-
search on the detection of network protection security
vulnerability intrusion.

2 Data Mining

Data mining mainly refers to the process of search-
ing for previously unknown but valuable and meaning-
ful information through algorithms in a large number
of data [18], which is an important operation step in
knowledge-discovery in databases (KDD) [21] and re-
lies mainly on artificial intelligence technology, statistics,
etc. [11]. The main objectives of data mining include clas-
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sification, clustering, prediction, bias analysis, etc. [16].
The main methods of data mining include mathematical
statistical analysis, machine learning, etc. Data mining
technology can mine normal or intrusive behavior pat-
terns from large-scale audit data [23], where audit data
is mainly composed of pre-processed and time-stamped
audit records [17], and each audit record has some char-
acteristics.

Data mining is widely used in various fields because of
its own advantages [9], in which data mining is closely re-
lated to the computer field [5]. With the massive growth
of network data information, network problems such as
data information leakage, etc. have emerged one after an-
other, so network security has become an arduous task.
Therefore, it needs to combine some new ways to pro-
tect network security. In this paper, the detection perfor-
mance of network protection security vulnerabilities intru-
sion is specifically studied by the method of data mining
to verify its feasibility and practicality.

3 Detection of Network Protec-
tion Security Vulnerability In-
trusion

3.1 IDS

The main working principle of IDS [15] is to perform cor-
relation analysis on data information related to security
in the network under the condition that the existing net-
work performance is not affected, so as to detect intrusion
behaviors. The role of IDS is [22] to identify illegal intru-
sion behaviors to perform corresponding response oper-
ations [14] and to detect system construction, weakness
audit and user behaviors [2]. The main features of IDS in-
clude accuracy, scalability and fault tolerance [8]. In this
study, IDS is taken as the main research object to carry
out relevant simulation experiments, in which the net-
work protection security vulnerability intrusion is mainly
detected. Figure 1 shows the main components of IDS.

3.2 Research Based on Data Mining

In this study, IDS is taken as the main research object.
The K-means clustering algorithm in data mining is used
to detect network protection security vulnerability intru-
sion, and a model of IDS based on data mining is es-
tablished. Firstly, through the corresponding collection
system, the required data is selected as the initial cluster-
ing center. Then the relevant calculations are performed
for each cluster center to obtain the relevant output re-
sults. Finally, though the output results obtained by the
clustering calculation, the connection records are reason-
ably and scientifically assigned to distinguish the normal
or abnormal connection records, and the relevant data is
classified by the normal behavior pattern class and the
abnormal behavior pattern class, thereby detecting the
network protection security vulnerability invasion.

980

The main content of the K-means clustering algorithm
is to use the similarity between the data through the it-
erative idea as a standard of the measure, to classify the
objects into different similarity categories, making the in-
ternal similarity of each class high. In this algorithm, the
solution of the cluster radius is inseparable from the data
set itself. By extracting the distance characteristics of
the data set itself, the appropriate cluster radius should
be determined before clustering.

k represents the number of clusters, and the inaccu-
racy of the value of k will affect the quality of the fi-
nal clustering results in this algorithm. Therefore, de-
termining a suitable value of k is a major focus of the
algorithm. When choosing the appropriate value of k, it
needs to pay special attention to the two parameters of
intra-class distance and inter-class distance. Specifically
speaking, when the clustering effect is better, the intra-
class distance is smaller, but the inter-class distance is
larger. Therefore, in order to better balance the relation-
ship between the two parameters, the method of linear
combination is mainly adopted to carry out calculation
and solution in this study.

In this algorithm, the Euclidean distance calculation
method is used in this paper. It is assumed that the
size of the data set is m, I indicates the number of
iteration, Z;(I) represents the clustering center of cat-

egory j, Xi(J) represents any data object in the class
J, Z; represents the new clustering center of class j,
I = 1 is taken, and K initial clustering centers are se-
lected, Z;(I), j = 1,2,---,k. The Euclidean distance
between each data object and cluster center is calculated,
L(Xla ZJ(I)) = min{(Xi7Zj7 (I))aZ =12 ,mj =
1,2,--- ,K}. If the obtained Euclidean distance meets
L(AX27 ZJ(I)) = min{(Xi7 ZJ(I)),j =1,2,.--- ,k}7 X; €
W will be obtained.

The sum of the squares of the distances from all sam-
ples in the cluster domain to the cluster center is ex-
pressed as H(c), 0 indicates the iteration termination
threshold, which needs to be determined whether it meets:

[He(I) = He(I = 1)] < 0. (1)

If Equation (1) mentioned above is met, the algorithm
will end, otherwise I = I + 1, k new cluster centers will
be continued to calculate:
1M

(9)
—> X

i=1

Z; =
The squared error criterion is also used in the algorithm,
the sum of the squared errors of all samples in the data set
is expressed as FE, o represents the point in space, and m;
represents the average value of cluster C;. F, the optimal
result, can be defined as:

k
min £ = minz Z lo —my|.

i=1 0€C;

The detection performance of IDS is deeply analyzed
through relevant parameters, wherein P,, Py, P, indicate
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Figure 1: Main components of IDS

the detection rate, false negative rate, and false positive
rate of the system respectively, Ny indicates the number of
intrusion events detected correctly, M indicates the num-
ber of all intrusion events, M;.:q; indicates the number
of all events, N, indicates the number of false negative
intrusion events, and Ny indicates the number of false
positive intrusion events. The formula shown below can
be obtained:

N,
P, = TdM)xmo%
N,
N
P. = “LMya) x 100%

(

4 Simulation Experiment

4.1 Experimental Methods and Parame-
ters

In this study, the problem of the detection of network
protection security vulnerability intrusion based on data
mining is mainly researched. In this simulation exper-
iment, the used related software is Matlab7.0, and the
used experimental data set is KDD Cup 99, in which the
test data includes 5000 pieces, and the training data in-
cludes 600 pieces. In the set of test data, normal data ac-
counts for 75%, and vulnerability data accounts for 25%.
Corresponding cluster analysis is performed on the data,
and the vulnerability data in the experimental data is
detected to obtain the output results of relevant parame-
ters. At the same time, it is compared with the traditional
IDS [13], the both methods are run six times respectively,
the results of related parameters such as the detection
rate of six different experiments are obtained, and the
corresponding experimental conclusions are drawn for ref-
erence.

4.2 Experimental Results

(1) Cluster analysis Cluster analysis is performed on the
data set of this simulation experiment, and the value of

the cluster radius is adjusted to obtain the corresponding
output results and experimental conclusions. Table 1 and
Figure 2 can be obtained.

It can be seen from Table 1 that the total number of
clusters shows a decreasing trend as the cluster radius in-
creases. When the cluster radius is 1, the total number of
clusters reaches the maximum value, i.e., 199. When the
cluster radius is 10, the total number of clusters reaches
the minimum value, i.e., 127. It can be obtained that the
larger the cluster radius is, the smaller the total number
of clusters is. Therefore, the cluster radius is inversely
proportional to the total number of clusters, the more
clusters are, the more detailed the cluster analysis is, and
the smaller the false positive rate of IDS is.

It can be seen from Figure 2 that the cluster accuracy
decreases as the cluster radius increases. When the cluster
radius is 1, the cluster accuracy reaches the maximum
value, i.e., 83.69%. When the cluster radius is 10, the
cluster accuracy reaches the minimum value, 66.71%. It
can be found that the smaller the cluster radius is, the
better the accuracy of the algorithm is. Adjusting the
cluster radius can effectively improve the cluster effect of
the algorithm and have more obvious detection effect of
vulnerability intrusion.
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Figure 2: Comparison of the clustering accuracy

(2) Detection efficiency Figure 3 shows the detection
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Table 1: The number of clusters

Cluster radius | Normal behavior pattern class | Abnormal behavior pattern class | Total number of clusters
1 1 198 199
2 0 196 196
4 2 189 191
7 6 172 178
10 11 116 127

time of the vulnerability data by IDS. It can be seen from
Figure 3 that the detection time also shows a growing
trend as the number of data increases. When the number
of data reaches 700, the detection time of IDS reaches a
maximum value, i.e., 16.5 s. The rate of increase shows
a downward trend and gradually stabilizes although the
time of detection is constantly increasing. Therefore, it
can be obtained that the IDS using data mining has high
detection efficiency for vulnerability data and remarkable
experimental effect.
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Figure 3: Detection time of vulnerability data by IDS

4.3 Comparative Analysis

In order to verify the performance of the IDS using data
mining mentioned in this paper, it is compared with the
traditional IDS, and Figure 4 and Table 2 are obtain.
Figure 4 shows the comparative analysis of the relevant
parameters between the two different methods in six ex-
periments. In the six-time experiment, the IDS using
data mining reaches the maximum value of the detec-
tion rate in the third experiment, i.e., 96.45% and the
minimum value of the detection rate in the second ex-
periment, i.e., 94.69%. The traditional IDS reaches the
maximum value of the detection rate in the first experi-
ment, i.e., 88.3% and the minimum value of the detection
rate in the fifth experiment, i.e., 84.26%. Compared with
the traditional IDS, the detection rate of the IDS using
data mining is higher, and the experimental effect is more
obvious. Therefore, it can be obtained that the ids using
data mining has better detection performance, which is

beneficial to the detection of network protection security
and vulnerability intrusion.
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Figure 4: Detection rate in two different ways

It can be seen from Table 2 that the average detec-
tion rate of the traditional IDS is 87.75%, the average
false negative rate is 28.49%, and the average false posi-
tive rate is 4.72%; while the average detection rate of the
IDS using data mining is 95.63%, the average false nega-
tive rate is 20.23%, and the average false positive rate is
2.81%. Compared with the traditional IDS, the average
detection rate of the IDS using data mining is higher, and
the average false negative rate and average false positive
rate are lower. Therefore, it can be obtained that the
performance of the IDS using data mining is better, and
the optimization effect on the experiment is more obvious.
Therefore, in the future, the IDS using data mining has
better development space and potential for the detection
of network protection security vulnerability intrusion, but
the traditional IDS needs continuous improvement and
optimization.

5 Conclusion

Nowadays, network security issues are getting more and
more attention. Therefore, in this paper, IDS is taken
as the research object, and the corresponding simulation
experiments are carried out. The obtained experimental
results are as follows: the relationship between the clus-
ter radius and the total number of clusters is inversely
proportional; the smaller the cluster radius is, the better
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Table 2: Comparison of the related parameters in two different ways

Average detection rate | Average false negative rate | Average false positive rate
(%) (%) (%)
IDS using data mining 95.63 20.23 2.81
Traditional IDS 87.75 28.49 4.72

the accuracy of the K-means clustering algorithm is; as
the number of data increases, the detection time shows a
growing trend, but the growth rate tends to be stable. At
the same time, through comparing with the traditional
IDS, the experimental results that the average detection
rate of the IDS using data mining is higher than that of
the traditional IDS, and the average false negative rate
and false positive rate are lower are obtained. The exper-
imental conclusion that the IDS using data mining has
better detection performance for network protection secu-
rity vulnerability intrusion is drawn. This study provides
a new model for the research on the detection of network
protection security vulnerability intrusion.
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